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ABSTRACT



Categories and Subject Descriptors



Image recognition is a very useful technique that can be applied in many areas. Two-Dimensional Continuous Dynamic Programming (2DCDP) is a pixel-level matching algorithm for object recognition. Compared with other methods, 2DCDP can oﬀer a suﬃciently high accuracy of recognition without training. In our previous work we use 2DCDP to implement image classiﬁcation. However, we ﬁnd the processing speed of 2DCDP is very slow. In this paper, we ﬁrst analyze the performance issue of 2DCDP algorithm, and point out that large memory consumption is the performance bottleneck. Then, we improve 2DCDP algorithm and propose a new object recognition algorithm named Pixelbased Multi-Anchor (PMA) algorithm, which can locate anchor points that can be further used to locate the recognized area. Theoretical analysis expresses that our new algorithm can eﬀectively reduce memory capacity requirement from O(n4 ) to O(n3 ), where n is the size of image. Furthermore, based on the understanding of multi-core architecture, we propose a ﬁne-grained parallelism thread model to parallelize our PMA algorithm on mutli-core systems. Especially we take cache coherence problem into account, such that we further propose a coarse-grained parallelism thread model to optimize the PMA performance. Experimental results show that compared with the original 2DCDP algorithm, our new PMA algorithm can decrease the memory capacity requirement dramatically which improves the recognition speed. More important, PMA algorithm can processes eﬃciently big images that exceed the ability of original 2DCDP algorithm.



I.4.6 [Image Processing and Computer Vision]: Segmentation—Pixel Classiﬁcation; D.1.3 [Programming Techniques]: Concurrent Programming—Parallel Programming



General Terms Performance, Algorithm



Keywords Image recognition, pixel-based matching, chip multiprocessor



1.



INTRODUCTION



As recognition and classiﬁcation of daily life images seem to be an easy task for our human beings, there still remains great challenges for computers. How to recognize the location of objects from given images and category them are key problems that computer vision technologies need to solve. In real world images, similarities are common between diﬀerent categories of objects while variations within the same category are also unavoidable. These challenges increase the hardness of building feasible systems for image recognition and classiﬁcation. To solve this problem, learning-based methods are widely used to better ﬁt the great variation of images. Typical methods include decision trees [3] and SVM [25]. To achieve high accuracy, these methods need large amount of training images to build a suitable model. This is usually not true in real world scenarios. Another choice for image recognition is to use nearest-neighbor based method [2] , which is proved to be very eﬃcient and competitive compared with learning-based ones. In our earlier work [17], we also proposed a novel method based on Two-Dimensional Continuous Dynamic Programming algorithm (2DCDP) [29] which can avoid the massive training and still keep high recognition accuracy. As we human beings usually do not need much training to tell the diﬀerences between two unknown
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objects, these methods are more coincident to real world situations. Beside recognition accuracy, processing speed is another important factor for image recognition and classiﬁcation as they usually consume large amount of resources of computer systems. Recently, multi-core processors have become the mainstream of microprocessors, providing more powerful computation ability, which gives us an alternative way to improve the processing speed. Diﬀerent from the predecessor - single-core processors, multi-core processors integrate more cores into a chip. Each core is well-functioned for the computing, equally to a singlecore processor. With number of cores, multi-core processors can generate more computation power. However, when multi-core architecture emerges, the parallelism can’t be hidden by compiler or architecture any more, that is, manufacturers improve microprocessor performance with Thread Level Parallelism (TLP) rather than Instruction Level Parallelism (ILP). Users need to explicitly code multi-threaded programs to take advantage of multi-core processors. Besides, the cache hierarchy of multi-core processors is also very important both for performance [28][20] and energy [32] [31]. For example, Bad-tuned multi-core programs increase the overhead of maintaining data consistency, further leading to the performance degradation [5]. Multi-core systems provide us both opportunity and challenge, so that users have to harness the power of multi-core systems by not only breaking the data dependency to parallelize their applications with appropriate thread model also the essential understanding of multi-core architecture to make further optimization. In this paper, based on our previous work on image recognition that is 2DCDP algorithm, we ﬁnd that 2DCDP algorithm’s time and space complexity is up to O(n4 ), where n is the side length of images, since it is a pixel-based matching algorithm. The amount of computation of 2DCDP leads to a slow recognition speed; meanwhile, 2DCDP algorithm cannot deal with big images because memory capacity it requires far exceeds the that modern computer systems can provide. Besides, large memory consumption is also a serious performance bottleneck for 2DCDP. Motivated by these factors, we propose a new algorithm named Pixel-based MultiAnchor (PMA) algorithm. Instead of back tracing the recognized area, we record the optimal value of the last pixel and treat it as an anchor point. By rotating PMA algorithm’s input images, we get several anchor points and use them to locate the position of recognized area. As back tracing is not used, previous memory spaces can be reused. Thus the O(n4 ) space complexity in 2DCDP is reduced to O(n3 ). Compared with the original 2DCDP, PMA algorithm greatly reduces its memory consumption, thus it has high scalability when size of images increases. The PMA algorithm can eﬃciently process the big images with the size that 2DCDP algorithm cannot deal with. Furthermore, based on the understanding of multi-core architecture, we parallelize the PMA algorithm. Especially we take the cache coherence problem into account, and optimize the thread model to increase the performance. Experimental results show that compared to the original 2DCDP algorithm, the PMA algorithm can achieve the similar recognition eﬀect with higher performance and less memory capacity requirement, which makes it possible to recognize big images. The main contribution of our work is as follows:
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1. Our new algorithm PMA reduces the memory consumption from O(n4 ) to O(n3 ), thus greatly improve the memory eﬃciency. This is a key optimization to the original 2DCDP algorithm. 2. We adapt our new algorithm to the multi-core architecture, which achieves a better scalability in performance. This paper is organized as follows: Section 2 introduces the original 2DCDP algorithm and analyze its drawbacks. Section 3 describes the fundamental of PMA algorithm and its implementation on multi-core systems. Section 4 expresses the experimental results, followed by the discussion in Section 5. Section 6 introduces the related work. Finally, In Section 7, we conclude our ﬁnding and point our future work.



2. 2.1



MOTIVATION OF OUR WORK Overview of Our Previous Work



Feature based algorithms treat properties within a small region of an image as important features that can be used during the recognition task. Diﬀerent kinds of useful features include color, shape, gradient, and texture, etc. Under some conditions, methods based on these features can eﬃciently recognize the object in images. But they may meet exception when features’ viewpoint, scale, appearance and illumination are changing. 2DCDP, short for Two-Dimensional Continues Dynamic Programming [29], is a pixel-wise object recognition algorithm. Pixels, which are the atom elements of images, are treated as a basic feature of images. By using pixel-wise matching, we avoid to extract other features from images. 2DCDP is more robust to various images under diﬀerent scenarios. The goal of 2DCDP is to ﬁnd a mapping relationship between points on two images. Under this mapping relationship, the overall distance between points on two images can be minimized. We can use the following equations to express the the fundamental of 2DCDP. Let Rm,n represents RGB value of pixel in the mth row and nth column of reference image. So does Si,j represent that of the input image. Then distance between RGB values of two pixels is deﬁned as follows: dist(Rij , Sij )  |Rij .r − Sij .r| + |Rij .g − Sij .g| +|Rij .b − Sij .b|;



(1)



As dynamic programming implies, the best value of the current pixel depends on the best value of previous ones. Matching values from two directions are considered. Take Fig.1 as an example. To get the matching value between Rm,n and Si,j , we need values of previous pixels. Speciﬁcally, Rm−1,n for the left pixel and Rm,n−1 for the upward pixel of Rm,n . Their recursion expression for dynamic programming can be formulated as follows: DL (Rm,n , Si,j ) = min{DL (Rm−1,n , Si ,j  )}+ dist(Rm,n , Si,j ), Si ,j  ∈ L(Si,j );



(2)



Here L(Si,j ) represents the set of seven points in the left direction of Si,j , as Fig.1 shows. Similarly we can get the relations for upward direction:
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Figure 2: Measurement for DL and DU in two directions.



Figure 1: Each direction selects seven points.



DU (Rm,n , Sij ) = min{DU (Rm−1,n , Si ,j  )}+ dist(Rm,n , Si,j ), Si ,j  ∈ U (Si,j );



(3)



Here U (Si,j ) represents the set of seven points in the upward direction of Si,j . Formula.2 and 3 are rewrite as a simple form of recursion expression of dynamic programming for easy understanding. But both DL and DU contain matching values from multiple directions. Fig.3 shows the measurement for DL and DU . As point on reference images needs to be compared with every points on the input value, we can simplify DU (Rm,n , Si,j ) as DU (Rm,n ), so does others. Then we have: 



DL (Rm,n )  Dxx(Rm,n ) + Dyy(Rm,n ) + Dxy(Rm,n ) DU (Rm,n )  Dxx(Rm,n ) + Dyy(Rm,n ) + Dyx(Rm,n ) (4) Here Dxx represents the matching value in the horizontal direction and Dyy represents the one in the vertical direction. Dxy is the accumulative value of Dxx in the vertical direction and Dyx is the accumulative value of Dyy in the horizontal direction. In each step of Formula.2 and 3, we do the following update to the matching values of diﬀerent directions. ⎧ Dxx(Rm,n ) = Dxx(Rm−1,n , Si ,j  ) + dist(Rm,n ); ⎪ ⎪ ⎨ Dxy(Rm,n ) = Dxy(Rm,n−1 , Si ,j  ) + Dxx(Rm,n ); ⎪ Dyy(Rm,n ) = Dyy(Rm,n−1 , Si ,j  ) + dist(Rm,n ); ⎪ ⎩ Dyx(R m,n ) = Dyx(Rm−1,n , Si ,j  ) + Dyy(Rm,n ).



Drawbacks of 2DCDP Algorithm



From above formulas we can conclude the characteristics of 2DCDP algorithm: 1. Object Recognition without training. 2DCDP only needs two images as algorithm’s input and does not need any other pre-obtained data.



3. High time complexity with O(n4 ). As pixels between two images have to be calculated at least once, we can get O(n4 ) complexity by n2 * n2 , for each image has n2 pixels. Here n is the side length of image. 4. High space complexity of O(n4 ). As mentioned above, the calculated results must be stored in memory for back tracing.



(5)



From the above summary we can ﬁnd that 2DCDP has its own advantages in object recognition while weakness in its O(n4 ) space and time complexity. Here n is the side length. While O(n4 ) complexity of computation is somehow acceptable, the O(n4 ) memory consumption is beyond acceptance. With both 256 ∗ 256 sized reference and input image, it costs at least 2564 bytes memory, which is 4 GB. As the data type used is “Integer” and each costs 4 bytes. Totally, it costs 16 GB of memory without considering other memory consumptions. One single machine will soon run out of memory with larger images. Swap space can partly help this problem, but it also leads to a longer delay of memory access. To solve the problem of memory shortage on one single machine, We develop a distributed pipeline algorithm



is the pixel that can minimize the value in Formula.2 S and 3. After dynamic programming, all matching values are calculated and stored in memory. We deﬁne the ﬁnal matching value as follows:



Sa,b = argmin{D(RM,N , Si,j )}



2.2



2. Feature free matching between images. As the basic element of 2DCDP is pixel, rapid change in feature, such as a changing viewpoint, scale, appearance, etc. do not signiﬁcantly inﬂuence the matching of 2DCDP.



i ,j 



D(Rm,n )  Dxx(Rm,n ) + Dxy(Rm,n ) + Dyy(Rm,n ) +Dyx(Rm,n )



and height of reference image. Start from this point, we further back trace the path (mapping points for other Rm,n ) from stored data. This procedure is called a spotting recognition. We ﬁll the interstice between discontinuous mapping points with other nearby pixels on the input image. Then recognized area is extracted from the image.



(6)



(7)



Then RM,N here plays the role of anchor point. Sa,b is selected as a mapping point for RM,N . Here M , N is the width
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Figure 3: By rotating the two images for four times in (a), we apply the same dynamic programming technique as 2DCDP to ﬁnd the mapping points for four anchor points respectively in (b). Within the results of 2DCDP shown in (b), we only take the mapping points for anchor points, which correspond to the red points in the yellow circles. Then, the region surrounded by the four anchor points is treated as recognized area in (c). By stretching the reference image, we get a mapping relationship between two images. We use the corresponding pixels on the input image to replace the mapping pixels and get the output of our new algorithm in (d). Here blue background part of reference image is ﬁltered in the output image. A
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Figure 4: Stretch the reference image to ﬁt the shape on the input image.
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Figure 5: Improve accuracy by increasing the number of anchor points. in cluster environment to adjust 2DCDP so that the memory and computation consumption can be absorbed by cluster machines. Due to the reason of data dependence, there is data exchange sized O(n3 ) between two neighbor stages. Unfortunately this causes another problem by the delay of data transmission. Thus we encounter a bottleneck on the network and cannot achieve satisfactory performance. Finally, we ﬁnd that the main bottleneck of 2DCDP is its large memory consumption.



As Fig.4 shows, A , B  , C  , D on input image are the corresponding mapping points for the four anchors A, B, C, D. P is a pixel on reference image. Here we need to ﬁnd its mapping pixel P  on input image. This procedure takes 4 steps: 1. Draw a horizontal line which goes across P . E, F are the intersection points with AD, BC.



3.



DESIGN OF PMA ALGORITHM



2. Find point E  on line A D , thus



|A E  | |A D  |



=



|AE| |AD|



3.1



Fundamental of PMA Algorithm



3. Find point F  on line B  C  , thus



|B  F  | |B  C  |



=



|BF | |BC|



To overcome the shortages of 2DCDP, we propose the PMA algorithm. Dynamic programming is also used to ﬁnd corresponding points between images. But instead of back tracing the recognized area, our algorithm only need to ﬁnd the corresponding point for the right-bottom pixel of reference image, which is called “anchor point”. Then we rotate the reference and input image and calculate again for another anchor point. Basically, at least four anchor points are needed to locate the corresponding portion of reference image on the input image. Fig.3 shows the four steps of our algorithm. Finally, we stretch the original reference image to ﬁt the shape surrounded by these anchor points.



4. Connect E  and F  , ﬁnd P  on E  F  , thus |F P | . |F E|







|F  P  | |F  E  |



=



Then P is the corresponding mapping point for



P.



By repeating the above steps, we can ﬁnd the mapping points for every pixel on reference image. The ﬁnal result looks just like stretching the reference image. We call this procedure as “reference stretching”. Here pixels with blue color are treated as background and are ignored. Other mapping points build up the recognized area.
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Algorithm 1 Fine-grained PMA (FPMA) 1: for all All anchor points have processed do 2: for m = 1 → M do 3: for n = 1 → N do 4: #PARALLEL ∀(i, j), i ∈ [1, I], j ∈ [1, J] 5: Cal DL(R(m,n), S(i,j)); 6: Cal DU(R(m,n), S(i,j)); 7: end for 8: end for 9: end for



Algorithm 2 Coarse-Grained PMA (CPMA) 1: #PARALLEL ∀ Selected Anchor Points 2: for m = 1 → M do 3: for n = 1 → N do 4: for i = 1 → I do 5: for j = 1 → J do 6: Cal DL(R(m,n), S(i,j)); 7: Cal DU(R(m,n), S(i,j)); 8: end for 9: end for 10: end for 11: end for



Compared with the original 2DCDP algorithm, we replace the back tracing procedure with calculation for more anchor points. As the computing is done in a line-after-line pattern, it only involves one dimension of the reference image (one line) and two dimensions of the input image. Without back tracing, the memory space of previous line can be reused by the current line, which implies that only O(n3 ) of memory space is needed. As the recognition accuracy of the new algorithm highly depends on the anchor points, we believe that increasing the number of anchor points can improve its accuracy, just as Fig.5 shows. But more anchor points mean more computation. There exists a tradeoﬀ between accuracy and computation of PMA algorithm. Due to use of multiple anchor points, the time complexity of our new algorithm becomes O(m ∗ n4 ) while its space complexity is O(m ∗ n3 ). Here m represents the number of selected anchor points. As m is usually much smaller than n, the problem of large memory consumption is solved. Time complexity is increased, but the computation between different anchor points can be totally parallel, which is suitable for multi-core systems.



3.2



Fine-Grained PMA (FPMA): as formula2,3 shows, the calculation of current DL (Rm,n , Si,j ) and DU (Rm,n , Si,j ) only involve data of previous pixels, thus the computation for (i, j) pairs can be fully parallel because they do not have data dependence. Pseudo code for this procedure is shown in Alg.1. In this method, Anchor points are calculated one by one. Within the calculation of each anchor point, diﬀerent (i, j) are assigned to diﬀerent cores. The execution time for FPMA can be represented by: TF P M A = A ∗ M ∗ N ∗ I ∗ J/P  ∗ K



(8)



where A is the number of selected anchor points, P is the number of cores in the multi-core systems, and K is the time of calculating matching value between two pixels in reference and input image, respectively. Coarse-Grained PMA (CPMA): this method utilizes embarrassing parallelism. As each anchor point can be calculated independently, their calculations are assigned to different cores to thread level parallelism. Its pseudo code is shown in Alg.2. Similarly we can get the formula of CPMA’s execution time:



PMA Algorithm on Multi-core Systems



As the old way of improving CPU performance by increasing its number of transistors meets the bottleneck of high energy consumption and heat generation, chip manufacturers are turning their interests in multi-core processors [9]. Compared with the highest performing single-core model, multi-core processors improve their performance by working in parallel. Thus they provide another way to extend Moore’s Law. Recently, Chip Multiprocessor (CMP) architecture [24], has received much attention from both academy and industry. By duplicating a number of cores in a chip, the multi-core architecture is considered as an easier and more eﬃcient way to enhance the performance of microprocessors. While the cumulative performance of multi-core system is increasing rapidly, the overall real performance of applications is still subjected to the Amdahl’s Law [13]. Thus a careful parallel designing of algorithm can improve its performance. Embarrassing parallelism is very suitable for multi-core systems. In [22] the authors implement MapReduce framework on multi-core and multi-processors. Their experiments show this framework can achieve scalable performance with simple parallel code. In practice, other factors like cache miss rate [4] and thread synchronization are important factors that inﬂuences the performance of algorithms. Based on the understanding of multi-core architecture above, we implement PMA algorithm in two ways on multi-core systems as follows.
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TCP M A = A/P  ∗ M ∗ N ∗ I ∗ J ∗ K



(9)



If P is the common divisor of A and (I ∗ J), then there should be no signiﬁcant changes in the total amount of execution time between the two methods. But in practice, there are several reasons that make CPMA method performs better than FPMA method: 1. Cache Coherency and Miss Rate: for FPMA method, data of one anchor point is distributed to P cores. Then data shared between P cores need to be coherent in cache. But for CPMA method, data of one anchor point is only distributed to P/A cores, thus can reduce the problem of cache coherency and miss problem. 2. Thread Synchronization: for FPMA method within each loop, it needs to start at least P threads at the same time, while synchronize them when they ﬁnish. Due to the reason of data dependence, next loop cannot be started without ﬁnishing the current loop. If one thread is slower than others, it will slow down the whole computation. But for CPMA method, only P/A threads need to be synchronized at the same time, which is better than the situation of FPMA method. 3. Overhead of thread scheduling: for FPMA method, it needs starting new threads for (A ∗ M ∗ N ∗ P )
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Figure 6: Recognition results of 2DCDP and PMA for the same reference and input images. Our new algorithm achieves similar results in locating the recognized area on the input image. But due to the reason of losing data, especially those of pixels on the boundaries, our method is not as good as the original 2DCDP algorithm. But as PMA is designed for image classiﬁcation, this slight decrease in accuracy is not so important. times. But for CPMA method, it only needs (A ∗ M ∗ N ∗ P/A) times. Thus the CPMA method reduces the overheads of starting new threads and scheduling them.
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Memory Usage(GB)



If FPMA is a direct improvement of the original 2DCDP algorithm, which extends one anchor point to multiple ones, then CPMA improves its performance by utilize proper parallelism on multi-core systems. Our experiments shows that, CPMA achieves an average of 15% performance increasing compared with FPMA with diﬀerent sized images.
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Figure 7: Memory usage with the increasing side length of images.



Experiment Set Up



But due to the reason of losing calculated data of other points, our algorithm highly depends on the four anchor points. That means, if these points have a slight shift on the image, the recognized area may change greatly. Another shortage of our algorithm is that, due to the reason PMA’s output is the result of stretching the original reference image, its boundary is not accurately matched compared with 2DCDP. The shape of PMA’s output sometimes looks just like the reference image. These shortages can be overcome by using more anchor points, as is mentioned in Sec.3.1. Thorough this way, shifted anchor points can be detected and ﬁltered. The other way to improve the matching accuracy of boundary is to fully use the remaining O(n3 ) data. As the last line of data is kept in memory, they have valuable information that can be used to improve accuracy.



Recognition Accuracy



As Fig.6 shows, the ﬁrst image with blue background is the reference image while the second normal one is the source image for recognition. The two images act as the input parameters for both algorithms. Both algorithms need to locate the same object of ref image in the inp image. Our PMA algorithm achieves a similar performance in locating the recognized area, which means multiple anchor points works.



4.3 CPU HyperThread Memory OS Swap



PMA_Memory
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We use the Caltech101 [6] to test the recognition eﬀect of our proposed PMA algorithm. This dataset contains background category and 101 diﬀerent categories with the number of images per category varying from 31 to 800. The signiﬁcant variation in appearance, color and lighting makes this database challenging. And we evaluate our PMA algorithm on a 4-core system. The detailed experimental environment is list in Table 1.
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Intel(R) Core(TM) i7-2600 @ 3.4GHZ On 6GB DDR3 1600 MHz Ubuntu Desktop Version 10.04 3.56GB



Memory Consumption



As mentioned in Sec.2, the original 2DCDP consumes O(n4 ) space of memory, while our new algorithm only takes O(n3 ). The decrement is shown in ﬁg.7. At the beginning of each algorithm, we take a snapshot of the system’s memory usage. After they have initialized their variable and arrays, we also take a snapshot. By comparing the two snapshots, their diﬀerence is treated as the memory usages of the run-



Table 1: Experimental Environment
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Figure 9: Fine-Grained PMA VS. Coarse-Grained PMA.



Figure 8: Execution time for each algorithm with an increasing side length of images



ability of the multi-core processor (4 cores with HyperThread, that is 8 parallel threads at the same time). Let’s take threads as workers and the calculation for anchor points as jobs. Fine-Grained PMA (FPMA) mainly utilizes the parallelism within each job. Eight workers cooperatively work on the same job at a time. If one job is ﬁnished, then they move to another until all anchor points have been calculated. On the other hand, Coarse-Grained PMA (CPMA) utilizes the parallelism between jobs. Four jobs (As four anchor points are selected) are assigned to eight workers, that is one job with two workers each. Here the two workers utilize parallelism within a job as FPMA does. Experiments are done on our multi-core machine. The result shows CPMA achieves a stable 15% increment of performance compared with FPMA, as Fig. 9 and Table 2 shows. Theoretical analysis is in Sec.3.2. CPMA’s assignment is very ideal for our multi-core processor as it has four cores, each of which has independent 64 kB L1-Cache and 256 KB L2-Cache. Two workers of the same job are actually running on the same core, thus improving the eﬃciency of caches.



ning algorithm. To achieve a accurate value of memory usage, we run the two algorithms for multiple times and take their average value as the ﬁnal results. In Fig.7, the X axis represents the side length of image in pixels while the Y axis represents memory usage in “GB”. For 2DCDP when the side length reaches 125, the free memory is used up and swap is used. When side length reaches 140, swap space is almost used up. But the situation for PMA is totally diﬀerent. PMA’s memory consumption stays at 10 MB order of magnitude when image’s side length is within the range from 110 to 140, which is only 1 percent of 2DCDP’s memory usage. Thus memory consumption is no longer a problem for PMA. This result meets the theoretical analysis mentioned in Sec.2 and proves that the PMA algorithm is more memory eﬃcient than 2DCDP.



Execution Time



As analyzed in Sec.2, the PMA algorithm increases the time complexity to O(mn4 ), which is larger than O(n4 ) of 2DCDP. In Fig. 8, the X axis represents the side length of image in pixels while the Y axis represents the natural logarithm value of execution time. With image size from 110 to 125, PMA performs no better than 2DCDP. But when image’s size comes to 130, 2DCDP’s performance decreases signiﬁcantly and PMA meets 2DCDP for the ﬁrst time. Refer to memory consumption showed in Fig. 7, the main reason for 2DCDP’s decreasing performance is its use of swap memory. As memory space can not hold all data 2DCDP has used when image’s size reaches 130, data must be swapped to disk, which greatly increases the delay for memory access. After image’s size is bigger than 140, 2DCDP is forced to shut down because no free memory space can be used anymore. On the other hand, the PMA algorithm does not have this problem and its execution time increases steadily. This result shows that PMA has a better scalability compared with 2DCDP.
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5.



DISCUSSION



In our work, we mainly focus on improving the memory efﬁciency of 2DCDP algorithm. For this purpose, we designed the PMA algorithm. But there still remain some problems which should be solved in our future work. First of all, the losing of recognition accuracy is a fundamental problem to our new algorithm. Compared with 2DCDP, PMA performs similarly in locating the recognized area. But the boundary of its recognized area is not so accurate due to reason of losing calculated data of other pixels. Shifted anchor points bring uncertainty to classiﬁcation tasks [17]. Possible solution is to use more anchor points to improve accuracy. The current implementation of our algorithm only takes four anchor points. This will be tested in our future work. On the other hand, more anchor points means more computation. Our algorithm can be easily adapted to distributed clusters with multi-core machines.



Optimization On Multi-core Systems



As mentioned in Sec.3.2, we implemented PMA algorithm in two ways, both of which can fully use the computation
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Size 2DCDP FPMA CPMA



100 2.03 5.33 4.42



105 2.44 6.41 5.47



110 2.90 7.61 6.78



115 3.45 9.22 7.89



120 4.03 10.70 9.17



125 7.11 12.86 10.82



130 27.96 14.88 12.54



135 91.10 17.20 14.53



140 183.36 20.10 16.93



145 23.08 19.33



150 26.27 22.15



155 29.96 25.27



160 33.71 28.95



Table 2: Execution time (Second) for each algorithm with diﬀerent side length of image. When the size reaches 145, 2DCDP is forced to shut down because no extra free memory (include swap) can be used to support the large memory consumption of this algorithm. PMA does not have this problem and works ﬁne. GPU is also an excellent choice for our new implementation. The second problems remains that how to apply this algorithm with O(n4 ) time complexity in real world applications. Compared with other image recognition algorithms like SIFT, pixel-based methods still have advantages. As this is studied in computer vision technologies, here we will not go very deep into this question. But results of [17] shows 2DCDP is a promising algorithm that can be used in image classiﬁcation and searching. Security surveillance is another promising application for this algorithm. As only two images are taken as inputs, it can act as a ﬁlter for other more complicated algorithms.
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very few researches on the recognition or categorical classiﬁcation were proposed with dynamic programming. Our previous work [18] shows that the two dimensional continuous dynamic programming (2DCDP) is eﬃcient for ﬁnding all the corresponding pixels between two non-linear images and has potential in object detection, classiﬁcation. But, the memory consumption limits its practicability. Recent advances in Multi-Core make us believe that it is now the propitious time to build a Multi-Anchor based 2DCDP approach for optimization in image processing tasks. Our belief is that, the approach of the proposed methods that using full pixel matching is a very promising approach for the object recognition and classiﬁcation task. Furthermore, advance segmentation procedure is not required in our proposed method.



RELATED WORK



Image based recognition method that computes a classiﬁer for object recognition by using the local feature in most part of the image is considered as an eﬃcient strategy for recognition. Many approaches have been proposed based on this strategy. One of the most popular approaches is BoF (Bag of Feature [30, 19, 14]), which is applied to extract a large number of small-scale local image features, containing shape, color, texture, gradient or spatial rotation information, to compare the similarity of objects in diﬀerent images. Researchers also proposed several methods for detection, segmentation and classiﬁcation using regions [11] and constellation model [15]. However, these approaches remain several main drawbacks. Firstly, the performance of the previous works cannot perform well when the variation of the appearance or the shape stays in a high level. Secondly, segmentation must be applied before matching, and the segmentation and matching procedures are coupled with each other. Object based recognition strategy is considered as the one which should possess some advantages than the ﬁrst one. However, because of the diﬃculty of object segmentation, there are not many algorithms based on this method. Furthermore, state-of-the-art methods [1, 12, 8, 27] based on this strategy are mainly concentrated on shape-based and contour-based approaches for classiﬁcation task. The main drawbacks of those methods can be concluded as follows: Firstly, shape based classiﬁcation usually assume that the object of interest is either represented as a contour or has already been segmented out from the image. Secondly, contour based classiﬁcation achieves good results using only detected edges in the image, these methods do not attempt to use the discovered shapes for any descriptive classiﬁcation task. Besides, in the past decades, dynamic programming is proved as a powerful technique for developing eﬃcient discrete optimization algorithms. In computer vision, it has been used to solve a variety of problems, including curve detection [10, 21], contour completion [23], stereo matching [16, 26], and deformable object matching [7]. However,
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CONCLUSION



In this paper, we summary the advantages and disadvantages of the Two Dimensional Continues Dynamic Programming (2DCDP) algorithm which is used for object recognition with very good accuracy. To overcome its bottleneck on large memory consumption, we propose a new algorithm named PMA algorithm, which reduces the memory consumption from O(n4 ) to O(n3 ) while remains a similar accuracy. Our new algorithm achieves better scalability when image’s size is increasing. We also optimize PMA algorithm with ﬁne-grained and coarse-grained parallelism. Experiments show that the CPMA achieves an extra 15% increment in performance compared with FPMA. With the discussion of the accuracy of PMA algorithm, we point that the PMA algorithm decreases the recognition accuracy, and propose several possible solutions such as increasing the number of anchor points, utilizing the data in the remaining O(n3 ) memory space. In our future work, we will analyze the possible solutions and ﬁnally increase the accuracy of PMA algorithm equal to or even over than the one of existing 2DCDP algorithm.
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