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Polynomial n-ary quasigroups of order pw ABSTRACT In this thesis, quasigroups that can be deﬁned by polynomials over a ring are investigated. They are called polynomial quasigroups. Taking into account the increased interest in the application of quasigroups in cryptography and coding theory, especially interesting are the quasigroup operations that save the resources of the computer systems, as are the polynomial quasigroups. That is why, this research is directed towards investigation of the properties, and giving the best possible description of the quasigroups deﬁned by polynomials over the ring (Zpw , +, ·), for prime p, and w ≥ 1, with particular accent to the case p = 2. Several key questions are answered that determine the direction for application of these quasigroups. A characterization of the quasigroups is made, and their unique canonical form is found, which enables easy recognition and eﬃcient construction. The properties of the parastrophial operations are determined. Also, their form as boolean functions is found, and even more, a wider class with similar boolean properties is deﬁned. Finally, several methods for creation of new qusigroups, from already known, are presented. This oﬀers greater ﬂexibility, and possibility for creation of quasigroups suitable for particular purpose. Key words: n-ary quaisgroup, polynomial function, permutation polynomial, polynomial quaisgroup, parastrophe, T - function
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Introduction



The interest in quasigroups and their application in cryptography and coding theory, according to the eminent specialists in this area Denes and Keedwell, starts with the work of the German mathematician Shauff ler, who, in his doctoral dissertation from 1948, managed to reduce the problem of breaking the V igenere cipher to determining a certain Latin square. Other important results on application of quasigroups emerged much later, in the late 80-ties of the 20-th century. In general, the theory of quasigroups, even though it dates back to the work of Euler on orthogonal Latin squares, it stagnated during the last century, to the expense of the phenomenal development of the theory of groups. Therefore, it is expected that almost all known constructions of error correction codes, cryptographic algorithms and systems, use the associative algebraic structures, like groups and ﬁelds. But there is a possibility for use of the nonassociative structures, as are the quasigroups, in almost all areas of coding theory and especially cryptography. Research shows that codes and cryptographic primitives based on nonassociative structures have much better characteristics than those based on associative ones. Nevertheless, the development in this direction is still at the beginning. The institute for informatics at the Faculty for natural sciences in Skopje, is one of the few in the world, where more than 10 years researchers work in the area of
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application of quasigroups. They have deﬁned algorithms for block and stream ciphers, hash functions, pseudo-random number generators, error correction codes, and so on. Each of them uses a speciﬁc type of quasigroup transformation, with carefully chosen properties and order suited for the purpose. Among the types of quasigroups that are especially interesting for this group of researchers are the quasigroups of huge order - 264 , 2128 , 2256 , 2512 , i.e, quasigroups whose order is the same with the order of the rings Z264 , Z2128 , Z2256 , Z2512 , over which the arithmetic of the modern computers is deﬁned. If these quasigroups are given in their standard form using Caley tables, it is almost impossible to manipulate them, since any operation on them would require huge amounts of time and memory. Therefore, we need to ﬁnd classes of quasigroups with simple representation form, and then investigate their properties in order to determine whether they are well suited for use. In this sense, especially interesting are the quasigroups that can be deﬁned by polynomials over a ring. These quasigroups are called polynomial quasigroups. The idea for their studying comes from a paper by Ronald L. Rivest - “P ermutation polynomials modulo 2w ” from 2001, [57], in which he characterizes the polynomials that deﬁne permutations over the ring Z2w , and gives the necessary and suﬃcient condition for a polynomial in two variables over Z2w to deﬁne a quasigroup. The research presented in this thesis, is directed towards investigation of the properties and good description of the polynomial quasigroups deﬁned over the ring Zpw , for prime p. Several key questions are answered, that determine the direction of application of these quasigroups. As key beneﬁts, we can distinguish the following results: - The results of Rivest are generalized for arbitrary ring Zpw , where p is prime. - Polynomials in several variables over Zpw , that deﬁne n - ary quasigroups are characterized. - The canonical form of the polynomial functions that deﬁne quasigroups is



Review of the contents
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determined, and the number of polynomial quasigroups of order 2w is found. - The nature of the parastrophic operations of the polynomial binary quasigroups is determined, i.e., it is shown that every parastrophe of a polynomial binary quasigroup can be represented as a polynomial function. - In this process of discovering the properties of the parastrophes, a very interesting result emerged, concerning the group of permutations on a ﬁnite set. - For ﬁnding the polynomial representations of the parastrophic operations, an eﬃcient algorithm with polynomial complexity is created, and implemented in a program module. - Taking into account the easy manipulation of boolean functions and speed of execution, the vector-valued boolean form of the polynomial quasigroups is found, and a wider class of quasigroups with similar properties is deﬁned. As an option for future investigation we consider of course the implementation of these results for design of new cryptographic primitives and codes based on polynomial quasigroups, as well as deepening and enriching the theory of this type of quasigroups.



Review of the contents



The thesis is divided in 5 chapters, and one appendix. The ﬁrst chapter is introductory, consisting of the basic deﬁnitions and properties of the binary, and more generally, the n - ary quasigroups. The parastrophes of an n - ary quasigroup are deﬁned, and the connections between a quasigroup and its parastrophes are presented. The second chapter is completely dedicated to the polynomial functions over the ring Zn , their characterization and canonical form. En eﬃcient algorithm for re-
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ducing a function over Z2w to this form, is presented. This canonical representation plays a key role in our research, since the main theme of this thesis are the quasigroups deﬁned by polynomial functions. Even more, this algorithm on its own has a huge potential for practical use, for example, in designing HDL synthesizers of logical circuits. The original results of this thesis are presented in the remaining three chapters. In the third chapter, we give the basic characterization of the permutation polynomials and the polynomial n-ary quasigroups over Zpw , i.e. the necessary and suﬃcient conditions for a polynomial to deﬁne a permutation or a quasigroup. We also ﬁnd the number of polynomial quasigroups of order 2w . The fourth chapter deals with the parastrophes of the polynomial quasigroups. A generalization of the notion of permutation is made, and then it is proved that the parastrophic operations of the polynomial quasigroups can be deﬁned by polynomials as well. At the end, two algorithms for ﬁnding the parastrophes are created. One of them has polynomial complexity and can be considered as an eﬃcient one. For this algorithm, a program module in M athematica 6.0 is made, whose source code is given in Appendix A. In the last, ﬁfth chapter, ﬁrst we investigate permutation polynomials over the set of units of Z2w . They are a subset of the set of permutation polynomials over Z2w . Next, we deﬁne the so called T - functions, (deﬁned by Klimov and Shamir [29]), which contain the permutation polynomials and the polynomial quasigroups over Z2w . Until the end of this chapter they are considered as vector valued boolean functions. Also, we construct classes of T - functions that deﬁne permutations and quasigroups, and contain the functions that are the boolean representations of the permutation polynomials and the polynomial quasigroups. In this chapter we present methods for generating new permutations and quasigroups from already known, which enables easy creation of structures with the desired properties.



Chapter 1 Quasigroups



At the beginning, we give some deﬁnitions about quasigroups, and state some of their basic properties.



1.1



Combinatorial definition Let (Q, ∗) be a groupoid and let a be a ﬁxed element of Q. We deﬁne mappings



Q → Q, called left and right translations (translation mappings), by: La x = a ∗ x, Ra x = x ∗ a, for every x ∈ Q. Definition 1.1 The groupoid (Q, ∗) is called a quasigroup if the mappings La and Ra are bijections for every a ∈ Q. 5
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Proposition 1.1 For the groupoid (Q, ∗) the conditions i/ the equation x ∗ a = b has a unique solution for every (a, b) ∈ Q2 , and ii/ Ra : Q → Q is a bijection for every a ∈ Q, are equivalent. Analogously, the following are equivalent too. i / The equation a ∗ y = b has a unique solution for every (a, b) ∈ Q2 , and ii / La : Q → Q is a bijection for every a ∈ Q. Proof Let a be a ﬁxed element of Q. From i/, for every b ∈ Q, the equation x ∗ a = b has a unique solution, which means that Ra (x) = b has a unique solution too. Hence, Ra is a bijection. Similarly, La is a bijection. Conversely, if Ra (La ) is a bijection, then x = Ra−1 (b) (y = L−1 a (b)) is the only solution of the equation x ∗ a = b (a ∗ y = b).







We mention the following deﬁnition: Definition 1.2 The groupoid (Q, ∗) is called right (left) quasigroup if for every (a, b) ∈ Q2 , there exists a unique solution x ∈ Q of the equation x ∗ a = b (a ∗ x = b). In this case, every right (left) translation of the groupoid (Q, ∗) is a permutation of the set Q. If (Q, ∗) is left and right quasigroup, than we say that it is a qusigroup. From Proposition 1.1, the next one easily follows. Proposition 1.2 A ﬁnite groupoid (Q, ∗) is a quasigroup if and only if every element of Q is found exactly once in every row and every column of the Cayley table of (Q, ∗). Proof Let a, b ∈ Q. There is a unique c ∈ Q, such that a ∗ c = b, if and only if b is found exactly once in the row of the element a, and a unique d ∈ Q, such that d ∗ a = b, if and only if b is found exactly once in the column of the element a in the Cayley table of (Q, ∗). A ﬁnite quasigroup of n elements is said to be a quasigroup of order n.







Combinatorial deﬁnition
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Definition 1.3 A Latin square of order n is a n×n matrix (aij ) composed of elements from an n-element set A, such that every element of A occurs exactly once in every row and every column of the matrix. From Proposition 1.2 it is clear that there is a bijection between the set of ﬁnite quasigroups of order n and the Latin squares of order n. Definition 1.4 The groupoid (G, •) is called left (right) cancellation groupoid, if the following is true: a•x



= a•y



⇒ x = y,



∀a, x, y ∈ G,



(x • a



= y•a



⇒ x = y, ∀a, x, y ∈ G),



i.e., if the translation La (Ra ) is injection for every a ∈ G. If G is left and right cancellation groupoid, we say that it is a cancellation groupoid. Definition 1.5 The groupoid (G, •) is called left (right) division groupoid if La (Ra ) is surjection for every a ∈ G. If G is left and right division groupoid, than it is called a division groupoid. Equivalently, G is called a division groupoid if the equations a • x = b,



y • a = b,



have solutions (not necessarily unique) for every (a, b) ∈ G2 . From Deﬁnitions 1.1, 1.4, 1.5, it is clear that: Proposition 1.3 Every quasigroup is a cancellation groupoid and a division groupoid.  The opposite is true only for ﬁnite groupoids.
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Proposition 1.4 i/ A ﬁnite cancellation groupoid is a quasigroup. ii/ A ﬁnite division groupoid is a quasigroup. Proof Every injection (surjection) over a ﬁnite set is a bijection. From this, and from Deﬁnition 1.1 the claims follow.



1.2







n-ary quasigroups



Definition 1.6 An n-ary quasigroups is said to be the pair (Q, f ) of a nonempty set Q and an n-ary operation f , endowed with the property that for every n given elements a1 , . . . , ai−1 , ai+1 , . . . , an+1 ∈ Q and an arbitrary i = 1, 2, . . . , n, there exists a uniquely determined element ai ∈ Q such that f (a1 , a2 , . . . , an ) = an+1 . Equivalently, as in Deﬁnition 1.1 for the binary case, we can state the following deﬁnition: Definition 1.7 The groupoid (Q, f ), where f is an n-ary operation, is called n-ary quasigroup, if the unary operations fa1 ,...,ai−1 ,ai+1 ,...,an (x) = f (a1 , . . . , ai−1 , x, ai+1 , . . . , an ) are permutations over Q, for every a1 , . . . , ai−1 , ai+1 , . . . , an+1 ∈ Q and i = 1, 2, . . . , n. Immediately, from any of the previous deﬁnitions we have: Proposition 1.5 For a given n-ary quasigroup (Q, f ), and given ﬁxed elements ai1 , . . . , aik ∈ Q, the projection fai1 ,...,aik (x1 , . . . , xi1 −1 , xi1 +1 , . . . , xik −1 , xik +1 , . . . , xn ) = f (x1 , . . . , xi1 −1 , ai1 , xi1 +1 , . . . , xik −1 , aik , xik +1 , . . . , xn )



Parastrophes
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of the quasigroup operation f , deﬁnes an (n − k)-ary quasigroup (Q, fai1 ,...,aik ), for every k = 1, 2, . . . , n − 1.







Note 1.1 For an n-ary groupoid we can deﬁne analogous structures of cancellation and division groupoid by the i-th coordinate. Namely: The groupoid (Q, f ) together with the n-ary operation f , is called a cancellation (division) groupoid by the i-th coordinate if the unary operation fa1 ,...,ai−1 ,ai+1 ,...,an (x) = f (a1 , . . . , ai−1 , x, ai+1 , . . . , an ) is an injection (surjection) for every a1 , . . . , ai−1 , ai+1 , . . . , an+1 ∈ Q.



1.3



Parastrophes



Definition 1.8 Let σ be an arbitrary permutation over 1, . . . , n + 1, i.e. σ ∈ Sn+1 , and let (Q, f ) be an n-ary quasigroup. The operation σf deﬁned by σ



f (xσ(1) , . . . , xσ(n) ) = xσ(n+1)



⇔ f (x1 , . . . , xn ) = xn+1 ,



is called σ- parastrophe of the quasigroup (Q, f ), or just a parastrophe. The mapping f → σf is called parastrophy. Directly from the deﬁnition, we have that for a given n-ary quasigroup (Q, f ) we can deﬁne (n + 1)! − 1 parastrophes. Proposition 1.6 Every parastrophe σf of a given n-ary quasigroup (Q, f ), deﬁnes an n-ary quasigroup (Q, σf ) as well. Proof Let i ∈ {1, . . . , n} and a1 , . . . , ai−1 , ai+1 , . . . , an , b ∈ Q be arbitrary. Consider the solution of the equation σ



f (a1 , . . . , ai−1 , x, ai+1 , . . . , an ) = b.



(1.1)
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We introduce the notations: aj



= yσ(j) ,



x



= yσ(i) ,



b



= yσ(n+1) ,



1 ≤ j ≤ i − 1, i + 1 ≤ j ≤ n,



(1.1) becomes σ



f (yσ(1) , . . . , yσ(n) ) = yσ(n+1) ,



which is equivalent to



f (y1 , . . . , yn ) = yn+1 .



We have the following cases: i/ σ(i) = n + 1 i.e. yn+1 = x, and since f is an n-ary operation, x is uniquely determined. ii/ σ(i) = n + 1 i.e. x ∈ {y1 , . . . , yn }, and since f is a quasigroup operation, x is uniquely determined. 



σ



Hence, f is a quasigroup operation.



Proposition 1.7 The relation “is parastrophic to” is an equivalence relation on the set of all n-ary quasigroups. Proof reﬂexivity: Clearly, (Q, f ) = (Q, f ) is parastrophic to (Q, f ), where  is the identical permutation. symmetricity: Let g be parastrophic to f . It follows that there is a permutation σ ∈ Sn+1 such that g = σf , i.e. g(xσ(1) , . . . , xσ(n) ) = xσ(n+1)



⇔ f (x1 , . . . , xn ) = xn+1 .



Introducing the notation yi = xσ(i) , where i ∈ {1, . . . , n + 1}, we get that g(xσ(1) , . . . , xσ(n) ) = xσ(n+1) ⇔ g(y1 , . . . , yn ) = yn+1 ,



(1.2)



Equational quasigroup f (x1 , . . . , xn ) = xn+1



11 ⇔



f (xσ(σ−1 (1)) , . . . , xσ(σ−1 (n)) ) = xσ(σ−1 (n+1)) ⇔



⇔



f (yσ−1 (1) , . . . , yσ−1 (n) ) = yσ−1 (n+1) .



(1.3)



Thus, from (1.2) and (1.3) g(y1 , . . . , yn ) = yn+1 ⇔ f (yσ−1 (1) , . . . , yσ−1 (n) ) = yσ−1 (n+1) , i.e., f is parastrophic to g. transitivity: Let g be a parastrophic operation to f , and h be parastrophic to g. Then, there are permutations σ, τ ∈ Sn+1 such that for every xi , yj ∈ Q g(xσ(1) , . . . , xσ(n) ) = xσ(n+1)



⇔ f (x1 , . . . , xn ) = xn+1 ,



h(yτ (1) , . . . , yτ (n) ) = yτ (n+1)



⇔ g(y1 , . . . , yn ) = yn+1 .



Introducing the notation yi = xσ(i) , i ∈ {1, . . . , n + 1}, we get: h(xσ(τ (1)) , . . . , xσ(τ (n)) ) = xσ(τ (n+1)) ⇔



g(y1 , . . . , yn ) = yn+1



⇔



f (x1 , . . . , xn ) = xn+1 .



⇔



h(yτ (1) , . . . , yτ (n) ) = yτ (n+1)



⇔



⇔ g(xσ(1) , . . . , xσ(n) ) = xσ(n+1)



⇔







i.e., h is parastrophic to f .



1.4



Equational quasigroup



In the previous section, we saw that for an n-ary quasigroup there are (n + 1)! − 1 parastrophes. So, in the binary case, there are 3! − 1 = 5 parastrophes for the binary quasigroup (Q, f ), deﬁned in the following way: f (x1 , x2 ) = x3



⇔



(12)



⇔



(13)



⇔



(23)



⇔



(123)



⇔



(132)



f (x2 , x1 ) = x3 f (x3 , x2 ) = x1 , f (x1 , x3 ) = x2 , f (x2 , x3 ) = x1 , f (x3 , x1 ) = x2 .
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Example 1.1 Let the quasigroup (Z4 , f ) be given by its Cayley table from Table 1.1. f 0 1 2 3



0 3 0 2 1



1 1 3 0 2



2 0 2 1 3



3 2 1 3 0



Table 1.1: The quasigroup (Z4 , f ) Its parastrophes are given in Table 1.2. (12)



f



0 1 2 3 (123)



f



0 1 2 3



0 3 1 0 2



1 0 3 2 1



2 2 0 1 3



3 1 2 3 0



0 1 2 0 3



1 3 0 2 1



2 2 3 1 0



3 0 1 3 2



(13)



f



0 1 2 3 (132)



f



0 1 2 3



0 1 3 2 0



1 2 0 3 1



2 0 2 1 3



3 3 1 0 2



0 2 1 3 0



1 0 3 2 1



2 1 2 0 3



3 3 0 1 2



(23)



f



0 1 2 3



0 2 0 1 3



1 1 3 2 0



2 3 2 0 1



3 0 1 3 2



Table 1.2: The parastrophes of the quasigroup (Z4 , f ) From the deﬁnition, and from Proposition 1.7 we have the following properties. Proposition 1.8 Let (Q, f ) be a binary quasigroup. The parastrophes of f satisfy the identities: (13)



f (f (x1 , x2 ), x2 ) = x1 ,



(13)



f(



f (x1 , x2 ), x2 ) = x1 ,



(23)



f (x1 , f (x1 , x2 )) = x2 ,



f (x1 ,(23) f (x1 , x2 )) = x2 , (123)



f (x2 , f (x1 , x2 )) = x1 ,



f (x2 ,(123) f (x1 , x2 )) = x1 , (132)



f (f (x1 , x2 ), x1 ) = x2 ,



f ((132)f (x1 , x2 ), x1 ) = x2 .  Proposition 1.9 Let (Q, f ) be a binary quasigroup. The parastrophes of f satisfy:



Equational quasigroup



13 (12)



f (x1 , x2 )



= f (x2 , x1 ),



(123)



=



(12) (13)



(132)



=



(12) (23)



(13)



=



(23) (12) (23)



f (x1 , x2 ) f (x1 , x2 ) f (x1 , x2 )



( ( (



f )(x1 , x2 ), f )(x1 , x2 ), (



f ))(x1 , x2 ).



Proof The ﬁrst identity is clearly true. For the others we have that (12) (13)



(



f )(x1 , x2 ) = x3



⇔



(13)



f (x2 , x1 ) = x3 ,



⇔ f (x3 , x1 ) = x2 ,



(12) (23)



(



f )(x1 , x2 ) = x3



⇔



(123)



⇔



(23)



f (x1 , x2 ) = x3 .



f (x2 , x1 ) = x3 ,



⇔ f (x2 , x3 ) = x1 ,



(23) (12) (23)



(



(



f ))(x1 , x2 ) = x3



⇔



(132)



⇔



(12) (23)



⇔



(23)



f (x1 , x2 ) = x3 .



(



f )(x1 , x3 ) = x2 ,



f (x3 , x1 ) = x2 ,



⇔ f (x3 , x2 ) = x1 , ⇔



(13)



f (x1 , x2 ) = x3 . 



It is common to denote the quasigroup operation f by “∗”,



(13)



f by “/”, and



(23)



f by “\”. (pronaunced: x/y - “x over y”, x\y - “x under y”.)



Proposition 1.10 i/ Let (Q, ∗) be a quasigroup, with deﬁned parastrophic operations “/” and “\”. The algebra (Q, ∗, \, /) satisﬁes the identities
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Ch. 1. Quasigroups x ∗ (x\y) = y,



(x/y) ∗ y = x,



x\(x ∗ y) = y,



(x ∗ y)/y = x.



(1.4)



ii/ Let the algebra (Q, ∗, \, /) satisﬁy the identities 1.4. Then (Q, ∗) is a quasigroup, and, “/” and “\” are its parastrophes. Proof i/ Let (Q, ∗) be a quasigroup, together with its parastrophic operations “/” and “\”. Then from Property 1.1, we have that for every elements a, b ∈ Q, there are uniquely determined elements x, y ∈ Q, such that a ∗ x = b and y ∗ a = b. From the deﬁnition of the parastrophe “\”, a ∗ x = b ⇔ a\b = x. Replacing the expression for x in a ∗ x = b, we get that a ∗ (a\b) = b for every a, b ∈ Q, which proves the ﬁrst identity. Due to symmetry, the second identity is also true. Analogously, form the deﬁnition of the parastophe “/”, we have that y ∗ a = b ⇔ b/a = y, i.e (b/a) ∗ a = b for every a, b ∈ Q. This leads us to the third identity, and again, due to symmetry, the forth one is true too. ii/ Let the algebra (Q, ∗, \, /) satisfy the identities 1.4. Let a, b ∈ Q be arbitrary. From the ﬁrst identity we have that a ∗ (a\b) = b, which means that a ∗ x = b has a solution x = a\b. Similarly, the equation y ∗ a = b has a solution y = b/a. Suppose the solutions of the equations are not unique, i.e., let a ∗ x1 = b and a ∗ x2 = b. But then, the deﬁnition of “\”, implies x1 = a\b = x2 . Analogously for the other equation.







Often, in the mathematical literature, the deﬁnition of quasigroups from the ﬁrst section, is considered as a combinatorial one, ([14], [69], [71]), since from algebraic point of view, it has serious weaknesses concerning the completeness of the algebraic structure of a quasigroup. For example, the homomorphic image of the combinatorial quasigroup needn’t be a quasigroup. That is why, Evans [14] introduced the following
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algebraic deﬁnition of a quasigroup as an equational quasigroup. Definition 1.9 The algebra (Q, ∗, \, /), endowed with three bynary operations “∗”multiplication, “/”- right division, and “\”- left division, is called an equational quasigroup if the identities (1.4) are true. The Proposition 1.10 implies that usually there is no need to make a distinction between the concept of combinatorial and equational quasigroup, as we will assume throughout this text. Particularly, in the case of ﬁnite quasigroups, there is no diﬀerence between the two concepts, in the sense that the combinatorial and the equational quasigroup have the same algebraic properties as groupoids. But it should be noted that equatoinal quasigroups form a variety, and thus can be studied by the concepts of universal algebra. Concretly, a subset P of a quasigroup Q is a subquasigroup if it is closed under the three binary operations. A direct product of quasigroups is again a quasigroup. The equivalence relation α on Q is a congruence if it is a subquasigroup of Q2 . A mapping f : Q → Q from one quasigroup to onother, is a quasigroup homomorphism if it preserves all three of the quasigroup operations. Finally, the class of all quasigroups is the class of objects of the category Q with morphisms - the quasigroup homomorphisms.
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Chapter 2 Polynomial functions over Zn



In this chapter we will make a characterization of the polynomial functions over Zn , we will ﬁnd their unique canonical representation, and at the end, count their number. All of this is essential, since it will enable us later to state some important properties of the polynomials that deﬁne quasigroups.



2.1



Definitions. Notations



Consider a function f with d variables over the ring Zn = Z/nZ, i.e. f : Zdn → Zn . Definition 2.1 A function f : Zdn → Zn is called polyfunction if there is a polynomial P ∈ Zn [x1 , . . . , xd ] such that for every x = (x1 , . . . , xd ) ∈ Zdn , f (x1 , . . . , xd ) ≡ P (x1 , . . . , xd ) (mod n). Since the number of functions over Zdn is ﬁnite, the number of polynomial functions over Zdn is ﬁnite as well. On the other hand, the ring of polynomials Zn [x1 , . . . , xd ] is inﬁnite, so when working with polynomials, it must be emphasized that they are 17
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merely expressions, and not the functions that they represent. This naturally leads us to the notion of equivalent polynomials. Definition 2.2 Two polynomials P, Q ∈ Zn [x1 , . . . , xd ] are said to be equivalent, if for every c = (c1 , . . . , cd ) ∈ Zdn , P (c1 , . . . , cd ) ≡ Q(c1 , . . . , cd ) (mod n). We use the usual notation P ∼ Q. Proposition 2.1 The relation “∼” is an equivalence relation over Zn [x1 , . . . , xd ]. The number of equivalence classes equals the number of polyfunctions over Zdn .







Now, we can deﬁne operations on the set of polyfunctions, and state the following proposition. Proposition 2.2 The set of polyfunctions in d variables over Zn , denoted by Gd (Zn ), is a ring with unity, where the operations addition and multiplication of two polyfunctions f1 , f2 , obtained from the polynomials P1 , P2 are respectively deﬁned in the following manner. f1 + f2 is obtained from the polynomial P1 + P2 and f1 f2 is obtained from the polynomial P1 P2 . Gd (Zn ) is isomorphic to the factor ring Zn [x1 , . . . xd ]/∼ . In the case of polyfunctions in one variable we will write just G(Zn ). We will use the following multi-index notations from [26]. For k = (k1 , . . . kd ) ∈ Nd0 and x = (x1 , . . . xd ) ∈ Zdn , we deﬁne xk =



d 



xki i ,



i=1



k! =



d 



ki !,



i=1



| k| =



d  i=1



ki ,
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and,    d   x xi = , k ki i=1



  x x(x − 1) . . . (x − k + 1) . = k k!



We deﬁne a partial ordering “


=



I,



Δki



=



Δi ◦ Δk−1 , i



where I is the identity operator. For the multi-index k we deﬁne Δk = Δk11 ◦ · · · ◦ Δkdd . Note that the Δ operators are linear, they commute and Δk 1 ◦ Δk 2 = Δk 1 +k 2 . (Δ operators can be considered as a discrete analog of the diﬀerential operator.)



Lemma 2.1 The diﬀerence operator Δ satisﬁes: ⎧ ⎨ 0, r > l Δr xl = ⎩ r!, r = l
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Proof We will use induction by l. 1. It is easy to establish that Δx Δ2 x



= x + 1 − x = 1 = 1!, = Δ1 = 0,



and, Δr x = 0 for every r > 2. 2. Let the claim be true for all natural numbers less or equal than l ∈ N. 3. For l + 1 we have: Δl+1 xl+1



= = (∗)



=



(∗∗)



Δl (Δxl+1 ) = Δl ((x + 1)l+1 − xl+1 ) =     l+1 l l+1 l l+1 Δ (x + x + ···+ x + 1 − xl+1 ) = 1 l     l+1 l l+1 l l Δ( x ) + ···+ Δ ( x) + Δl (1) = 1 l



=



(l + 1)Δl xl = (l + 1)l! = (l + 1)!



Δl+2 xl+1



=



Δ((l + 1)!) = 0,



Δr xl+1



=



0, ∀r > l + 1.



where (∗) is true because of linearity, and (∗∗) from the inductive hypothesis. Lemma 2.2 [50] Let r ∈ N0 . Then Δr g(x) =



r  i=0



(−1)i



  r g(x + r − i). i



Proof We will use induction by r. 1. Clearly Δ0 g(x) = g(x), so the ﬁrst step is trivially true. 2. Let the formula be true for every t ≤ r. 3. For r + 1 we have:
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=



= =



=
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Δr+1 g(x) = Δr (Δ g)(x) = Δr (g(x + 1) − g(x)) =   r  i r (−1) (g(x + r − i + 1) − g(x + r − i)) = i i=0     r r   i r i r (−1) (−1) g(x + r − i + 1) − g(x + r − i) = i i i=0 i=0     r r+1   r i r i−1 (−1) (−1) g(x + r − i + 1) − g(x + r − i + 1) = i i−1 i=0 i=1     r r+1   r r (−1)i (−1)i g(x + r − i + 1) + g(x + r − i + 1) = i i−1 i=0 i=1     r  r r i (−1) ( + )g(x + r − i + 1) + (−1)r+1 g(x) = g(x + r + 1) + i i − 1 i=1   r+1  r+1 (−1)i g(x + r − i + 1). i i=0



      a a a+1 The later is true since + = . b b+1 b+1



Proposition 2.3 Let k = (k1 , . . . kd ) and x = (x1 , . . . xd ). Then Δr g(x) =



 k≤r



(−1)|k|



  r g(x + r − k). k



Proof Δr g(x )



= (∗)



=



(∗∗)



=



Δr11 ◦ · · · ◦ Δrdd g(x1 , . . . , xd ) =   rd  rd−1 r1 kd rd Δ1 ◦ · · · ◦ Δd−1 (−1) g(x1 , . . . , xd−1 , xd + rd − kd ) = kd kd =0   rd  rd rd−1 (−1)kd g(x1 , . . . , xd−1 , xd + rd − kd ) = Δr11 ◦ · · · ◦ Δd−1 kd



kd =0



.. .
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=



k1 =0







=



k ≤r



···



rd 



(−1)k1 +···+kd



kd =0



    r1 rd ... g(x1 + r1 − k1 , . . . , xd + rd − kd ) = k1 kd



  r (−1) g(x + r − k ). k |k |



(∗) is true from Lemma 2.2, and (∗∗) because of linearity.
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Now we can state the form of the Newton interpolation polynomial, ﬁrst for one, and than for d variables. Proposition 2.4 (Newton interpolation formula) If p ∈ Z[x], and d = deg(p), then p can be expressed in the form:



p(x) =



d  k=0



  x (Δ p)(0) . k k



Proof It is clear that k! | x(x − 1) . . . (x − k + 1) when x is an integer. The idea is, instead of the standard polynomial base 1, x, . . . , xd , . . . , to use the base 1, x, x(x − 1), x(x − 1)(x − 2), . . . , x(x − 1)(x − 2) · . . . · (x − d + 1), . . . We will use the notation x(x − 1)(x − 2) . . . (x − k + 1) = (x)k . So, for a given function p ∈ Z[x], we look for a polynomial



p(x) =



d 



ak (x)k ,



k=1



passing through the points (0, p(0)), (1, p(1)), . . . , (d, p(d)).
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Thus, we have a system of d + 1 equations:



p(x) =



d 



ak (x)k , x = 0, 1, . . . , d,



k=1



i.e.: p(0) = a0 p(1) = a0 + a1 · 1 p(2) = a0 + a1 · 2 + a2 · 2 · 1 .. . p(d)



= a0 + a1 · d + a2 · d · (d − 1) + · · · + ad · d · (d − 1) · . . . · 1



(2.1)



Using mathematical induction, we show that ak = Δk p(0) · From Lemma 2.2:



1 , k = 1, . . . , d. k!



(2.2)



  k Δ p(0) = p(k − i), (−1) i i=0 k 



k



i



so, for the coeﬃcient a0 we have that a0 = p(0) = Δ0 p(0) ·



1 , 0!



and , the formula (2.2) is satisﬁed. Let (2.2) be satisﬁed for ak , i.e, let ak = Δk p(0) ·



1 k! .
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For ak+1 from the system (2.1), and from the inductive hypothesis, ak+1 (k + 1)! = p(k + 1) − [a0 + a1 · (k + 1) + a2 · (k + 1)k + · · · + ak · (k + 1)k · . . . · 2] = 1 1 1 = p(k + 1) − [Δ0 p(0) · + Δ1 p(0) · · (k + 1) + Δ2 p(0) · · (k + 1)k + . . . 0! 1! 2! 1 . . . +Δk p(0) · · (k + 1)k · · · · · 2] = k!     k+1 k+1 0 1 2 = p(k + 1) − [Δ p(0) + Δ p(0) + Δ p(0) + ···+ 1 2   k+1 +Δk p(0) ]= k     1  k+1 i 1 (−1) = p(k + 1) − [p(0) + p(1 − i) + i 1 i=0         2 k   2 k+1 k k+1 + (−1)i (−1)i p(2 − i) + ···+ p(k − i) ]= i 2 i k i=0 i=0 =



= + + .. . +



p(k + 1) − [p(0) +         1 k+1 k+1 1 1 p(1) + (−1) p(0) + 0 1 1 1             2 k+1 k+1 k+1 1 2 2 2 p(2) + (−1) p(1) + (−1) p(0) + 0 2 1 2 2 2         k k+1 k+1 1 k p(k) + (−1) p(k − 1) + ···+ 0 k 1 k     k k+1 +(−1)k p(0) ]= k k



(rearranging the sum)



=



p(k + 1) −



k  t=0



p(t)



k−t  i=0



 (−1)i



t+i i



  k+1 = t+i
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      n m n n−m+s (using the formula = ) m s m−s s



=



=



=



=



=



   k+1 k+1−t p(k + 1) − p(t) (−1) = t i t=0 i=0   k−t   k  k+1  k+1−t p(k + 1) − p(t) (−1)i = t i t=0 i=0   k+1−t     k  k+1  k+1−t k+1−t p(k + 1) − p(t) [ (−1)i − (−1)k+1−t ]= t i k+1−t t=0 i=0   k  k+1 k+1−t p(k + 1) + (−1) p(t) = t t=0   k+1   k+1   k+1 k+1−t t k+1 (−1) p(t) = (−1) p(k + 1 − t) = Δk+1 p(0). t t t=0 t=0 k 



k−t 



i



Thus, ak+1 (k + 1)! = Δk+1 p(0), i.e., ak+1 =



Δk+1 p(0) . (k + 1)!



which proves the formula (2.2).







3 Example 2.1 The polynomial with coeﬃcients  integer     p(x)  = 2 + 3x + 7x can be x x x written in the form p(x) = 2 + 10 + 42 + 42 , i.e. in the form p(x) = 1 2 3 2(x)0 + 10(x)1 + 21(x)2 + 7(x)3 .



The Newton interpolation formula for several variables, comes as a natural extension.



Proposition 2.5 Let k = (k1 , . . . kd ) ∈ Nd0 and let x = (x1 , . . . xd ) ∈ Zdn .
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If p ∈ Z [x1 , . . . , xd ], then p has the form 



p(x) =



  x Δ p(0) . k k



|k |≤deg(p)



Proof Let deg(pxi ) be the degree of the variable xi in p. Using the linearity of the Δ operators, and the Newton interpolation formula in one variable, for each of the variables x1 , . . . xd , we get that p(x )



= p(x1 , . . . , xd ) =    x1 = Δk1 p(0, x2 , . . . , xd ) = k1 k1 ≤deg(px1 ) ⎛ ⎞       x2 ⎠ x1 k1 ⎝ k2 = Δ Δ p(0, 0, x3 , . . . , xd ) = k2 k1 k1 ≤deg(px1 ) k2 ≤deg(px2 )      x1 x2 = Δk1 ◦ Δk2 p(0, 0, x3 , . . . , xd ) = k1 k2 k1 ≤deg(px1 ) k2 ≤deg(px2 )



= ... =







···



k1 ≤deg(px1 )



=







|k |≤deg(p)



 kd ≤deg(pxd )



k1



Δ



    x1 xd ◦ · · · ◦ Δ p(0, 0, . . . , 0) ... = k1 kd kd



  x Δ p(0) . k k







Example 2.2 The polynomial with integer coeﬃcients in two variables p(x, y) = 1 + 3x2 + 5xy + y 3 , has the form p(x, y) = 1 + 3



             x x x y y y y +6 +5 + +6 +6 , 1 2 1 1 1 2 3
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i.e. the form p(x, y) = 1 + 3(x)1 + 3(x)2 + 5(x)1 (y)1 + (y)1 + 3(y)2 + (y)3 . Now we can state the next important theorem. Theorem 2.1 A polynomial p has integer coeﬃcients if and only if



k! Δk p(0) .



Proof If k ! Δk p(0) , then clearly, the polynomial 



p(x ) =



|k |≤deg(p)



(x )k = Δ p(0) k!







k



|k |≤deg(p)



  x Δ p(0) k k



has integer coeﬃcients. Let k !  Δk p(0), and let p be with integer coeﬃcients. Then p(x )







=



|k |≤deg(p)







=



  x Δk p(0) = k



 |k |≤deg(p)



|k |≤deg(p)



     x1 x2 xd Δk p(0) ... = k1 k2 kd



Δk p(0)



(xd )kd (x1 )k1 (x2 )k2 ... = k1 ! k2 ! kd !



Δk p(0)



x1 k1 x2 k2 . . . xd kd + p1 (x1 , x2 , . . . , xd ) . k!



|k |≤deg(p)



=







where deg(p1 ) < |k |. Since k !  Δk p(0), it follows that the coeﬃcient of the term x1 k1 x2 k2 . . . xd kd is not an integer. A contradiction!







The previous theorem characterizes the polynomial functions over Zd , meaning, it gives the condition when a function f : Zd → Z has a polynomial representation p ∈ Z [x1 , . . . , xd ]. In the next section we will see when a function f : Zdn → Zn is a polyfunction, i.e, what is the condition for existence of a polynomial p ∈ Zn [x1 , . . . , xd ] such that
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f (x ) ≡ p(x ) (mod n).



2.3



Characterization of polyfunctions over Zdn



Let f : Zdn → Zn be a polyfunction. This means that there is a polynomial p ∈ Zn [x1 , . . . , xd ] such that for every x ∈ Zdn f (x ) ≡ p(x ) (mod n).



(2.3)



The “Newton expansion” of p in Zn is 



p(x ) =



  x Δ p(0) , k k



|k |≤deg(p)



but, since in Zn , (xi )n = xi (xi − 1) . . . (xi − n + 1) = 0, the degree of each variable xi in the expansion of p(x ) is strictly less than n, p(x ) =



 ki 


  x Δk p(0) . k



Also, from (2.3), we have that in Zn Δk p(0) = Δk f (0), so, f (x ) = p(x ) =



 ki 


(2.4)



     x x k Δ p(0) = Δ f (0) = h(x ). k k k



ki 


Clearly, h is a polynomial representation of f , but the previous discussion does
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not entail that the coeﬃcients of h are integers. From 2.4, in Z it is true that Δk p(0) ≡ Δk f (0) (mod n), which means that, there exists αk ∈ Z, such that Δk p(0) = Δk f (0) + αk · n. Since p(x ) is a polynomial over Zdn , it has integer coeﬃcients, so from Theorem 2.1, 



k ! Δk p(0) .



i.e. 



k ! Δk f (0) + αk · n . Thus, we can conclude that



(n, k !) Δk f (0) .



(2.5)



We show that (2.5) is also a suﬃcient condition for f to be a polyfunction over Zn . For an arbitrary function f : Zdn → Zn , there is an interpolation polynomial with degree strictly less than n for every variable xi . This polynomial takes the same d



values as f on the set {0, 1, . . . , n − 1} , hence, over Zn , for every x ∈ Zdn , f (x ) =



 ki 


  x Δ f (0) . k k



If the condition (2.5) is satisﬁed, by solving the Diophantine equation k !y − nx = Δk f (0),
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we get the coeﬃcients βk = Δk f (0) + αk · n such that k ! |βk , and in Zn we have that f (x ) =



 ki 


   x   x (x )k , Δ f (0) = βk βk = k k k! k



ki 


ki 


so, f (x ) is a polyfunction over Zn , represented by the polynomial with integer coeﬃ (x )k . cient βk k! ki 


This proves the following, very important theorem, from [26]. Theorem 2.2 f : Zdn → Zn is a polyfunction over Zn , if and only if



(n, k!) Δk f (0) for every multi-index k such that ki < n, i = 1, . . . , d.



2.4







Canonical form of polyfunctions



The previous theorem characterizes the polyfunctions over Zn . But, as we already saw, a polyfunction over Zn can be represented by numerous diﬀerent polynomials. Next, we want to ﬁnd a unique canonical representation for all polyfunctions over Zn , and even more, we want that representation to be the simplest one. Of course, we also need an eﬃcient algorithm for reducing a polynomial over Zn , to its canonical form.
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Several number theory researchers have investigated this problem, amongst who Singmaster, Keller, Olson, M ullen and Stivens, Chen, Hungerbuhler and Specker. Key role for the idea presented here, has the work of Singmaster, who considered polynomials in one variable, and also the work of M ullen and Stivens, who probably were the ﬁrst that came up with an explicit canonical form of polyfunctions in several variables over Zn , as well as a formula for the number of these functions. The representation and the results given by Hungerbuhler and Specker, are especially elegant, and thus they are used as basis for one of the main results of this thesis. Definition 2.3 The polynomial p(x ) ∈ Zn [x1 , . . . , xd ] is called vanishing (null) polynomial if it represents the null-function x → 0, i.e., if for every x ∈ Zdn p(x ) ≡ 0 (mod n). Example 2.3 A natural example of a vanishing polynomial over Zn is the polynomial: p(x) = x(x + 1)(x + 2) . . . (x + n − 1). Clearly, every polynomial equivalent to a polynomial of this kind (product of n successive numbers) vanishes over Zn . But, there are polynomials with much smaller degree that are vanishing. The next lemma gives the suﬃcient condition. Lemma 2.3 Let a ∈ Zn . If n |ak ! , then the polynomial   x+k q(x) = ak! k vanishes, and the term of maximal degree is axk . Proof    d   x +k xi + ki q(x ) = ak ! = ak ! . k ki i=1
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  xi + ki (xi + 1)(xi + 2) . . . (xi + ki ) = ki ki !



is integer, so q(x ) =



  x +k ak ! ≡ 0 (mod n) k



If we expand q(x ), we get that ak ! ·



xk = ax k k 



is the term of maximal degree. Example 2.4 The polynomial p1 (x) = 4x2 + 4x over Z8 has the form   x+2 . p1 (x) = 4 · 2! · 2 Here, a = 4, k! = 2 and 8 |4 · 2! , so p1 vanishes. The polynomial in two variables p2 (x, y) = 8x + 8x2 + 8y + 4xy + 12x2 y + 8xy 2 + 8x2 y 2 + 8y 3 + 12xy 3 + 4x2 y 3 over Z16 , has the form p2 (x, y) = 4 · 2! · 3! ·



   x+2 y+3 . 2 3



Here a = 4, k! = 2! · 3! and 16 |4 · 2! · 3! , so p2 vanishes, too. Definition 2.4 Let a ∈ Zn . The monomial axk ∈ Zn [x ] is said to be reducible (modulo n), if there exists a polynomial p(x ) ∈ Zn [x ] with degree deg(p) < |k | such that axk ≡ p(x ) (mod n), for every x ∈ Zdn .
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Even more, the monomial axk is said to be weakly reducible (modulo n) if axk ≡ p(x ) (mod n), ∀x ∈ Zdn , for a polynomial p ∈ Zn [x ] with degree deg(p) ≤ |k | (instead of deg(p) < |k |), and xk (or mxk , m ∈ Zn ) does not appear as a monomial in p. Lemma 2.4 [26] If axk ∈ Zn [x ] is weakly reducible (modulo n), then n |ak ! . Proof Let p ∈ Zn [x ] be a polynomial with degree deg(p) ≤ |k | that weakly reduces ax k , i.e. let ax k ≡ p(x )



(mod n).



Hence q(x ) = ax k − p(x ) is a vanishing polynomial in d variables over Zn . q can be written in the form: q(x ) =







ql x l



l ∈Nd 0



|l |≤|k |



for suitable coeﬃcients ql , where, because of the deﬁnition of p, qk = a. Using the linearity of the Δ operator and Lemma 2.1, we get that, modulo n, 0 = Δk q(x ) =







ql Δk x l = qk Δk x k = ak !



l ∈Nd 0



|l|≤|k |



Clearly, this is possible only if n |ak ! .







From the last two lemmas we get the next proposition: Proposition 2.6 axk ∈ Zn [x ] is reducible if and only if n |ak ! . Proof Let n |ak ! , and let q(x ) be as in Lemma 2.3. Then ax k − q(x ) = ax k ,



deg(ax k − q(x )) < deg(ax k ),



which means that ax k is reducible. If ax k is reducible, then it is weakly reducible, thus from Lemma 2.4 we conclude that n |ak ! .
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The previous proposition gives the necessary and suﬃcient condition for a monomial to be reducible, but also a procedure for reduction of a monomial to a polynomial with smaller degree, even though that polynomial can have more than one term. Example 2.5 Consider the monomial 4x2 y 3 over Z16 . From Example 2.4, p2 (x, y) = 4 · 2! · 3! ·



   x+2 y+3 2 3



is vanishing, so the given monomial can be reduced to: 4x2 y 3 − p2 (x, y) = 8x + 8x2 + 8y + 12xy + 4x2 y + 8xy 2 + 8x2 y 2 + 8y 3 + 4xy 3 The new polynomial is equivalent to 4x2 y 3 , and has a smaller degree. Now, the term of maximal degree is 8x2 y 2 , sothe reduction  can continue with subtraction of the x+2 y+2 . polynomial p3 (x, y) = 8 · 2! · 2! · 2 2 Using the previous proposition, we can also count the monomials x k , k ∈ Nd0 that are not reducible over Zn . Interestingly, the number of irreducible polynomials leads to the generalization of the very useful Smarandache function in several variables ([26]). This function was studied by Lucas (1883), but only for powers of prime numbers, as well as by N euberg (1887) and Kempner (1918) for general natural n. It got the name by the Romanian mathematician Smarandache who rediscovered it in 1980, and it is deﬁned as: μ : N → N, μ(n) = min {k ∈ N : n |k! } . In order to get to the generalization of this function, ﬁrst we have to reformulate the above deﬁnition, in a more suitable form. We set μ : N → N to be: μ(n) = |{k ∈ N0 : n  k!}|
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Now the generalization for d > 1 dimensions, follows naturally. Indeed, from Proposition 2.6, the set of all multi-indices k ∈ Nd0 , such that the monomial x k is not reducible modulo n, is   Sd (n) = k ∈ Nd0 : n  k ! . Its cardinality is the generalization of the Smarandache function, to the case of several variables. def



μd (n) = |Sd (n)| Table 2.1 displays the values of μd (n) for the ﬁrst few values of d and n. n µ1 µ2 µ3 µ4 .. .



1 0 0 0 0



2 2 4 8 16



3 3 9 27 81



4 4 12 32 80



5 5 25 125 625



6 3 9 27 81



7 7 49 343 2401



8 4 16 56 176



9 6 27 108 405



10 5 25 125 625



11 11 121 1331 14641



12 4 13 39 113



13 13 169 2197 28561



... ... ... ... ...



Table 2.1: Values of the function μd (n)



We show that, from now on we can restrict to the case of n = pw , where p is prime. Until now, we considered the polynomial functions and their properties over a general ring Zn . But, it is known that: 10 / If R and S are commutative rings with unity, then the rings Gd (R × S) and Gd (R) × Gd (S) are isomorphic. 20 / Zn × Zm ∼ = Znm if and only if (n, m) = 1. Hence Gd (Znm ) ∼ = Gd (Zn ) × Gd (Zm ) for (n, m) = 1, and even more, the number of polyfunctions is multiplicative, i.e. |Gd (Znm )| = |Gd (Zn )| · |Gd (Zm )| for (n, m) = 1, In the sequel, n = pw , where p is prime.
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Let νp (s) denote the number of factors p in the natural number s, i.e. νp (s) = max {x : px | s} . For k! we have: νp (k!) = max {x : px | k!} =



 ∞   k . pr r=1



We adopt the same notation for the multi-index k , so: νp (k !) = max {x : px | k !} =



 ∞  d   ki r=1 i=1



pr



.



Now we can state the following theorem:



Theorem 2.3 [26] Every polyfunction f ∈ Gd (Zpw ) has a unique representation of the form f (x ) ≡







αk xk ,



(2.6)



k ∈ Nd 0



νp (k!)< w



  where αk ∈ 0, 1, . . . , pw−νp (k!) − 1 .



Proof T he representation exists: Let ax k be the monomial with highest degree in f . If pw | ak !, then from Proposition 2.6 it can be reduced to a polynomial of lower degree. Such reduction can be applied to all monomials ax k for which pw | ak !. Now, consider all the terms ax k in f for which pw  ak !. This means that pw  k !, hence νp (k!) < w. Let’s analyze the coeﬃcient a. Since pw  k !, pw−νp (k!) does not divide a (otherwise, pw | ak !). Thus, a can be written as a = q · pw−νp (k!) + r,
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where 0 < r < pw−νp (k!) , and ax k = q · pw−νp (k!) · x k + r · x k . From Proposition 2.6, the term q · pw−νp (k!) · x k can once again be reduced. The second term, r · x k is already in a reduced form since r < pw−νp (k!) . T he representation is unique: It suﬃces to note that for two distinct equivalent polynomials p1 i p2 , representing the same polyfunction, such that p1 (x ) =







βk x k ,



k ∈ Nd 0



νp (k !)< w



p2 (x ) =







γk x k ,



k ∈ Nd 0



νp (k !)< w



    and βk ∈ 0, 1, . . . , pw−νp (k !) − 1 , γk ∈ 0, 1, . . . , pw−νp (k !) − 1 , we have: 0 ≡ p1 (x ) − p2 (x ) =







αk x k ,



k ∈ Nd 0



νp (k !)< w



where the term of maximal degree αs x s must be reducible. Hence, pw | αs s!, i.e. pw | (βs − γs )s!, i.e. pw−νp (s!) | (βs − γs ). From this, βs = γs + m · pw−νp (s!) , which is possible only if m = 0 (otherwise, there is a contradiction with the form of the coeﬃcient of p1 and p2 ).







The proof of this theorem allows us to create an algorithm for reduction of a
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polynomial to its canonical form ([67]). The procedure operates as follows: 1/ Order the terms of the polynomial in descending order of their highest total degree. 2/ For the highest degree term αs x s , if pw | αs s!, reduce it.   3/ Otherwise, check to see if αs ∈ 0, 1, . . . , pw−νp (s!) − 1 . If this is true, then this term cannot be reduced further. If not, it can be reduced as in the proof of Theorem 2.3. 4/ Repeat the above procedure for the next monomial of lower degree. Note that the procedure converges. The ordering of the terms in 1/ ensures that every monomial is reduced exactly once. The complexity of the algorithm is O(s d ), where s is the highest degree, and d is the number of variables. Algorithm ReduceP olynomial(P, p, d, w, variableList): Input → polynomial P over Zpw in d variables stored in the list variableList Output ← polynomial P in a canonical form OrderT erms(P ) /*Function that orders the monomials in a decreasing term order*/ for each monomial mon in P do a ← Koef icient(mon) for each variable vi in variableList do ki ← Degree(vi ) in mon end for d k ! ← i=1 ki ! d νp (k !) ← i=1 νp (ki !) if (pw |ak ! ) then /*The monomial is reducible; Subtract a vanishing polynomial*/ kj  (vj + i) mon ← mon − a dj=1 i=1 else αk ← pw−νp (k !) − 1
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if (a > αk ) then /*The coeﬃcient is reducible*/   quo ← Quotient( (αka+1) )   rem ← Remainder( (αka+1) ) /* Subtract a vanishing polynomial*/   kj k quored ← quo(αk + 1)( dj=1 vj j − dj=1 i=1 (vj + i) /*Create the reduced monomial*/  k mon ← quored + rem dj=1 vj j end if end if /*Update P with the reduced monomial, if necessary*/ if (P == 0) then return 0 end if end for return P



Example 2.6 Consider the polynomial p(x) = 24x5 + 19x4 + 31x3 + 17x2 + 3 over Z32 . Let’s reduce it to its canonical form. Since 32 |24 · 5! ,the monomial 24x5 is reducible, so we can subtract the van x+5 ishing polynomial 24 · 5! . 5 p(x)



  x+5 ≡ p(x) − 24 · 5! = 11x4 + 7x3 + 25x2 + 16x + 3 5



4 4 4 4 4 11x4 = 2 · 25−3 x  + 3x = 8x + 3x , so, next we reduce the monomial 8x , by x+4 subtracting 8 · 4! . 4   x+4 4 3 2 ≡ p(x) ≡ 11x + 7x + 25x + 16x + 3 − 8 · 4! 4



≡



3x4 + 23x3 + x2 + 3
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Similarly, 23x3 = 25−1 x3 + 7x3 = 16x3 + 7x3 , so p(x)



≡



  x+3 ≡ 3x4 + 23x3 + x2 + 3 − 16 · 3! 3



≡



3x4 + 7x3 + x2 + 16x + 3



The last polynomial is in a canonical form, so the process of reduction terminates. Example 2.7 Let’s reduce the monomial p(x, y) = 8x3 y 3 over Z16 p(x, y) ≡ ≡



   x+3 y+3 8x y − 8 · 3! · 3! ≡ 3 3 3 3



8xy + 8x3 y + 8xy 3 ≡



≡



   x+1 y+3 ≡ 8xy + 8x3 y + 8xy 3 − 8 · 3! 1 3



≡



8y + 8y 3 + 8x3 y ≡



≡



   x+3 y+1 ≡ 8y + 8y + 8x y − 8 · 3! 3 1



≡



8x + 8x3 + 8y + 8xy + 8y 3 ≡



3



3



≡



  y+3 8x + 8x3 + 8y + 8xy + 8y 3 − 8 · 3! ≡ 3



≡



8x + 8xy + 8x3 ≡



≡ ≡



  x+3 8x + 8xy + 8x − 8 · 3! ≡ 3 8xy 3



Hence, the canonical form of the given monomial is 8xy. Note 2.1 Shekhar et al. in their paper [67], investigate the eﬃciency of the algorithm for practical use in HDL synthesis of logical circuits. The results are excellent. But, what is particularly interesting, is that these experiments point out the malfunction of numerous commercial synthesis tools. Apparently, the implemented logic for simpliﬁcation is not good enough (the results for vanishing polynomials are inaccurate). This, indirectly questions the design of any piece of hardware that is an implementation of
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some algorithm. Corollary 2.1 [26] Every polyfunction f ∈ Gd (Zpw ) has a unique representation of the form f (x ) ≡



w 







pw−i



k ∈ Sd



i=1



αki xk ,



(2.7)



(pi )



where αki ∈ Zp . Proof Consider the coeﬃcients αk from the formula (2.6). They are elements of the   set 0, 1, . . . , pw−νp (k !) − 1 = Zpw−νp (k !) , so they can be written in a unique way as 



αk =



pw−i αk i



i≤w, i>νp (k !)



for some coeﬃcients αk i ∈ Zp . Also, note that i > νp (k !) if and only if k ∈ Sd (pi ). Now the formula (2.6) is transformed to the formula (2.7).







As a direct consequence of Theorem 2.3 and Corollary 2.1 we have the following: Corollary 2.2 [26] The number ψd (pw ) = |Gd (Zpw )| of polyfunctions in Gd (Zpw ), for prime p, is given by:



⎛



⎞



⎜  ⎜ ψd (pw ) = expp ⎜ ⎝ d k ∈ N0



⎟ ⎟ (w − νp (k!))⎟ , ⎠



(2.8)



νp (k!)< w



i.e., by:



 ψd (pw ) = expp



w 



 μd (pi ) ,



(2.9)



(For better readability, we use the notation expp (a) = pa .)







i=1



Note that the second form of the formula is simpler for calculation of the number of polynomial functions, mainly because the values of the generalized Smarandache
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function can be stored and reused for diﬀerent values of w, i.e. for diﬀerent rings Gd (Zpw ). On the other hand, if one investigates subsets of Gd (Zpw ), as we will, in the next chapter, the ﬁrst formula is more suitable.



There is another aspect of the canonical representation of the functions from Gd (Zpw ). The formula (2.6) reﬂects the structure of the additive group (Gd (Zpw ), +). In fact,



  f ∈ Gd (Zpw ) : f (x) ≡ αx k , α ∈ Zpw−νp (k !) ∼ = Zpw−νp (k !)



are additive subgroups of Gd (Zpw ), and hence, by (2.6): Proposition 2.7 [26] 



(Gd (Zpw ), +) ∼ =



Zpw−νp (k!) .



k ∈ Nd 0



νp (k!)< w



 At the end of this section, for consistency, we write down the formula for the number of polyfunctions over general ring Zn , n ∈ N. It is true due to multiplicity.



ψd (n) = ψd (



k 



i=1



νpi (n)



pi



)=



k  i=1



νpi (n)



ψd (pi



)=



k  i=1



⎛ exppi ⎝



νpi (n)



 j=1



⎞ μd (pji )⎠ .



Chapter 3 Polynomial n-ary quasigroups



3.1



Permutation polynomials modulo 2w



The permutation polynomials have been explored more than a century, statring from Hermite [24], for ﬁelds Zp , where p is prime, and Dickson [11], for general ﬁnite ﬁelds. In general, it has been a common practice to investigate the properties of the permutation polynomials mainly over ﬁnite ﬁelds [33, 37, 38, 39]. They are especially interesting because of their numerous applications in cryptography [40, 41, 48, 58] and coding theory [6, 74]. The RSA - cryptosystem [59] is one of the most famous applications of the permutation polynomials. Definition 3.1 A polynomial P (x) = a0 + a1 x + · · · + ad xd over a ﬁnite ring R, is said to be a permutation polynomial if P permutes the elements of R. In the sequel, we will restrict to the case when the ring is R = Zpw , for p prime, and w a positive integer, and especially to the case p = 2. Our interest is mainly towards the permutation polynomials over Z2w , since modern computer systems use binary arithmetics with word length 8, 16, 32, 64, 128, and so on. 43
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Example 3.1 The polynomial P (x) = x + 2x2 is a permutation polynomial over Z2w . This polynomial is in the core of the design of the block cipher RC6, [58], where w is the word length. Example 3.2 The polynomial P (x) = 1 + 2x + 3x2 is a permutation polynomial over Z6 , which can be seen from Table 3.1. x P (x)



0 1



1 0



2 5



3 4



4 3



5 2



Table 3.1: The polynomial P (x) = 1 + 2x + 3x2



We want to give a simple characterization of the permutation polynomials modulo n = 2w , which enables their easy identiﬁcation and construction.



Also,



throughout this section, we assume that P is a polynomial with integer coeﬃcients, rather than a polynomial over Zn . Lemma 3.1 [57] The polynomial P (x) = a0 + a1 x + · · · + ad xd is a permutation polynomial modulo 2 if and only if (a1 + a2 + · · · + ad ) is odd. Proof P (0) ≡ a0 (mod 2), and P (1) ≡ a0 + a1 + · · · + ad (mod 2).







Lemma 3.2 [57] Let P (x) = a0 + a1 x + · · · + ad xd be a polynomial with integer coeﬃcients, and let n = 2m, where m is positive even integer. If P (x) is a permutation polynomial modulo n, then a1 is odd. Proof Let a1 be even. Then P (0) ≡ a0 , and P (m) ≡ a0 + a1 m ≡ a0 (mod n), which contradicts the hypothesis that P is a permutation polynomial modulo n.







Lemma 3.3 [57] Let n = 2w , where w > 0 and m = n/2. If P (x) is a permutation polynomial modulo n, then P (x) is a permutation polynomial modulo m. Proof P (x + m) ≡ P (x) (mod m) for an arbitrary integer x. Let P (x) be a permutation polynomial modulo n. If P is not a permutation polynomial modulo m, then there
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are diﬀerent x, x ∈ Zm , such that P (x) ≡ P (x ) ≡ y (mod m), for some y ∈ Zm . But, in this case, for x, x + m, x , x + m ∈ Zn , which are all diﬀerent, we have that P (x) ≡ P (x + m) ≡ P (x ) ≡ P (x + m) ≡ y



(mod m),



which is not possible, since in Zn there are only two elements congruent to each other 



modulo n/2.



Lemma 3.4 [57] Let n = 2m. If P (x) is a permutation polynomial modulo n, then P (x + m) = P (x) + m (mod n) for every x ∈ Zn . Proof Directly from Lemma 3.3, since P (x) = P (x + m) = P (x) + m (mod m), and in Zn there are only two elements congruent to each other modulo n/2.







Lemma 3.5 [57] Let P (x) = a0 + a1 x + · · · + ad xd be a polynomial with integer coeﬃcient and let n = 2w , w > 2 and m = n/2. If P (x) is a permutation polynomial modulo m, then P (x) is a permutation polynomial modulo n if and only if a3 + a5 + · · · + ad0 is even, where d0 is the highest odd index in P (x). Proof First, note that for an arbitrary positive even integer m and n = 2m and for an arbitrary positive integer i, (x + m)i



≡



xi + imxi−1



ai (x + m)i



≡



ai xi + ai imxi−1



(mod n), (mod n),



thus, P (x + m) ≡



a0 + a1 x + a1 m + a2 x2 + a2 2mx + · · · + ad xd + ad dmxd−1 (mod n)



≡



a0 + a1 x + a2 x2 + · · · + ad xd +



+



a1 m + a3 · 3mx2 + · · · + ad0 · d0 mxd0 −1



(mod n)



≡ P (x) + a1 m + a3 · 3mx + · · · + ad0 · d0 mxd0 −1 (mod n). 2



(3.1)
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is odd, and from Lemma 3.4, P (x + m) ≡ P (x) + m (mod n) for every x ∈ Zn . If x is even, the equation (3.1) is transformed to P (x + m) ≡ P (x) + m



(mod n),



and, if x is odd, to P (x + m)



≡ P (x) + a1 m + a3 m + · · · + ad0 m ≡ ≡ P (x) + m + (a3 + · · · + ad0 )m



(mod n).



Hence, a3 + · · · + ad0 must be even. Note that this direction is true for w = 2, also. Conversely, let a3 + · · · + ad0 be even. Let P (x) be permutation polynomial modulo m, but, not modulo n. This can only happen (since P (x + m) ≡ P (x) + m (mod m)), if there is some x ∈ Zn such that P (x + m) ≡ P (x ) (mod n).



(3.2)



From Lemma 3.2, since P (x) is a permutation polynomial modulo m, and m = 2w−1 , w > 2, follows that a1 is odd. From the equation (3.1), again, by considering the cases when x is even or odd, and from the condition that a3 + · · · + ad0 is even, we get that P (x + m) = P (x ) + m (mod n), which contradicts the hypothesis 3.2. Thus, P (x) is a permutation polynomial modulo n.







Lemma 3.6 Let n = 2m, m = 2, and let P (x) = a0 +a1 x+· · ·+ad xd be a permutation polynomial modulo m. If a1 is odd and a3 +a5 +. . . is even, then P (x) is a permutation polynomial modulo n. Proof Let the given conditions be satisﬁed, and let P (x) not be permutation polynomial modulo n = 4. Since P (x) is a permutation polynomial modulo m = 2, that can
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only be true if P (x ) ≡ P (x + m) modulo n, for some x ∈ Z2 . In a similar manner as in the previous lemma, this leads to a contradiction.







The previous lemmas can now be combined to give the next theorem for characterization of polynomials that deﬁne permutations. Theorem 3.1 [57] Let P (x) = a0 + a1 x + · · · + ad xd be a polynomial with integer coeﬃcients. Then P (x) is a permutation polynomial modulo n = 2w , w ≥ 2, if and only if a1 is odd, a2 + a4 + a6 + . . . is even and a3 + a5 + a7 + . . . is even. Proof If P (x) is a permutation polynomial modulo n, then from Lemma 3.2, a1 is odd. From Lemma 3.3, P (x) is also a permutation polynomial modulo m = n/2, and so by Lemma 3.5, a3 + a5 + a7 + . . . is even. By repeated application of Lemma 3.3, we conclude that P (x) is also a permutation polynomial modulo 2, so by Lemma 3.1, a1 + a2 + a3 + · · · + ad is odd, and a2 + a4 + a6 + . . . is even. Conversely, if a1 is odd, a2 + a4 + a6 + . . . is even and a3 + a5 + a7 + . . . is even, by induction on w, and using Lemma 3.1 and Lemma 3.6 for w = 1 and w = 2, and then Lemma 3.5 for the inductive step, we prove that P (x) is a permutation polynomial modulo n = 2w .







Example 3.3 From the theorem it follows that P (x) = x + x2 is not a permutation polynomial over Z4 . Indeed, P (1) = 1 + 1 = 2 and also P (2) = 2 + 22 = 2. Note 3.1 Note that in the next section a more general theorem will be proven, a theorem that characterizes polynomials that permute the elements of the ring Zpw , from which the previous theorem comes as a consequence. Still, considering the interest for the permutation polynomials over Z2w , and the importance of the work of Rivest [57] for this thesis, we decided that it is useful to include this proof as well. Now we turn our attention to some important properties of the permutation polynomial functions over Z2w . From Theorem 2.3, a polyfunction p ∈ G(Z2w ) has a
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unique canonical representation. If we apply the restrictions for p(x) to be a permutation, we have the following proposition for the number of permutation polynomial functions over Z2w that is a concequence of Corollary 2.2: Proposition 3.1 Let w > 1. The number of permutation polynomial functions over Z2w is



|G(Z2w )| = exp2 23







w 



 μ(2 ) − 3 . i



i=1



Proof Exactly half of the functions in G(Z2w ) have odd constant term. Also, for half of them, the sum of the odd-indexed coeﬃcients is even, and for half of them, the sum 



of the even-indexed coeﬃcients is even. Example 3.4 There are exp2







3 i=1



 μ(2i ) − 3 = 22+4+4−3 = 27 permutation poly-



nomials over Z8 . x x + 2x2 x + 2x3 x + 2x2 + 2x3 1+x 1 + x + 2x2 1 + x + 2x3 1 + x + 2x2 + 2x3 2+x 2 + x + 2x2 2 + x + 2x3 2 + x + 2x2 + 2x3 ··· 7+x 7 + x + 2x2 7 + x + 2x3 7 + x + 2x2 + 2x3



3x 3x + 2x2 3x + 2x3 3x + 2x2 + 2x3 1 + 3x 1 + 3x + 2x2 1 + 3x + 2x3 1 + 3x + 2x2 + 2x3 2 + 3x 2 + 3x + 2x2 2 + 3x + 2x3 2 + 3x + 2x2 + 2x3



5x 5x + 2x2 5x + 2x3 5x + 2x2 + 2x3 1 + 5x 1 + 5x + 2x2 1 + 5x + 2x3 1 + 5x + 2x2 + 2x3 2 + 5x 2 + 5x + 2x2 2 + 5x + 2x3 2 + 5x + 2x2 + 2x3



7x 7x + 2x2 7x + 2x3 7x + 2x2 + 2x3 1 + 7x 1 + 7x + 2x2 1 + 7x + 2x3 1 + 7x + 2x2 + 2x3 2 + 7x 2 + 7x + 2x2 2 + 7x + 2x3 2 + 7x + 2x2 + 2x3



7 + 3x 7 + 3x + 2x2 7 + 3x + 2x3 7 + 3x + 2x2 + 2x3



7 + 5x 7 + 5x + 2x2 7 + 5x + 2x3 7 + 5x + 2x2 + 2x3



7 + 7x 7 + 7x + 2x2 7 + 7x + 2x3 7 + 7x + 2x2 + 2x3



Table 3.2: Permutation polynomials over Z8



Proposition 3.2 The inverse permutation of a permutation polynomial function over Z2w , is again a polynomial function.
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Proof Let p be a permutation polynomial function over Z2w . Then, p ∈ S2w , where S2w is the group of permutations on the set (Z2w ). Let r be the order of p in S2w . Then p−1 = pr−1 . So, if p is obtained from the polynomial P (x) then p−1 is obtained 



from the polynomial P (P (. . . P ( x))).  ! " r−1



Example 3.5 A linear permutation polynomial function p has a linear permutation polynomial function as its inverse element. Indeed, if p is obtained from the polynomial b + ax, then a must be odd, a−1 exists, and p−1 is obtained from the polynomial −a−1 b + a−1 x.



3.2



Polynomial n-ary quasigroups of order pw



Rivest [57] gives a characterization of the polynomials over the ring Z2w that deﬁne binary quasigroups of order 2w . Theorem 3.2 [57] A polynomial in two variables P (x, y) =



 i,j



ai,j xi y j , deﬁnes



a quasigroup on the set Z2w if and only if the four univariate polynomials P (x, 0), P (x, 1), P (0, y) and P (1, y), are all permutation polynomials modulo 2w . Proof Clearly, if P (x, y) deﬁnes a binary quasigroup, then from Theorem 1.5, P (x, i) and P (i, y), where i ∈ Z2w , are permutation polynomials modulo 2w . Conversely, let P (x, 0), P (x, 1), P (0, y) and P (1, y), be permutation polynomials modulo 2w , and let P (x, y) not deﬁne a quasigroup of order 2w . That means that, according to Theorem 1.5, there exists c ∈ Z2w , such that some of the polynomials P (x, c) or P (c, y) does not deﬁne a permutation. Without loss of generality, let denote this polynomial by P  (x, c). It can be written in the form P  (x, c) =



 ( aij cj )xi . i



j
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From the assumption, the polynomials P  (x, 0) and P  (x, 1) are permutation polynomials modulo 2w , and since c = 2c1 + b where b ∈ {0, 1}, we have that 



a1j cj



≡



j











i≥3,i=2k+1











i≥2,i=2k



j



 j



aij cj



≡



j



a1j bj ≡ 0











i≥3,i=2k+1



aij c



j



≡











i≥2,i=2k



j



(mod 2), aij bj ≡ 0 (mod 2),



j



aij bj ≡ 0 (mod 2).



Now, by Theorem 3.1, P  (x, c) is a permutation polynomial, which contradicts the 



assumption.



Example 3.6 The polynomial P (x, y) = x + y + 2xy + 4y 3 over Z2w , w ≥ 1, deﬁnes a binary quasigroup. The n-ary case is a natural extension. Definition 3.2 An n-ary quasigroup (Q, f ) is said to be polynomial n-ary quasigroup if there is a ring (Q, +, ·) and a polynomial P (x1 , x2 , . . . , xn ) ∈ Q[x1 , x2 , . . . , xn ], such that f (x1 , x2 , . . . , xn ) = P (x1 , x2 , . . . , xn ) for every x1 , x2 , . . . , xn ∈ Q. Note that, for n = 1, we get a set Q endowed with a permutation f , and for n = 2, we have the usual binary quasigroup. Theorem 3.3 Let P (x1 , x2 , . . . , xn ) be a polynomial over the ring (Z2w , +, ·). P (x1 , x2 , . . . , xn ) deﬁnes an n-ary quasigroup, n ≥ 2, if and only if for every (b1 , . . . , bn−1 ) ∈ {0, 1}n−1 each of the polynomials P1 (x1 )



=



P (x1 , b1 , . . . , bn−1 ),



P2 (x2 )



=



P (b1 , x2 , . . . , bn−1 ),



··· Pn (xn )



=



P (b1 , . . . , bn−1 , xn ).



(3.3)
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is a permutation polynomial. Proof Again, the necessary condition follows from Theorem 1.5. For the opposite direction, we will use induction on the number of variables n of the polynomial P . The previous theorem, Theorem 3.2, gives the answer for n = 2. Let the theorem be true for the case n − 1. Suppose that (3.3) are permutation polynomials, but P (x1 , x2 , . . . , xn ) does not deﬁne an n-ary quasigroup. This means that there is an element c ∈ Z2w , such that some of the polynomials P (c, x2 , . . . , xn ), P (x1 , c, x3 , . . . , xn ), P (x1 , . . . , xn−1 , c) does not deﬁne an n − 1-ary quasigroup. Without loss of generality, it is the polynomial P  (x1 , . . . , xn−1 ) = P (x1 , . . . , xn−1 , c). By the inductive hypothesis, some of the polynomials P (x1 , b1 , . . . , bn−2 , c), P (b1 , b2 , . . . , bn−2 , c), . . . , P (b1 , . . . , bn−2 , xn−1 , c), where (b1 , . . . , bn−2 ) ∈ {0, 1}n−2, is not a permutation. Again, without loss of generality, we can denote this polynomial by P  (x, c). The polynomial P  (x, c) has the form P  (x, c) =



 ( aij cj )xi , i



j



for some coeﬃcients aij . From the assumption, the polynomials P  (x, 0) and P  (x, 1) are permutation polynomials modulo 2w , and since c = 2c1 + b where b ∈ {0, 1}, we have: 



a1j cj



≡



j











i≥3,i=2k+1











i≥2,i=2k



j



 j



aij cj



≡



j



a1j bj ≡ 0











i≥3,i=2k+1



aij c



j



≡











i≥2,i=2k



j



(mod 2), aij bj ≡ 0 (mod 2),



j



aij bj ≡ 0 (mod 2),
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which according to Theorem 3.1, means that P  (x, c) is a permutation polynomial, a 



contradiction.



Example 3.7 The polynomial P (x, y, z) = 3 + x + y + z + 2xy + 6xz 2 over Z2w , w ≥ 1 deﬁnes a ternary quasigroup of order 2w . Definition 3.3 Let M be a ﬁnite set of n elements. Two functions f1 , f2 : M 2 → M are said to be orthogonal if the pairs (f1 (x, y), f2 (x, y)), x, y ∈ M are all distinct. If (M, f1 ) and (M, f2 ) are quasigroups, we call them orthogonal quasigroups of order n. Orthogonal quasigroups were ﬁrst studied by Euler, who named them graecolatin squares. There are orthogonal quasigroups of all orders except of order n = 2 and n = 6. Shannon observed that they can be used in cryptography, one of the applications is that of V audenay [75]. Unfortunately, the polynomial quasigroups can not be used this way, as shows the next theorem. Theorem 3.4 [57] There are no polynomials P1 (x, y), P2 (x, y) modulo 2w , w ≥ 1 that form a pair of orthogonal quasigroups. Proof



From Lemma 3.4, P (x + m) ≡ P (x) + m (mod n) for every permutation



polynomial modulo n = 2m. Thus, for the permutation polynomials P1 , P2 , Pi (x + m, y + m) ≡



Pi (x + m, y) + m



(mod n),



≡



Pi (x, y) + 2m (mod n),



≡



Pi (x, y) (mod n).



Therefore, (P1 (x, y), P2 (x, y)) = (P1 (x + m, y + m), P2 (x + m, y + m)), and, clearly P1 and P2 do not form a pair of orthogonal quasigroups.







Next, we ﬁnd the conditions from Theorem 3.3 for the more general case of polynomials over the ring (Zpw , +, ·), for prime p.
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In Chapter V III from [23], Hardy and W right, study the solutions of congruences modulo prime power. Let P (x) = a0 + a1 x + · · · + ad xd be a polynomial with integer coeﬃcients. Consider the congruence P (z) ≡ 0 (mod pw ),



(3.4)



for p prime and w > 1. Let x be a root of (3.4) such that 0 ≤ x < pw . Then: P (x) ≡ 0



(mod pw−1 ),



(3.5)



and x = spw−1 + ξ, 0 ≤ s < p, where ξ is a root of (3.5) such that 0 ≤ ξ < pw−1 . Theorem 3.5 The number of solutions of (3.4) that corespond to a solution ξ of (3.5) is: (a) none, if P  (ξ) ≡ 0 (mod p) and ξ is not a solution of (3.4), (b) one, if P  (ξ) ≡ 0 (mod p), (v) p, if P  (ξ) ≡ 0 (mod p) and ξ is a solution of (3.4).



Proof Let ξ be like before. From the Taylor expansion P (x) = P (a) +



P  (a) P (d) (a) P  (a) (x − a) + (x − a)2 · · · + (x − a)d , 1! 2! d!



of P about a point a, for x = spw−1 + ξ i a = ξ we have that P (spw−1 + ξ) = P (ξ) +



P  (ξ) w−1 P  (ξ) w−1 2 P (d) (ξ) w−1 d (sp (sp (sp )+ ) ···+ ) . 1! 2! d!



P (k) (ξ) is an integer, since every term in P (k) (ξ) contains a k! product of k successive positive integers. Thus, Each of the coeﬃcients



P (spw−1 + ξ) ≡ P (ξ) +



P  (ξ) w−1 (sp ) (mod pw ). 1!
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Ch. 3. Polynomial n-ary quasigroups There are two distinct cases: 10 / Let P  (ξ) ≡ 0 (mod p). Then spw−1 + ξ is a root of (3.4) if and only if P (ξ) + P  (ξ)spw−1 ≡ 0 (mod pw ),



i.e, P  (ξ)spw−1 ≡ −P (ξ) (mod pw ), i.e, sP  (ξ) ≡ −



P (ξ) pw−1



(mod p).



The last equation is satisﬁed by a unique s (mod p). That means that the number of solutions of (3.5) is the same as the number of solutions of (3.4). 20 / Let P  (ξ) ≡ 0 (mod p). Then: P (spw−1 + ξ) ≡ P (ξ)



(mod pw ).



If P (ξ) ≡ 0 (mod pw ), than (3.4) doesn’t have a solution corresponding to ξ. If P (ξ) ≡ 0 (mod pw ), then spw−1 + ξ is a solution of (3.4) for every s, 0 ≤ s < p, so, there are p solutions of (3.4) for each solution of (3.5).  As a consequence, we have the following theorem, that characterizes the polynomials over (Zpw , +, ·) that permute the elements of the ring. This result is mentioned in [53]. Theorem 3.6 A polynomial P (x) = a0 + a1 x + · · · + ad xd with integer coeﬃcients is a permutation polynomial modulo pw , where p is prime, w ≥ 2 if and only if the next two conditions are true: 1. P (x) is a permutation polynomial modulo p, i.e. for every i, j ∈ {0, 1, . . . , p − 1} and i = j, P (j) − P (i) = 0 (mod p), 2. For every i ∈ {0, 1, . . . , p − 1} , P  (i) = a1 + 2ia2 + · · · + did−1 ad = 0 (mod p).
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Proof Let P (x) be a permutation polynomial modulo pw . If P is not a permutation polynomial modulo p, then there is an element s ∈ Zp such that the equation P (x) ≡ s



(mod p)



doesn’t have a solution. But then, the equation P (x) ≡ s



(mod pw )



doesn’t have a solution either, which contradicts our assumption. Suppose now, that the second condition is not satisﬁed. Then, there exists an element i ∈ Zp such that P  (i) ≡ 0 (mod p). Let P (i) ≡ s1 (mod p). We have that, (P (i) − s1 ) ≡ 0 (mod p), and, because of 1, i is the only solution of P (x) − s1 ≡ 0



(mod p),



From Theorem 3.5, this solution corresponds to: a. no solution of P (x)−s1 ≡ 0 (mod p2 ), if i is not a solution of P (x)−s1 ≡ 0 (mod p2 ), or b. p solutions of P (x) − s1 ≡ 0 (mod p2 ), if i is a solution of P (x) − s1 ≡ 0 (mod p2 ),. In the ﬁrst case, the equation P (x) − s1 ≡ 0 (mod p2 ) has no solutions, hence, the equation P (x) − s1 ≡ 0 (mod pw ) has no solutions either, which contradicts our
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assumption. In the second case, we next consider each of the solutions of P (x) − s1 ≡ 0 2



(mod p ). Again, from Theorem 3.5, each of these solutions corresponds to: a. no solution of P (x) − s1 ≡ 0 (mod p3 ), or b. p solutions of P (x) − s1 ≡ 0 (mod p3 ). Similarly as before, in the ﬁrst case we reach a contradiction, and in the second, we continue the branching. After w − 1 such branchings, we get that, P (x) − s1 ≡ 0 (mod pw ) has pw−1 solutions, which, again, contradicts the fact that P (x) is a permutation polynomial modulo pw . Hence, both conditions are necessary for a polynomial to be a permutation modulo pw . Conversely, let the conditions be satisﬁed. For every element s ∈ Zpw there is a unique solution of the equation: P (x) − s ≡ 0 (mod p). Since (P (i) − s) ≡ 0 (mod p) for every i ∈ Zp , from Theorem 3.5, each of these solutions corresponds to a unique solution of P (x) − s ≡ 0 (mod pw ), i.e. of



P (x) ≡ s



(mod pw ).



Thus, P (x) is a permutation polynomial modulo pw .







Note 3.2 It can be easily established that Theorem 3.1 is an immediate consequence of Theorem 3.6.



Example 3.8 The polynomials P1 (x) = 4x + 5x2 + 10x3 i P2 (x) = 2x + 5x3 + x5 are permutation polynomials over Z5w , w ≥ 1.
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Indeed, P1 (x) ≡ 4x (mod 5) i P2 (x) ≡ 3x (mod 5), and it can be easily established that each linear function is a permutation over Z5 . Also, P1 (x) = 4 + 10x + 30x2 ≡ 4 (mod 5) and P2 (x) = 2 + 15x2 + 5x4 ≡ 2 (mod 5), so P1 (x) ≡ 0 and P2 (x) ≡ 0 for each element of Z5 . Next, we prove the equivalent theorem of Theorem 3.2 for the ring Zpw . Theorem 3.7 A polynomial in two variables P (x, y) =



 i,j



ai,j xi y j , deﬁnes a quasi-



group modulo pw , for prime p, w ≥ 2, if and only if the following 2p polynomials in one variable P (x, 0), P (x, 1), . . . , P (x, p − 1), P (0, y), P (1, y), . . . , P (p − 1, y),



(3.6)



are all permutation polynomials modulo pw . Proof The “only if” direction is clear. We show that P (x, c) and P (c, y) are permutation polynomials for every c ∈ Zpw . Since c = p c1 + b where b ∈ {0, 1, . . . p − 1}, we have Pc (x) = P (x, c) =







pi (x)ci ≡



i







pi (x)bi = P (x, b)



(mod p),



(3.7)



i



so, P (x, c) is a permutation polynomial modulo p. From: Pc (x)



   = ( ( aij cj )xi ) = i·( aij cj )xi−1 ≡ i



≡



 i



j



i



j



  i·( aij bj )xi−1 = ( ( aij bj )xi ) = Pb (x) j



i



(mod p), (3.8)



j



where Pb (x) = P (x, b), we get that Pc (i) = 0 (mod p) for every i ∈ Zp . From Theorem 3.6, Pc (x) = P (x, c) is a permutation polynomial modulo pw . In a similar manner, we show that P (c, y) is a permutation polynomial modulo pw , as well, which proves
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the “if” direction of the theorem.



Example 3.9 The polynomial P (x, y) = 2x + y + 3x2 y over Z3w , w ≥ 1, deﬁnes a binary quasigroup of order 3w . Indeed, P (x, 0) = Px0 (x)



≡



2x



(mod 3),



2



≡



2x + 1



(mod 3),



2



= 6x + 2x + 2



≡



2x + 2



(mod 3),



= 2x



P (x, 1) = Px1 (x)



= 3x + 2x + 1



P (x, 2) = Px2 (x) P (0, y)



= P0y (y)



= y



≡



y



(mod 3),



P (1, y)



= P1y (y)



= 4y + 2



≡



y+2



(mod 3),



P (2, y)



= P2y (y)



= 4 + 13y



≡



y+1



(mod 3),



so, the six polynomials are permutations over Z3 . Also,  (x) Px0



=



2



≡



2



(mod 3),



 (x) Px1



=



3x + 2



≡



2



(mod 3),



 Px2 (x)



=



12x + 2 ≡



2



(mod 3),



 (y) = P0y



1



≡



1



(mod 3),



 (y) P1y



=



4



≡



1



(mod 3),



 P2y (y)



=



13 ≡



1



(mod 3),



so, the six polynomials are diﬀerent from zero for all x, y ∈ Z3 . Hence, P (x, y) deﬁnes a quasigroup. Now, we can state the conditions for a polynomial in n variables over the ring Zpw to deﬁne an n-ary quasigroup. (The proof is analogous to the proof of Theorem 3.3.) Theorem 3.8 Let P (x1 , x2 , . . . , xn ) be a polynomial over the ring (Zpw , +, ·), where p is prime. P (x1 , x2 , . . . , xn ) is a polynomial that deﬁnes an n-ary quasigroup, n ≥ 2, if and only if for every (a1 , . . . , an−1 ) ∈ {0, 1, . . . , p − 1}n−1 , each of the polynomials



Number of polynomial binary quasigroups of order 2w P1 (x1 )



= P (x1 , a1 , . . . , an−1 ),



P2 (x2 )



= P (a1 , x2 , . . . , an−1 ), .. .



Pn (xn )



= P (a1 , . . . , an−1 , xn ).
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is a permutation polynomial over the ring (Zpw , +, ·).



3.3
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In this section we consider only polynomials in two variables over the ring Z2w . From Theorem 2.6 every polyfunction f ∈ G2 (Z2w ) has a unique representation of the form f (x, y ) ≡







αk1 ,k2 xk1 y k2 ,



(3.9)



k1 ,k2 ∈N2 0 ν2 (k1! k2 !)< w



  where αk1 ,k2 ∈ 0, 1, . . . , 2w−ν2 (k1! k2 !) − 1 . We will call the right side of (3.9), the canonical form of f . Let denote by P Q(Z2w ) the set of all polyfunctions from G2 (Z2w ) that deﬁne quasigroups.



Example 3.10 We show that |P Q(Z22 )| = 25 . From Theorem 2.6, each polyfunction f ∈ G2 (Z22 ) is of the form: f (x, y)



= α00 + α01 y + α02 y 2 + α03 y 3 + + α10 x + α11 xy + α12 xy 2 + α13 xy 3 + + α20 x2 + α21 x2 y + + α30 x3 + α31 x3 y,



(3.10)
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  where αk1 ,k2 ∈ 0, 1, . . . , 22−ν2 (k1! k2 !) − 1 . From Theorem 3.2, α01 and α10 are odd, α02 and α20 are even, as are α03 and α30 . Since α02 + α12 , α03 + α13 , α20 + α21 , i α30 + α31 , are all even, α12 , α21 , α13 and α31 , are even too. From α01 + α11 + α21 + α31 ≡ α10 + α11 + α12 + α13 ≡ 1 (mod 2), we conclude that α11 must be even too. Table 3.3 gives all the possibilities for choosing the coeﬃcients of f . coeﬀ.



possibilities



coeﬀ.



possibilities



α00 α01 α10 α02 α20 α03 α30



22−ν2 (0! 0!) 22−ν2 (0! 1!)−1 22−ν2 (1! 0!)−1 22−ν2 (0! 2!)−1 22−ν2 (2! 0!)−1 22−ν2 (0! 3!)−1 22−ν2 (3! 0!)−1



α11 α12 α20 α13 α31



22−ν2 (1! 1!)−1 22−ν2 (1! 2!)−1 22−ν2 (2! 1!)−1 22−ν2 (1! 3!)−1 22−ν2 (3! 1!)−1



Table 3.3: Coeﬃcients of f So, |P Q(Z22 )| =



22−ν2 (0! 0!) · 22−ν2 (0! 1!)−1 · 22−ν2 (1! 0!)−1 ·22−ν2 (1! 1!)−1 ·



·



22−ν2 (0! 2!)−1 · 22−ν2 (2! 0!)−1 · 22−ν2 (0! 3!)−1 · 22−ν2 (3! 0!)−1 ·



·



22−ν2 (1! 2!)−1 · 22−ν2 (2! 1!)−1 · 22−ν2 (1! 3!)−1 · 22−ν2 (3! 1!)−1 =



=



22−0 · 22−0−1 · 22−0−1 · 22−0−1 · 22−1−1 · 22−1−1 · 22−1−1 ·



·



22−1−1 · 22−1−1 · 22−1−1 · 22−1−1 · 22−1−1 =



=



25 .



The last example gives us insight of the counting of the polyfunctions that deﬁne quasigroups.
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The general case follows. Lemma 3.7 Let f ∈ G2 (Z2w ) be given in its canonical form (3.9). Then, its coeﬃcients can be arranged in the following manner: α00



α01



α02



α03



...



...



α0(m0 −1)



α0m0



α10



α11



α12



α13



...



...



α1(m0 −1)



α1m0



α20



α21



α22



α23



...



...



α2(m2 −1)



α2m2



α30 .. . .. .



α31



α32 .. . .. .



α33 .. . .. .



... .. .



...



α3(m2 −1)



α3m2



α(m2 −1)2



α(m2 −1)3



αm2 2



αm2 3



α(m0 −1)0



α(m0 −1)1



αm0 0



αm0 1 (3.11)



where mi = max {m | ν2 (m! i!) < w}. Proof Let’s arrange the coeﬃcients of the polynomial in matrix form {αij }, and let mi = max {m | ν2 (m! i!) < w}. Let αkl be a coeﬃcient such that l > mk . Then ν2 (l! k!) ≥ w, which contradicts Theorem 2.6. So, l ≤ mk , which means that the coeﬃcients in the k - th row are αk0 , αk1 , αk2 , . . . , αkmk . Also, note that, m2j = ν2 (m! (2j)!) = ν2 (m! (2j + 1)!) = m2j+1 , so mi are odd, for all i. Summing up these conclusions, we get the desired arrangement.







Theorem 3.9 Let w > 2. Then: |P Q(Z2w )| =











 2w−ν2 (k1! k2 !) · 2−11 .



k1 ,k2 ∈N2 0 ν2 (k1! k2 !)< w



(3.12)
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Proof For the arrangement (3.11) of the polynomial coeﬃcients, we count the possibilities for each coeﬃcient. We start by choosing α00 , next we choose all α0i and αi0 (symmetrically), and continue in the same manner, diagonally, until we reach the last coeﬃcient αmm , i.e. next we choose α11 , then all of the α1i and αi1 , next α22 , then α2i and αi2 , and so on. The choosing is made according to the restrictions of Theorem 3.2. From Theorem 3.2, since f (x, 0) and f (0, y) are permutation polynomials, for the ﬁrst row and column in the arrangement (3.11), we have: α10



≡



1 (mod 2),



α(m0 −1)0



≡



α20 + α40 + . . . + α(m0 −3)0



(mod 2),



α(m0 )0



≡



α30 + α50 + . . . + α(m0 −2)0



(mod 2),



α01



≡



1 (mod 2),



α0(m0 −1)



≡



α02 + α04 + . . . + α0(m0 −3)



(mod 2),



α0(m0 )



≡



α03 + α05 + . . . + α0(m0 −2)



(mod 2),



(3.13)



and respectively: (3.14)



Also, since f (x, 1) and f (1, y) are permutation polynomials, α(m0 )1



≡



α01 + α11 + . . . + α(m0 −1)1 + 1



(mod 2),



α1(m0 )



≡



α10 + α11 + . . . + α1(m0 −1) + 1



(mod 2),



(3.15)



In order to continue, ﬁrst, we must note that, depending on w, there are two subtly diﬀerent structures of (3.11), but that does not aﬀect the total number of polyfunctions |P Q(Z2w )|. For example, for Z24 , the arrangement (3.11) is:
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α00



α01



α02



α03



α04



α05



α10



α11



α12



α13



α14



α15



α20



α21



α22



α23



α30



α31



α32



α33



α40



α41



α50



α51



α00



α01



α02



α03



α04



α05



α06



α07



α10



α11



α12



α13



α14



α15



α16



α17



α20



α21



α22



α23



α24



α25



α30



α31



α32



α33



α34



α35



α40



α41



α42



α43



α50



α51



α52



α53



α60



α61



α70



α71



(3.16)



and for Z25 :



(3.17)



For Z24 , α33 is the last coeﬃcient to be chosen, but in the case for Z25 , after the diagonal element α33 is chosen, there are four more coeﬃcients left to be chosen: α34 , α43 , α35 and α53 . Note that in both of the cases, the last diagonal coeﬃcient is always with odd indices, since ν2 ((2b + 1)!(2b + 1)!) = ν2 ((2b)!(2b)!). Thus, i/ If w ∈ {ν2 ((2b+1)! (2b+1)!)+1, . . . , ν2 ((2b+1)! (2b+2)!)} , for b ∈ N, then α(2b+1)(2b+2) and α(2b+2)(2b+1) don’t exist in the canonical form of a polyfunction over Z2w , which means that the diagonal coeﬃcient α(2b+1)(2b+1) is last to be chosen. We have the next situation: α(2b)(2b) can have any of the 2w−ν2 ((2b)!(2b)!) possible values. But, for α(2b+1)(2b)
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and α(2b)(2b+1) , from the conditions for permutation polynomials for f (x, 1) and f (1, y): α(2b+1)(2b)



α(2b)(2b+1)



≡



α02 + α12 + . . . +



+



α0(2b) + α1(2b) + . . . + α(2b)(2b) +



+



α0(2b+2) + α1(2b+2) + . . . +



+



α0(m0 −1) + α1(m0 −1)



≡



α20 + α21 + . . . +



+



α(2b)0 + α(2b)1 + . . . + α(2b)(2b) +



+



α(2b+2)0 + α(2b+2)1 + . . . +



+



α(m0 −1)0 + α(m0 −1)1



(mod 2),



(mod 2).



(3.18)



For α(2b+1)(2b+1) we have: α(2b+1)(2b+1)



α(2b+1)(2b+1)



≡



α03 + α13 + . . . +



+



α0(2b+1) + α1(2b+1) + . . . + α(2b)(2b+1) +



+



α0(2b+3) + α1(2b+3) + . . . +



+



α0(m0 ) + α1(m0 )



(3.19)



(mod 2),



≡



α30 + α31 + . . . +



+



α(2b+1)0 + α(2b+1)1 + . . . + α(2b+1)(2b) +



+



α(2b+3)0 + α(2b+3)1 + . . . +



+



α(m0 )0 + α(m0 )1



(3.20)



(mod 2).



This means that, ﬁrst of all, the right sides of (3.19) and (3.20) must be equal modulo 2, in order to choose α(2b+1)(2b+1) . We have:



+



α30



+



...



+



α31



+



α32



+



α33



+



α34



+ ... +



+ α(2b+1)0 + α(2b+1)1 + α(2b+1)2 + α(2b+1)3 + α(2b+1)4 + . . . + α(2b+1)(2b) + α(2b+1)(2b+1) + + α(2b+3)0 + α(2b+3)1 + α(2b+3)2 + α(2b+3)3 + α(2b+3)4 + . . . + +



...



+



α(m0 )0



+ + α(m0 )1



≡
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≡



α11



+



+



α21



+



+



...



+



+



α(2b)1



α32



+



α33



+



α34



+ ... +



+ α(2b+1)2 + α(2b+1)3 + α(2b+1)4 + . . . + α(2b+1)(2b) + α(2b+1)(2b+1) +



+ α(2b+2)1



+ α(2b+3)2 + α(2b+3)3 + α(2b+3)4 + . . . +



+



+



...
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+ α(m0 −1)1 ≡ ≡



α02



+



α04



+ ... +



+



α11



+



α12



+



α14



+ ... +



+



α21



+



α22



+



α24



+ ... +



+ +



...



+



+



α(2b)1



+



+ α35 +



α33



α(2b)2



+



α(2b)4



+ α(2b+2)2



+



+



+ . . . + α(2b)(2b) + + α(2b+1)(2b+1) +



+ α(2b+2)4 + . . . + + ... +



+ α(2b+3)3 ...



+



+ ...



+ α(2b+1)3 + α(2b+2)1



...



+ α(m0 −1)1 ≡ ≡ α11 + α12



+ α14 +



...



+



+



α23



+



α25



+ ... +



+



α33



+



α35



+ ... +



+



α(2b)3



+



α(2b)5



+ ... +



+ ... + α(2b)(2b+1)



+ α(2b+1)5 + . . . + α(2b+1)(2b+1) +



+ α(2b+2)3



+ α(2b+2)5 + . . . +



+ α(2b+3)3



+



...



+



+ ... ≡ ≡



α13



+



α15



+ ...



+



α23



+



α25



+ ... +



+



α33



+



α35



+ ... +



+



...



+



α(2b)3



+



α(2b)5



+ ... +



+ α1m0 +



+ α(2b)(2b+1)



+



+ α(2b+1)3



+ α(2b+1)5 + . . . + α(2b+1)(2b+1) +



+ α(2b+2)3



+ α(2b+2)5 + . . . + +



+ α(2b+3)3 +



...



+



+ α(2b+1)3



≡



...



+
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α03



+



α05



+ ...



+ α0m0 +



+



α13



+



α15



+ ...



+ α1m0 +



+



α23



+



α25



+ ... +



+



α33



+



α35



+ ... +



+



...



+



α(2b)3



+



α(2b)5



+ ... +



+ α(2b)(2b+1)



+



+ α(2b+1)3



+ α(2b+1)5 + . . . + α(2b+1)(2b+1) +



+ α(2b+2)3



+ α(2b+2)5 + . . . + +



+ α(2b+3)3 +



...



...



+



(mod 2).



Hence, the right sides of (3.19) and (3.20) are congruent, which means that there is no conﬂict for choosing α(2b+1)(2b+1) . ii/ If there is no b ∈ N such that w ∈ {ν2 ((2b+1)! (2b+1)!)+1, . . . , ν2 ((2b+1)! (2b+2)!)} we have the following: Let α(2b+1)(2b+1) be the last diagonal coeﬃcient to be chosen. Let m2b+1 be deﬁned as before. Of course, m2b+1 > 2b + 1. Then, instead of ﬁrst choosing α(2b+1)(2b+1) , and then αi(2b+1) and α(2b+1)i , the choice is made in the opposite direction, leaving α(2b+1)(2b+1) for last. Again, similarly as in i/, the last to be chosen are α(2b+1)(m2b+1 −1)



≡



α02 + α12 + . . . +



+



...+



+



α0(m2b+1 −1) + α1(m2b+1 −1) + . . . + α(2b)(m2b+1 −1) +



+



α0(m2b+1 +1) + α1(m2b+1 +1) + . . . +



+



...+



+



α0(m0 −1) + α1(m0 −1)



(mod 2),



(3.21)



Number of polynomial binary quasigroups of order 2w α(m2b+1 −1)(2b+1)



≡



α20 + α21 + . . . +



+



...+



+



α(m2b+1 −1)0 + α(m2b+1 −1)1 + . . . + α(m2b+1 −1)(2b) +



+



α(m2b+1 +1)0 + α(m2b+1 +1)1 + . . . +



+



...+



+



α(m0 −1)0 + α(m0 −1)1



67



(3.22)



(mod 2).



α(m2b+1 )(2b+1) and α(2b+1)(m2b+1 ) can take any of the possible 2w−ν2 ((2b+1)!(m2b+1 )!) values. For α(2b+1)(2b+1) we have the same case as in (3.19) and (3.20) from i/, hence, the same conclusion that there is no conﬂict situation. Thus, it can be chosen as α(2b+1)(2b+1)



≡



α03 + α13 + . . . +



+



α0(2b+1) + α1(2b+1) + . . . + α(2b)(2b+1) + . . . + α(m2b+1 )(2b+1) +



+



α0(2b+3) + α1(2b+3) + . . . +



+



...+



+



α0(m0 ) + α1(m0 )



(mod 2).



(3.23)



Finally, applying the results from (3.13), (3.14), (3.15), (3.18), (3.21),(3.22), (3.19), (3.20) and (3.23), to the canonical form of a polyfunction, we conclude that all the coeﬃcients except α10 , α(m0 −1)0 , α(m0 )0 , α(m0 )1 , α01 , α0(m0 −1) , α0(m0 ) , α1(m0 ) , α(2b)(2b+1) , α(2b+1)(2b) , α(2b+1)(2b+1) , can take all the values allowed for a polyfunction over Z2w . The noted 11 coeﬃcients are restricted by parity, so the possible values for them are reduced by half. That means that |P Q(Z2w )| = i.e. the formula (3.12) holds.



1 |G2 (Z2w )| , 211 
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Ch. 3. Polynomial n-ary quasigroups Table 3.4 gives the number of polyfunctions over Z2w that deﬁne quasigroups,



for the ﬁrst few values for w.



Z2w |P Q(Z2w )| Z2w |P Q(Z2w )|



Z2 2 Z29 2341



Z22 25 Z210 2437



Z23 221 Z211 2549



Z24 245 Z212 2692



Z25 284 Z213 2852



Z26 2132 Z214 21020



Z27 2185 Z215 21209



Z28 2252 ... ...



Table 3.4: Number of polyfunctions over Z2w that deﬁne quasigroups



Chapter 4 Parastrophes of polynomial binary quasigroups



One of the most important questions posed about the polynomial quasigroups is the one concerning the nature of their parastrophic operations. This especially aﬀects the possible use of these quasigroups in cryptography and coding theory. This chapter is devoted to the characterization of these operations.



4.1



Introduction



Let (Q, f ) be a binary polynomial quasigroup, and let P (x, y) be its polynomial representation over the ring (Q, +, ·). Let (Q,σ f ) be the quasigroup deﬁned by some parastrophic operation σf of f . We are interested whether there is a polynomial Pσ (x, y) over (Q, +, ·) that is a representation of (Q,σ f ), i.e. a polynomial that satisﬁes Pσ (x, y) = z ⇔ σf (x, y) = z. Recall the deﬁnition of the parastrophes of a binary quasigroup. 69
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f (x, y) = z



⇔



(12)



⇔



(13)



⇔



(23)



⇔



(123)



⇔



(132)



f (y, x) = z, f (z, y) = x, f (x, z) = y, f (y, z) = x, f (z, x) = y.



We are looking for polynomials P(12) , P(13) , P(23) , P(123) , P(132) , that deﬁne the ﬁve parastrophic operations, respectively. According to Proposition 1.8, these polynomials should satisfy the following identities. P(12) (x, y)



=



P (y, x)



P(13) (P (x, y), y)



= x,



P (P(13) (x, y), y)



= x,



P(23) (x, P (x, y))



=



y,



P (x, P(23) (x, y)) =



y,



P(123) (y, P (x, y)) =



x,



P (y, P(123) (x, y))



=



x,



P(132) (P (x, y), x)



=



y,



P (P(132) (x, y), x)



=



y,



(4.1)



(4.2)



(4.3)



(4.4)



(4.5)



Clearly, the following proposition is true.



Proposition 4.1 Let (Q, f ) be a binary polynomial quasigroup, and let P (x, y) be its polynomial representation over the ring (Q, +, ·). If P(12) (x, y), (i.e. P(13) (x, y); P(23) (x, y); P(123) (x, y); P(132) (x, y)) is a polynomial satisfying the conditions (4.1), (i.e. (4.2); (4.3); (4.4); (4.5)), than it deﬁnes
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the quasigroup (Q,(12) f (x, y)) (i.e. (Q,(13) f (x, y)); (Q,(23) f (x, y)); (Q,(123) f (x, y)); 



(Q,(132) f (x, y))).



From Proposition 1.9, we get that if P (x, y) is a representation of the binary polynomial quasigroup (Q, f ), then, there always exists a polynomial P(12) (x, y), that is a representation of the quasigroup (Q,(12) f ), deﬁned by P(12) (x, y) = P (y, x). From the same proposition, it is enough to investigate the existence of the polynomial representation only of the quasigroup (Q,(23) f ). If there is a polynomial representation of (Q,(23) f ) for every binary polynomial quasigroup (Q, f ), then there exists a polynomial representation for all the others parastrophes. In the sequel we use the standard notation “\” for this parastrophic operation, and the notation P\ (x, y), for the polynomial representation whose existence is investigated.



First, we make a few observations about polynomial quasigroups of order 2w . Definition 4.1 Let P P Q(Z2w ) denote the set of all quasigroups (Z2w , ∗), that satisfy the conditions x ∗ (y + k2m ) ≡ x ∗ y



(mod 2m ),



(x + k2m ) ∗ y ≡ x ∗ y



(mod 2m ),



(4.6)



for every m < w, k < 2w , m, k ∈ N0 . Let P (x, y) be a polynomial over Z2w that is a representation of the quasigroup (Z2w , ∗). Then, for every m < w, k < 2w (m, k ∈ N0 ) we have that P (x, y + k2m ) ≡ P (x, y)



(mod 2m ),



P (x + k2m , y) ≡ P (x, y)



(mod 2m ).
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Hence, the next lemma holds. Lemma 4.1 P Q(Z2w ) ⊆ P P Q(Z2w ).







The set P P Q(Z2w ) is closed for parastrophe. Lemma 4.2 Let (Z2w , ∗) be a quasigroup, and let (Z2w , \) be its parastrophe. Then (Z2w , ∗) ∈ P P Q(Z2w ) ⇔ (Z2w , \) ∈ P P Q(Z2w ). Proof Let (Z2w , ∗) ∈ P P Q(Z2w ). Let m < w, k < 2w , m, k ∈ N0 . Then x ∗ (y + k2m ) ≡ x ∗ y



(mod 2m ),



(4.7)



(x + k2m ) ∗ y ≡ x ∗ y



(mod 2m ).



(4.8)



Let x ∗ (y + k2m ) = z1 and x ∗ y = z2 . Since z1 ≡ z2 (mod 2m ), there exists k  < 2w such that z2 = z1 + k  2m .



(4.9)



From (4.7) and (4.9), for the parastrophic operation we have that



i.e,



x\z1



=



y + k2m ,



x\z2



=



y,



x\(z1 + k  2m ) ≡ x\z1



(mod 2m ).



Let (x + k2m ) ∗ y = z3 . From (4.8) in a similar manner we conclude that (x + k2m )\z3 ≡ x\z3



(mod 2m ).



Now, the number of elements from Z2w that are congruent to 2m is ﬁnite, and we are dealing with quasigroup operations. Hence, (Z2w , \) ∈ P P Q(Z2w ).
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Similarly, since “∗” is parastrophic to “\”, (Z2w , \) ∈ P P Q(Z2w ) ⇒ (Z2w , ∗) ∈ P P Q(Z2w ).  We count the quasigroups from P P Q(Z2w ). Theorem 4.1 |P P Q(Z2w )| = 2w ·



w−1 



i 2



2((2



) −(2i−1 )2 )(w−i)



.



i=1



Proof In fact, we count the Cayley tables of the distinct quasigroups in P P Q(Z2w ).



0 1 .. . 2w−1 − 1 2w−1 .. .



0 b00



1



... ...



2w−1 − 1 b02w−1 −1



2w−1 b02w−1



...



2w − 1



.. . b2w−1 −1 0 b2w−1 0



... ...



b2w−1 −1



2w−1 −1



b2w−1 2w−1



2w − 1 b00 can be chosen in 2w ways. From Lemma 4.1, b02w−1 is the only element congruent to b00 (mod 2w−1 ), meaning it is determined by the choice of b00 . It is not hard to see that by choosing the elements from bi0 to bi2w−1 −1 , the rest of the i-th row is determined, and by choosing the elements from b0j to b2w−1 −1j , the rest of the j-th column is determined. Thus, it is enough to choose the upper left quarter of the table. b02w−2 can be chosen in two diﬀerent ways, since there are two elements left, that are congruent to b00 (mod 2w−2 ). The same holds for b2w−2 0 and b2w−2 2w−2 . b02w−3 and b2w−3 0 can be chosen in 4 ways, as well as b2w−3 2w−3 and so on. Every step of this algorithm consists of choosing all the elements congruent to b00 (mod 2w−i ), i = 1, ..., w starting from the ones with the smallest indexes, whilst ap-
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plying Lemma 4.1. At the end, the number of possible choices, looks like this: 2w



2w−1



2w−2



2w−2



2w−1



2w−1



2w−2



2w−2



2w−2



2w−2



2w−2



2w−2



2w−2



2w−2



2w−2



2w−2



2w−3



2w−3



2w−3 .. . .. . .. . .. .



2w−3



2w−3



...



4 2



...



2



2w−3



...



4 2



...



2



2w−3



2w−3 2w−3



2w−3



2w−3 2w−3



4 .. .



4



2



2



2w−3



4



2w−3



4



2w−3



2w−3



2



2w−3



2w−3 2w−3 .. .



4 2



2w−3



2w−3



...



4



4 2



...



2



4 2



...



2 2



2



2



...



2 2



2



2



If we multiply these, we get the number of diﬀerent quasigroups in P P Q(Z2w ).







Proposition 4.2 The parastrophic quasigroup of every polynomial quasigroup (Z22 , ∗) or (Z23 , ∗), is again a polynomial quasigroup. Proof Since |P Q(Z22 )| = 25 = |P P Q(Z22 )|, and |P Q(Z23 )| = 221 = |P P Q(Z23 )|, the statement follows from Lemma 4.2 and Lemma 4.1.



4.2







Extending the notion of permutation



Let Sd be the set of all mappings f : Zdn → Zn such that the projection fa (x) = f (a1 , . . . , ad−1 , x) is permutation for every element a = (a1 , . . . , ad−1 ) ∈ Zd−1 n .



Extending the notion of permutation



75



Let x = (x1 , . . . , xd−1 ) ∈ Zd−1 n . We deﬁne an operation “•” on Sd by: f • g(x , xd ) = f (x , g(x , xd )). Theorem 4.2 (Sd , •) is a group. Proof Let f, g ∈ Sd and let (x , xd ) ∈ Zdn . Then: (f • g)x (xd ) = f • g(x , xd ) = f (x , g(x , xd )) = fx (g(x , xd )) = fx (gx (xd )) = fx ◦ gx (xd ) The later is a composition of permutations, thus a permutation, which means that f • g ∈ Sd , i.e. the set Sd is closed under the operation “•”. The equality f • (g • h)(x , xd )



= f (x , g • h(x , xd )) = f (x , g(x , h(x , xd ))) = = f • g(x , h(x , xd )) = (f • g) • h(x , xd ),



conﬁrms the associative law, so (Sd , •) is a semigroup. The mapping e(x , xd ) = xd , clearly belongs to Sd , and it is the identity element in Sd since f • e(x , xd ) = f (x , e(x , xd )) = f (x , xd ), e • f (x , xd ) = e(x , f (x , xd )) = f (x , xd ), for every mapping f ∈ Sd . Let f ∈ Sd . We deﬁne a mapping f  : Zdn → Zn by: f  (x , xd ) = z ⇔ f (x , z) = xd . We show that f  = f −1 .
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it follows that fx = fx−1 , which means that fx is a permutation, i.e. f  ∈ Sd . Furthermore, from z = f  • f (x , xd )



= f  (x , f (x , xd )) ⇔



⇔ f (x , z) = f (x , xd ) ⇔ ⇔ fx (z) = fx (xd ) ⇔ ⇔ z



= xd ,



we get that f  • f (x , xd )



= xd



= e(x , xd ).



Similarly, from w = f • f  (x , xd ) ⇔ f  (x , w) ⇔ fx (w) ⇔ w



= f (x , f  (x , xd )) ⇔ = f  (x , xd ) ⇔ = fx (xd ) ⇔ = xd ,



we get that f • f  (x , xd )



= xd



= e(x , xd ).



Hence, f • f  = f  • f = e, i.e. f  is the inverse element of f . 



The set Sd , due to its nature, can be considered as a sort of an extension of
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the notion of permutation. That is best conﬁrmed by the next important theorem. Theorem 4.3 Let Sn be the group of permutations of the set Zn . Then d−1 Sd ∼ = Sn n ,



d−1



where Sn n



is a direct product of Sn . d−1



Proof We deﬁne a mapping ϕ : Sd → Sn n



by



ϕ(f ) = (fi 0 , fi 1 , . . . , fi nd−1 −1 ), where, the multi-indexes i 0 , i 1 , . . . , i nd−1 −1 are all the elements of the set Zd−1 in a n lexicographic order. The mapping is well deﬁned. Indeed, let (fi 0 , fi 1 , . . . , fi nd−1 −1 ) = (fi0 , fi1 , . . . , fi



nd−1 −1



d−1



be two distinct elements of the set Sn n



)



. This means that there is a multi-index



i j ∈ Zd−1 n , such that fi j = fij . So, there exists x ∈ Zn such that fi j (x) = fij (x). In other words, f ((ij )1 , . . . , (ij )d−1 , x) = f  ((ij )1 , . . . , (ij )d−1 , x), i.e, f = f  . We show that the mapping ϕ is a bijection. Let f  , f  ∈ Sd and let ϕ(f  ) = ϕ(f  ). Then, fi = fi , for every i ∈ Zd−1 n , i.e, f  (i , xd ) = f  (i , xd ),



78



Ch. 4. Parastrophes of polynomial binary quasigroups



  for every i ∈ Zd−1 n , and every xd ∈ Zn . Thus, f = f , and ϕ is an injection. d−1



For every (αi 0 , αi 1 , . . . , αi nd−1 −1 ) ∈ Sn n



, we deﬁne a mapping f ∈ Sd by



fi j (xd ) = αi j (xd ). Then, ϕ(f ) = (αi 0 , αi 1 , . . . , αi nd−1 −1 ), so ϕ is a surjection. Next, let x ∈ Zn . ϕ(f • g)(x)



= ((f • g)i 0 , (f • g)i 1 , . . . , (f • g)i nd−1 −1 )(x) = = ((f • g)i 0 (x), (f • g)i 1 (x), . . . , (f • g)i nd−1 −1 (x)) = = ((f • g)(i 0 , x), (f • g)(i 1 , x), . . . , (f • g)(i nd−1 −1 , x)) = = (f (i 0 , g(i 0 , x)), f (i 1 , g(i 1 , x)), . . . , f (i nd−1 −1 , g(i nd−1 −1 , x))) = = (f (i 0 , gi 0 (x)), f (i 1 , gi 1 (x)), . . . , f (i nd−1 −1 , gi nd−1 −1 (x))) = = (fi 0 (gi 0 (x)), fi 1 (gi 1 (x)), . . . , fi nd−1 −1 (gi nd−1 −1 (x))) = = (fi 0 ◦ gi 0 (x), fi 1 ◦ gi 1 (x), . . . , fi nd−1 −1 ◦ gi nd−1 −1 (x)) = = (fi 0 , fi 1 , . . . , fi nd−1 −1 ) ◦ (gi 0 , gi 1 , . . . , gi nd−1 −1 )(x) = = ϕ(f ) ◦ ϕ(f )(x). 



Therefore ϕ is a homomorphism. Note that this isomorphism gives the cardinal number of the set Sd . Corollary 4.1 d−1



|Sd | = (n!)n



. 



The next corollary follows immediately from the deﬁnition of a quasigroup.
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Corollary 4.2 Let (Zn , f ) be a d-ary quasigroup. Then f belongs to the set Sd .







In the sequel, since we are mainly interested in binary quasigroups, we focus on the case when d = 2. The claims for an arbitrary d are analogous. The next theorem, which is a consequence of Theorem 4.2, is one of the most important results in this thesis. Theorem 4.4 Every polynomial binary quasigroup (Zn , ∗), deﬁned by a polynomial over the ring (Zn , +, ·), has a polynomial parastrophe (Zn , \). Proof Let (Zn , ∗) be a polynomial binary quasigroup deﬁned by the polynomial P (x, y). Clearly, P ∈ S2 . Since S2 is a ﬁnite group, every element has a ﬁnite order, so there exists r ∈ N, r ≤ |S2 |, such that P r = e, and P r−1 • P



= e,



P • P r−1



= e.



Thus, P r−1 is the inverse element of P . Of course, P r−1 (x, y) = P (x, P (x, . . . P (x, y) . . . )) e polynomial. All that is left to prove is that P r−1 deﬁnes the quasigroup (Zn , \). But that follows directly from Proposition 4.1 and the fact that P (x, P r−1 (x, y)) = e(x, y) = y = P r−1 (x, P (x, y)).  Even more, from Proposition 1.9, Corollary 4.3 All parastrophic operations of a polynomial binary quasigroup (Zn , ∗), have polynomial representations over the ring (Zn , +, ·).
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the parastrophes of a given polynomial quasigroup. For an arbitrary quasigroup, this problem is of enormous time and memory complexity, and practically insolvable. In the rest of this chapter, using the results from previous chapters, we construct algorithms for ﬁnding the polynomial representation of the parastrophe (Z2w , \), for a given polynomial quasigroup (Z2w , ∗) and analyze their complexity.



4.3



Algorithms for finding the polynomial representation of a parastrophe of a polynomial binary quasigroup



Let P ∈ G2 (Z2w ) and let P deﬁne the binary quasigroup (Z2w , ∗). We use the usual notation for the order of the quasigroup n = 2w . From Theorem 2.6, the maximal degree in one of the variables, that this polynomial can have is μ(2w ) − 1, and the polynomial has a degree μ(2w ). Let s = μ(2w ) − 1. Denote by reduce(P ), the algorithm for reduction of a polynomial to its canonical form. This algorithm, as was shown in Chapter 2, has a complexity O(μ(n)2 ). The correctness of the next algorithm for ﬁnding the parastrophe (Z2w , \), follows directly from Theorem 4.4.



Algorithm P arastrophe(P ): Input → polynomial P over Z2w that deﬁnes a quasigroup Output ← polynomial Ppom over Z2w that deﬁnes the quasigroup parastrophic to the given one Ppom ← P for i = 2 to



w



(2w )!2 2



 Ppom ← Ppom • P



do
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 reduce(Ppom )  if Ppom = e then



return Ppom else  Ppom ← Ppom



end if end for



Note that the complexity of this algorithm is O((n)!n ) regardless the complexity of the algorithm reduce(P ) and the algorithm for performing the operation “•” (their complexity is far smaller). Obviously, this complexity is enormous, making this procedure for ﬁnding the polynomial representation of the parastrophe extremely ineﬃcient.



That is why we will create a diﬀerent algorithm that reduces the problem to solving a system of Diophantine equations modulo 2w .



The polynomial P (x, y) can be written in the form



P (x, y) =



s  s−i 



s−1



αij xi y j +



i=0 j=0



2 



α(2i+1)(s−2i) x2i+1 y s−2i .



i=0



The same can be done for the polynomial P\ (x, y).



P\ (x, y) =



s  s−i  i=0 j=0



s−1



i j



βij x y +



2 



β(2i+1)(s−2i) x2i+1 y s−2i .



i=0



Since we already established that this polynomial exists, this algorithm actually ﬁnds the coeﬃcients βij .
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Ch. 4. Parastrophes of polynomial binary quasigroups From the condition that deﬁnes this parastrophe, P\ (x, P (x, y)) = y,



for every x, y ∈ Z2w , we have s  s−i 



s−1



βij xi P (x, y)j +



i=0 j=0



2 



β(2i+1)(s−2i) x2i+1 P (x, y)s−2i = y, ∀x, y ∈ Z2w .



(4.10)



i=0



(4.10) is a system of 22w equations with Z2w , and it can be rewritten as



(s + 1)(s + 3) unknowns βij over the ring 2



⎧ s−1 s  s−i 2 ⎪   ⎪ ⎪ i j ⎪ β 0 P (0, 0) + β(2i+1)(s−2i) 02i+1 P (0, 0)s−2i = 0 ⎪ ij ⎪ ⎪ ⎪ i=0 j=0 i=0 ⎪ ⎪ ⎪ s−1 ⎪ s s−i 2 ⎪   ⎪ ⎪ i j ⎪ β 0 P (0, 1) + β(2i+1)(s−2i) 02i+1 P (0, 1)s−2i = 1 ⎪ ij ⎪ ⎪ ⎪ i=0 ⎨ i=0 j=0 .. ⎪ ⎪ . ⎪ ⎪ s s−i ⎪ ⎪  ⎪ ⎪ βij (2w − 1)i P (2w − 1, 2w − 1)j + ⎪ ⎪ ⎪ ⎪ i=0 j=0 ⎪ ⎪ s−1 ⎪ ⎪ 2  ⎪ ⎪ ⎪ ⎪ + β(2i+1)(s−2i) (2w − 1)2i+1 P (2w − 1, 2w − 1)s−2i = 2w − 1 ⎩



(4.11)



i=0



Our task, thus, is reduced to solving this system. Rewritten in matrix form, the system is the following.
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⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝



1



P (0, 0)1



P (0, 0)2



...



0s P (0, 0)



1 . . .



P (0, 1)1



P (0, 1)2



...



0s P (0, 1)



1



(2w − 1)0 P (2w − 1, 2w − 1)1 (2w − 1)0 P (2w − 1, 2w − 1)2 . . . (2w − 1)s P (2w − 1, 2w − 1) ⎛ ⎞ ⎞ ⎛ 0 β00 ⎜ ⎟ ⎟ ⎜ ⎜ ⎟ ⎟ ⎜ 1 β01 ⎜ ⎟ ⎟ ⎜ ⎜ ⎟ ⎟ = ·⎜ . . ⎜ ⎟ ⎟ ⎜ . . ⎜ ⎟ ⎟ ⎜ . . ⎝ ⎠ ⎠ ⎝ w w w 2 −1 β2 −1,2 −1
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⎞ ⎟ ⎟ ⎟ ⎟· ⎟ ⎟ ⎠



For better readability, we denote the matrix of the system by A. A standard method for solving this system over the ring Z2w , is by reducing the matrix A to some of the normal forms of matrices, like the Smith or the Hermite normal form. This reduction process is a variant of the Gauss elimination, that allows only elementary unimodular row and column transformations, i.e. permutations, multiplication by units of Z2w , and addition of one row, or column multiplied by a unit, to another. These transformations bring the system to an equivalent one, that is easy to be solved. The Hermite and Smith normal form always exist and are unique. The Hermite matrix is upper triangular, while the Smith matrix, diagonal. Taking into account their wide use, there is a great number of algorithms for their computing. In the implementation of the algorithm for ﬁnding the parastrophe of a quasigroup, the given system is solved by reduction to a Hermite normal form. The algorithm used for reduction is created by Storjohann and Labahn [73]. This algorithm computes the Hermite normal form H of a matrix A ∈ Zn×m of rank m, together with an unimodular matrix U , such that U A = H. The complexity of the algorithm is O∼ (mθ−1 nM(mlog A)) bit operations for computing both matrices H and U . A = maxij |Aij |, M(t) bit operations are required for multiplication of two t bit integer numbers, and θ denotes the exponent for matrix multiplication over a ring: two m × m matrices over the ring R can be multiplied in O(mθ ) ring operations from R. Using standard multiplication, θ = 3, while the best known algorithm of Coppersmith
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and W inograd [10] allows θ = 2.38. The “soft-oh” notation O∼ denotes: for any f, g : Rn → R, f = O∼ (g) if and only if f = O(g · log c g) for some constant c > 0. Note that there are algorithms with similar complexity (Haf ner, M cCurley [21]), but they don’t ﬁnd the matrix U , which is essential for our needs, i.e. for solving a system of linear Diophantine equations. The rank of the matrix A is ∼



(s+1)(s+3) 2 w



)θ−1 22w M( (s+1)(s+3) log(2 O (( (s+1)(s+3) 2 2 ∼ 4 2 2



so the complexity in this case is



− 1))), so the complexity is less than



O (s n M(s log n)).



Note that, before applying the algorithm for solving the system 4.10, the polynomial P (x, y) has to be evaluated for all x, y ∈ Z2w . Using the Horner schema it can be done in 2w (s + 1)(s + 2)M(w) = n(s + 1)(s + 2)M(log n) bit operations. What is left in the end, is solving a system of simple linear equations over the ring, which can be done, for example, by using Hensel lifting. The described algorithm is implemented in M athematica 6.0 and is used for ﬁnding the parastrophes of the polynomial quasigroups in the next few examples. The source code of the implementation is given in Appendix A. Example 4.1 Let P (x, y) = 2 + x + 3y + 2x2 y + 2x3 y be a polynomial over the ring Z22 . After the reduction, this polynomial is transformed to its canonical form P (x, y) = 2 + x + 3y. P (x, y) deﬁnes the quasigroup (Z22 , ∗) given in Table 4.1. ∗ 0 1 2 3



0 2 3 0 1



1 1 2 3 0



2 0 1 2 3



3 3 0 1 2



Table 4.1: The quasigroup (Z22 , ∗) The polynomial that deﬁnes the parastrophic operation is P\ (x, y) = 2 + x +
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y + 2y 3 with canonical form P\ (x, y) = 2 + x + 3y. This means that the quasigroup (Z22 , ∗) is parastrophic to itself. Example 4.2 Let P (x, y) = 3 + 5x + 7y + 2xy 2 + 4x3 y 3 be a polynomial over the ring Z23 . After the reduction, this polynomial is transformed to its canonical form P (x, y) = 3 + 5x + 7y + 4xy + 2xy 2 . P (x, y) deﬁnes the quasigroup (Z23 , ∗) from Table 4.2. ∗ 0 1 2 3 4 5 6 7



0 3 0 5 2 7 4 1 6



1 2 5 0 3 6 1 4 7



2 1 6 3 0 5 2 7 4



3 0 3 6 1 4 7 2 5



4 7 4 1 6 3 0 5 2



5 6 1 4 7 2 5 0 3



6 5 2 7 4 1 6 3 0



7 4 7 2 5 0 3 6 1



Table 4.2: The quasigroup (Z23 , ∗) \ 0 1 2 3 4 5 6 7



0 3 0 1 2 7 4 5 6



1 2 5 4 3 6 1 0 7



2 1 6 7 0 5 2 3 4



3 0 3 2 1 4 7 6 5



4 7 4 5 6 3 0 1 2



5 6 1 0 7 2 5 4 3



6 5 2 3 4 1 6 7 0



7 4 7 6 5 0 3 2 1



Table 4.3: The quasigroup (Z23 , \) The polynomial that deﬁnes the parastrophic operation is P\ (x, y) = 3 + 3x + 2x3 + 3y + 2x3 y 2 + 4y 3 + 2xy 3 + 2x3 y 3 with canonical form P\ (x, y) = 3 + 3x + 2x3 + 7y + 4xy + 2xy 2 . The parastrophic
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quasigroup is given in Table 4.3. Example 4.3 The polynomial P (x, y) = x+2x3 +y over the ring Z25 is in its canonical for and it deﬁnes the quasigroup (Z25 , ∗). The polynomial P\ (x, y) = 7x + 22x7 + y with canonical form P\ (x, y) = 15x + 14x3 + y, deﬁnes the parastrophic quasigroup (Z25 , \). The Cayley tables of these quasigroups are not given because of their size. Example 4.4 Let P (x, y) = 5 + 11x + 4x4 + y + 7x3 y 3 + 9x3 y 5 be a polynomial over the ring Z24 , with canonical form P (x, y) = 5 + 11x + 4x2 + y + 8xy + 7xy 3 + xy 5 . P\ (x, y) = 11 + x + 2x2 + 6x4 + 8x5 + y + x5 y 3 + 2x4 y 4 + 6x5 y 4 + 2x2 y 5 + x3 y 5 + 12x5 y 5 has a canonical form P\ (x, y) = 11 + 13x + 4x3 + y + 4xy + 3x3y + x5 y + 4xy 2 + 2x2 y 2 + 2x3 y 2 + 3xy 3 + 2x2 y 3 + 2x3 y 3 + xy 5 . The Cayley tables of the quasigroups (Z24 , ∗) and (Z24 , \) are given in Table 4.4 and Table 4.5. ∗ 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15



0 5 4 11 10 1 0 7 6 13 12 3 2 9 8 15 14



1 6 5 12 11 2 1 8 7 14 13 4 3 10 9 0 15



2 7 14 13 4 3 10 9 0 15 6 5 12 11 2 1 8



3 8 15 14 5 4 11 10 1 0 7 6 13 12 3 2 9



4 9 8 15 14 5 4 11 10 1 0 7 6 13 12 3 2



5 10 1 0 7 6 13 12 3 2 9 8 15 14 5 4 11



6 11 2 1 8 7 14 13 4 3 10 9 0 15 6 5 12



7 12 11 2 1 8 7 14 13 4 3 10 9 0 15 6 5



8 13 12 3 2 9 8 15 14 5 4 11 10 1 0 7 6



9 14 13 4 3 10 9 0 15 6 5 12 11 2 1 8 7



10 15 6 5 12 11 2 1 8 7 14 13 4 3 10 9 0



Table 4.4: The quasigroup (Z24 , ∗)



11 0 7 6 13 12 3 2 9 8 15 14 5 4 11 10 1



12 1 0 7 6 13 12 3 2 9 8 15 14 5 4 11 10



13 2 9 8 15 14 5 4 11 10 1 0 7 6 13 12 3



14 3 10 9 0 15 6 5 12 11 2 1 8 7 14 13 4



15 4 3 10 9 0 15 6 5 12 11 2 1 8 7 14 13



Algorithms for ﬁnding the polynomial representation of a parastrophe \ 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15



0 11 12 5 14 15 0 9 2 3 4 13 6 7 8 1 10



1 12 5 6 7 0 1 10 3 4 13 14 15 8 9 2 11



2 13 6 7 8 1 10 11 12 5 14 15 0 9 2 3 4



3 14 15 8 9 2 11 12 5 6 7 0 1 10 3 4 13



4 15 0 9 2 3 4 13 6 7 8 1 10 11 12 5 14



5 0 1 10 3 4 13 14 15 8 9 2 11 12 5 6 7



6 1 10 11 12 5 14 15 0 9 2 3 4 13 6 7 8



7 2 11 12 5 6 7 0 1 10 3 4 13 14 15 8 9



8 3 4 13 6 7 8 1 10 11 12 5 14 15 0 9 2



9 4 13 14 15 8 9 2 11 12 5 6 7 0 1 10 3



10 5 14 15 0 9 2 3 4 13 6 7 8 1 10 11 12



11 6 7 0 1 10 3 4 13 14 15 8 9 2 11 12 5



12 7 8 1 10 11 12 5 14 15 0 9 2 3 4 13 6



87 13 8 9 2 11 12 5 6 7 0 1 10 3 4 13 14 15



14 9 2 3 4 13 6 7 8 1 10 11 12 5 14 15 0



15 10 3 4 13 14 15 8 9 2 11 12 5 6 7 0 1



Table 4.5: The quasigroup (Z24 , \) Example 4.5 Let P (x, y) = 3 + x + 6x7 + y + 2x2 y + 4x3 y 2 + 12xy 5 be a polynomial over the ring Z25 . This polynomial is transformed to its canonical form P (x, y) = 3 + 25x + 14x3 + y + 2x2 y + 4x3 y 2 + 12xy 3 . P (x, y) deﬁnes the quasigroup (Z25 , ∗) whose Cayley table is not given because of its size. The polynomial P\ (x, y) = 29 + 3x + 2x2 + 2x3 + 8x6 + 22x7 + y + 2x6 y + x3 y 6 + 4x6 y 6 + 7x7 y 6 + 4xy 7 + 2x2 y 7 + x3 y 7 + 14x6 y 7 + 23x7 with canonical form P\ (x, y) = 29 + 27x + 10x2 + y + 28xy + 2x2 y + 12x3 y + 4xy 2 + 4x2 y 2 + 4x3 y 2 + 4xy 3 , deﬁnes the parastrophic quasigroup (Z25 , \).
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Chapter 5 On some classes of quasigroups similar to the polynomial quasigroups



One of the basic motives for studying quasigroups that can be deﬁned by polynomials, is their simple representation and ability for fast manipulation with them. Still, functions that run fastest on all computer systems, are those that are represented in a vector valued Boolean form. Thus, the next challenge is to ﬁnd this form of the polynomial quasigroups. This, last chapter contains the results of this research. Also, few methods for construction of new quasigroups from already known, are presented. The ﬁrst part, investigates an interesting subset of the permutation polynomial functions over Z2w .



5.1



Permutation polynomial functions on the set of units of Z2w Let Qw = {1, 3, . . . , 2w − 1}. Qw is a subset of the multiplicative semigroup



(Z2w , ·). It can be easily noticed that Qw is precisely the group of units of Z2w . The structure of the abelian group Qw is given by the following result. 89
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Proposition 5.1 [43] Let w ≥ 3. Then (Qw , ·) ∼ = Z2 × Z2w−2 . Even more, Qw is generated by −1 and 5, the order of −1 is 2, and the order of 5 is 2



w−2



.



Proof The subset Fw ⊆ Qw of numbers of the form 4k + 1 forms a subset of index 2 w−2



in Qw . Since 5 ∈ Fw , we have 52



5



2w−3



= 1 in Qw . On the other hand, 2w−3



= (4 + 1)



=



w−3 2







i=0



 2w−3 2i 2 . i



The highest power  w−3of  2 dividing i! is i/2 + i/4 + · · · < i/2 + i/4 + · · · = i. So, each 2 of the terms 22i is divisible by 2w−3+2i−(i−1) = 2w−2+i and we have i w−3



52 w−3



From this, 52



≡ 1 + 2w−3 · 22 ≡ 2w−1 + 1



(mod 2w ).



= 1 in Qw , so the order of 5 is 2w−2 , and Fw is a cyclic group



generated by 5. The order of -1 is clearly 2. Since -1 is not in Fw (it is of the form 4k + 3) we have that Qw = −1 × 5 = Z2 × Z2w−2 .







Corollary 5.1 [43] Let w ≥ 3. The order of every a ∈ Qw divides 2w−2 .







Note that, if w = 2, then 5 = 1 is the identity element of Qw , and thus Q2 = Z2 = −1, and when w = 1, both −1 and 5 are trivial and Q1 = 1. The question that arises is whether for a large w and a ∈ Qw , the inverse element a−1 can be eﬀectively found. From the structure of the group, it is clear that a is of the form a = (−1)i · 5j , for some i ∈ {0, 1}, j ∈ {0, 1, . . . , 2w−2 − 1}, therefore, the inverse element in Qw is a−1 = (−1)i · 52



w−2



−j



.
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However, this requires representing a in the form a = (−1)i · 5j . It is quite easy to ﬁnd i. Indeed, i = 0 when a is of the form 4k + 1, and i = 1 otherwise. But, to determine j we need to solve a discrete logarithm problem of the type 5x = a (mod 2w ). This apparent diﬃcult task can be sidestepped, if we calculate the inverse element using Hensel lifting (also known as N ewton − Hensel lifting, [4, Gl. 7], [28]).



Description of the Hensel lifting: The idea is to use binary representation of the integers modulo 2w . Given r ∈ Z2w , its binary representation is rw−1 rw−2 . . . r1 r0 , where rj ∈ {0, 1} is the (j + 1)−th bit of r. Similarly, the binary representation of the variable x is given by xw−1 xw−2 . . . x1 x0 , where xj are bit variables. Now, let r be a root of the polynomial P (x). Then P (x) = (x − r)S(x) for some polynomial S(x). The equality P (x) = (x − r)S(x) in the ring Z2k , where k < w, is the following: P (xk−1 . . . x1 x0 ) = (xk−1 . . . x1 x0 − rk−1 . . . r1 r0 )S(xk−1 . . . x1 x0 ). This equality shows that if we want to ﬁnd the k signiﬁcant bits of the root r of P (x), we need to consider the equation P (x) = 0 in the ring Z2k . One variant of the Hensel lifting algorithm for ﬁnding a root of P (x) is the following:



Step 1: Determine a bit r0 such that P (r0 ) = 0 in Z2 . This can be accomplished simply by checking if P (0) = 0 or P (1) = 0 (or both!) in Z2 . Let the bits r0 , . . . , rk−1 be already chosen in Step 1 - Step k.
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Ch. 5. Quasigroups similar to the polynomial quasigroups Step k + 1: Determine a bit rk such that P (rk rk−1 . . . r0 ) = 0 in Z2k+1 .



Since the bits r0 , . . . , rk−1 are already known, this can be done by checking whether P (0rk−1 . . . r0 ) = 0 or P (1rk−1 . . . r0 ) = 0 (or both) in Z2k+1 . The algorithm stops after Step w.



In order to ﬁnd all the roots of a polynomial, all the branches of the algorithm must be passed. (Whenever both 0 and 1 are a good choice, both the choices must be followed, and whenever neither 0 nor 1 are a good choice, that branch of the search should be discarded.)



Now, given a ∈ Q, the root of the polynomial ax − 1 is the inverse of a. In this case, the above algorithm has a polynomial complexity in w, since the polynomial has only one root, and the above algorithm will produce the unique correct bit of a−1 at each step (there is no branching).



Next, we characterize the polynomial functions over Qw , i.e. the polynomial functions p : Qdw → Qw induced by polynomials P (x1 , x2 , . . . , xd ) ∈ Z2w [x1 , x2 , . . . , xd ] such that p(Qdw ) ⊆ Qw . Denote by Pwd , the subset of Z2w [x1 , x2 , . . . , xd ] containing the polynomials that induce polynomial functions on Qw , and by P Fwd the subset of Gd (Z2w ) containing polynomial functions on Qw . Again, let w ≥ 2. (As we already mentioned, Q1 is trivial.) First, we determine Pwd .



Proposition 5.2 [43] Let P (x1 , x2 , . . . , xd ) =



 i1 ,i2 ,...,id



ai1 ,i2 ,...,id xi11 xi22 · · · xidd be a



polynomial from Z2w [x1 , x2 , . . . , xd ]. Then P (x1 , x2 , . . . , xd ) is in Pwd if and only if the  sum of the coeﬃcients i1 ,i2 ,...,id ai1 ,i2 ,...,id is odd, which, in turn, is equivalent to the condition that P (1, 1, . . . , 1) is odd.
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Proof For every odd number a, all the powers ai are odd as well. So, the parity of  P (x1 , x2 , . . . , xd ) = i1 ,i2 ,...,id ai1 ,i2 ,...,id xi11 xi22 · · · xidd for x1 , x2 , . . . , xd ∈ Qw is equal  to the parity of i1 ,i2 ,...,id ai1 ,i2 ,...,id .  As we already established by Theorem 2.3, every polyfunction f ∈ Gd (Z2w ) has a unique representation of the form f (x ) ≡







αk x k ,



k ∈ Nd 0



ν2 (k !)< w



  where αk ∈ 0, 1, . . . , 2w−ν2 (k !) − 1 . For exactly half of these functions, the sum of the coeﬃcients is odd, thus follows the next proposition, as a direct consequence of Corollary 2.2. Proposition 5.3 The number of polyfunctions in P Fwd is given by:   w 



|Gd (Z2w )|



d i



P F = = exp2 μd (2 ) − 1 w 2 i=1  Some polynomial functions on Qw are permutations on Qw . We characterize them by the following propositions. Proposition 5.4 [43] Let P (x) = a0 + a1 x + · · · + ad xd be a polynomial on Pw . Then P (x) is a permutation polynomial if and only if the sum of the odd indexed coeﬃcients a1 + a3 + a5 + · · · is odd. Proof Let a, b ∈ Qw . We have P (a) − P (b) = a1 (a − b) + a2 (a2 − b2 ) + · · · + ad (ad − bd ) = = (a − b)(a1 A1 + a2 A2 + · · · + ad Ad ),
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where A1 = 1 and Ai = ai−1 + ai−2 b + · · · + abi−2 + bi−1 , for i ≥ 2. Ai is even if and only if i is even. It follows that, a1 A1 + a2 A2 + · · · + ad Ad is odd if and only if a1 + a3 + a5 + · · · is odd as well. If a1 + a3 + a5 + · · · is even, then (a − b)(a1 A1 + a2 A2 + · · · + ad Ad ) ≡ 0 (mod 2w ), for a = 2w−1 + 1, b = 1. So, for this choice of a and b, p(a) = p(b) hence, P is not a permutation on Qw . If a1 + a3 + a5 + · · · is odd, then (a − b)(a1 A1 + a2 A2 + · · · + ad Ad ) ≡ 0 (mod 2 ) if and only if a − b ≡ 0 (mod 2w ), i.e., a = b in Qw . Therefore, in this case w







P is a permutation.



Since, half of the polynomials in P Fw have odd sum of the odd indexed coefﬁcients, we have the following proposition. Proposition 5.5 The number of polynomial functions in P Fw that are permutations is given by: |G(Z2w )| |P Fw | = = exp2 2 22







w 



 μ(2 ) − 2 i



i=1



 Example 5.1 Polyfunctions in Pw of degree at most 3 that are permutations, are of the form a0 + a1 x + a2 x2 + a3 x3 , where a1 + a3 is odd, a0 + a2 is even, 0 ≤ a0 ≤ 2w − 1, 0 ≤ a1 ≤ 2w−1 − 1, 0 ≤ a2 ≤ 2w−3 − 1, and 0 ≤ a3 ≤ 2w−4 − 1. Consider now the functions from the set Pw , in their polynomial canonical form. Beside the standard operation composition of functions, here, we can deﬁne another operation of multiplication in the following way: Let p, q ∈ Pw /∼ be polynomials in their canonical form P (x), Q(x). Let p(x) · q(x) be a polyfunction induced by the polynomial P (x)Q(x). Proposition 5.6 [43] The set (Pw /∼ , ·) is a ﬁnite 2-group.
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Proof The set Pw /∼ is closed under the operation “·”. Indeed, if P (x), Q(x) ∈ Pw then the sum of the coeﬃcient of both polynomials is odd, i.e. p(1) and q(1) are odd, therefore p(1)q(1) is odd too. This means that the sum of the coeﬃcients of P (x)Q(x) is odd too. Also, associativity holds, and the identity element is 1. w−2



From Corollary 5.1, for every a ∈ Qw we have that a2 2w−2



every polynomial P (x) from Pw , the polynomial P (x)



= 1 in Qw . So, for



is functionally equivalent



to 1. Thus, every p ∈ Pw /∼ has a multiplicative inverse.







In order to avoid confusion, we denote the inverse of a polynomial in a canonical form P (x) under multiplication by



1 P (x) .



Note that the set of permutation polynomials in a canonical form, that induce permutations on Qw , is not closed under multiplication. Indeed, P (x) = 2 + x is a permutation polynomial on Qw , but P (x)2 = 4 + 4x + x2 is not. 1 1 = 2 + x in P3 /∼ , = 3 + 3x + x2 in P4 /∼ , and 2+x 4 + 3x 1 = 4 + 7x + 2x2 in P5 /∼ . 31 + 2x + 2x2 + x3 + x4



Example 5.2



5.2



T - functions In this thesis, up until now, we investigated permutations and quasigroup op-



erations that can be represented by polynomial functions over Z2w , i.e. by using only the arithmetic operations of addition and multiplication. But, in practice, for creation of functions with the desired properties, other kinds of operations can be used, most often boolean operations like “∧” (“and”), “∨” (“or”), “⊕” (exclusive “or”), “>>” (“shift”), that are combined with the arithmetic operations. One of the most interesting properties of such functions is their invertibility, and establishing the conditions for
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them to be invertible, i.e. permutations. From this aspect, the polynomial functions are completely characterized (Rivest [57]). Such general characterization of functions that include boolean operations has not been done yet, but there are several diﬀerent methods for successful construction of invertible functions, and test for determining whether a given function is invertible. One of this methods includes the so called T functions, deﬁned by Klimov and Shamir [29]. First, we give a few notations and deﬁnitions.



Let x ∈ Z2w . We use the same symbol x for denoting the w-bit vector w−1  ([x]w−1 , [x]w−2 , . . . , [x]0 ) ∈ Zw 2i [x]i . 2 , with the usual conversion x ↔ i=0



→ Zl×w and x = (xm−1 , xm−2 , . . . , x1 , x0 ) is a m-coordinate If f : Zm×w 2 2 vector of w-bit words. Let [x]j,i denote the i-th bit of xj , and let [f (x)]j,i denote the i-th bit of the component j of f (x). If l = 1, then f (x) has only one component, so the i-th bit will be [f (x)]i . The basic operations that are allowed in our construction, are the following arithmetic and boolean operations: Definition 5.1 Let x and y be w-bit variables. → Zw The function φ : Zk×w 2 is called primitive function if: 2 1. k = 1 and φ(x) is one the operations negation: φ(x) = −x (mod 2w ), or complement: [φ(x)]i = [x]i ; 2. k = 2 and φ(x, y) is one the operations addition: φ(x, y) = x + y (mod 2 ), subtraction: φ(x, y) = x − y (mod 2w ), multiplication: φ(x, y) = x · y w



(mod 2w ), exclusive “or”: [φ(x, y)]i = [x]i ⊕ [y]i , “and”: [φ(x, y)]i = [x]i ∧ [y]i , “or”: [φ(x, y)]i = [x]i ∨ [y]i . Note that left shift is allowed (since it is equivalent to multiplication by a power of 2), but right shift and circular rotations are not, even though they are present as
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basic machine instructions in most microprocessors. → Zl×w . f is called T - function, if for every x ∈ Definition 5.2 Let f : Zm×w 2 2 , [f (x)]j,k depends only on the rightmost k + 1 bits of each component of x, for Zm×w 2 every j ∈ {0, 1, . . . , m − 1}. Proposition 5.7 All primitive functions are T - functions. Proof Addition of two numbers modulo 2w , f (x, y) = x+y (mod 2w ), is T - function. Indeed, the rightmost bit of the result [f (x, y)]0 , depends only on the rightmost bits of the operands: [f (x, y)]0 = [x]0 ⊕ [y]0 . The second bit depends on the ﬁrst and second bits of the operands: [f (x, y)]1 = [x]1 ⊕ [y]1 ⊕ α0 , where α0 is the carry into the second bit position which is deﬁned by the least signiﬁcant bits of the operands. The same holds for the rest of the bits. To calculate the k - th bit of the result, it suﬃces to know only the 0, 1, . . . , k - th bits of the operands. In a similar manner we establish that the same holds for subtraction, multiplication, “and”, “or”, exclusive “or”, negation, complement, i.e, all primitive functions are T - functions.







Note that the excluded operations of right shift and circular rotations are not T - functions. Also, composition of two T - functions is again a T - function, and thus every is also a T - function. sequence of T - functions applied to x ∈ Zm×w 2 w Theorem 5.1 [49] Let v : Zw 2 → Z2 be a T - function.



Then f (x) = c + x + 2v(x) (mod 2w ) is a permutation, where c ∈ Zw 2. f (x) is also a T - function. Proof Since Zw 2 is ﬁnite, it is enough to show that f (x) is injection. Let f (x) = f (y). We use induction by i, where i is the i-th bit of x and y.
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Ch. 5. Quasigroups similar to the polynomial quasigroups Let i = 0. We need to show that [x]0 = [y]0 . We have: [f (x)]0



= [c + x + 2v(x)]0 = = [c]0 ⊕ [x]0 ⊕ [2v(x)]0 = [c]0 ⊕ [x]0 ⊕ [v(x)]0 ⊕ [v(x)]0 = [c]0 ⊕ [x]0 ,



and [f (y)]0



=



[c + y + 2v(y)]0 =



=



[c]0 ⊕ [y]0 ⊕ [2v(y)]0 = [c]0 ⊕ [y]0 ⊕ [v(y)]0 ⊕ [v(y)]0



=



[c]0 ⊕ [y]0 ,



so clearly [x]0 = [y]0 . Inductive step: Let [x]j = [y]j for j = 1, . . . , i − 1, i < w. We show that [x]i = [y]i . We have [f (x)]i = [c + x + 2v(x)]i = [c]i ⊕ [x]i ⊕ [2v(x)]i ⊕ α(x)i−1 , where α(x)i−1 is the carry from applying f (x) to the previous bits. Now, since in a system of base 2, multiplication by 2 simply shifts the bits to the left, [f (x)]i = [c]i ⊕ [x]i ⊕ [v(x)]i−1 ⊕ α(x)i−1 . Similarly, [f (y)]i = [c]i ⊕ [y]i ⊕ [v(y)]i−1 ⊕ α(y)i−1 . Since v is a T - function, [v(x)]i−1 = [v(y)]i−1 . ([v(x)]i−1 depends only on [x]j , j = 0, . . . , i − 1; Also, [v(y)]i−1 depends only on [y]j , j = 0, . . . , i − 1; and from the inductive hypothesis, [x]j = [y]j , j = 0, . . . , i − 1.) In a similar manner we conclude that α(x)i−1 = α(y)i−1 , therefore [x]i = [y]i . Finally, we have that x = y, hence f (x) is a permutation. From the proof
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itself, we also see that f (x) is a T - function.







Now, let’s see how we can deﬁne quasigroups based on T - functions. Proposition 5.8 [49] Let Q = Zw 2 , and let v : Q × Q → Q be a T - function. We deﬁne an operation ” ◦ ” on Q by x ◦ y = c + (x + y) + 2v(x, y) (mod 2w ), where c ∈ Q. Then the groupoid (Q, ◦) is a quasigroup. Proof Since Q is ﬁnite, it is enough to show that La (x) = a ◦ x and Ra (x) = x ◦ a are permutations for all a ∈ Q. Let a ∈ Q. Then La (x) = a ◦ x = =



c + (a + x) + 2v(a, x) = (c + a) + x + 2v(a, x).



Since v(x, y) is a T - function, if we ﬁx one of the variables, we get a T - function in one variable. So, La (x) has the form of a permutation T - function. Also, Ra (x) is a permutation T - function. Hence, (Q, ◦) is a quasigroup. Example 5.3 Let v : Z32 × Z32 → Z32 be given by: v(x, y) = x2 y + 3(x ∨ y). Let c = (1, 0, 1) ∈ Z32 . We deﬁne a quasigroup operation by x ◦ y = c + (x + y) + 2v(x, y) = 5 + x + y + 2x2 y + 6(x ∨ y). The quasigroup has the Cayley table given in Table 5.1.
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Ch. 5. Quasigroups similar to the polynomial quasigroups ◦ 0 1 2 3 4 5 6 7



0 5 4 3 2 1 0 7 6



1 4 7 2 5 0 3 6 1



2 3 6 5 0 7 2 1 4



3 2 1 4 3 6 5 0 7



4 1 0 7 6 5 4 3 2



5 0 3 6 1 4 7 2 5



6 7 2 1 4 3 6 5 0



7 6 5 0 7 2 1 4 3



Table 5.1: The quasigroup (Q, ◦) created by the T - function v(x, y) The last example reveals a property, common for all quasigroups created from T - functions in the above way. Proposition 5.9 If (Q, ◦) is a quasigroup created from a T - function v(x, y) as in Proposition 5.8, then for every x, y ∈ Q the parity of x ◦ y is diﬀerent from the parity of x ◦ (y + 1) and (x + 1) ◦ y. Proof Clearly, from x ◦ (y + 1) = c + x + y + 1 + 2v(x, (y + 1)) it follows that the parity of x ◦ y is diﬀerent from the parity of x ◦ (y + 1). The same is true for the parity of x ◦ y and (x + 1) ◦ y.



5.3







Permutation polynomials as vector valued boolean functions The characterization of the polynomial permutations and the polynomial quasi-



groups made by Rivest, as well as the construction using T - functions from the previous section, enable us to create with ease a vast number of permutations and quasigroups, that can afterwards be investigated for suitable properties for use. One
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of the main reasons why we need such constructions is of course to avoid storing of the quasigroups as matrices, and to be able to calculate the quasigroup operation fast and easy, i.e. to use the resources of the system as eﬀectively as possible. Nevertheless, the operations used, addition and multiplication modulo 2w , require much greater processor time than for example simple boolean bit operations. In this, and in the next section, we make a complete characterization of the permutation polynomials and the polynomial quasigroups as vector valued boolean functions in their unique ANF form. We also deﬁne a wider class of quasigroups with the same boolean form as the polynomial quasigroups. r Let w ≥ r ≥ 1, and let f : Zw 2 → Z2 be a vector valued boolean function.



f can be represented as an r-tiple of boolean functions f = (f (r−1) , f (r−2) , . . . , f (0) ), where f (s) : Zw 2 → Z2 , s = 0, . . . , r − 1, and f (s) (x) = [f (x)]s . The boolean function f (s) (xw−1 , . . . , x0 ) can be represented by its Algebraic Normal Form (ANF) as a polynomial in w variables x0 , . . . , xw−1 of the form f (s) (xw−1 , . . . , x0 ) =







j



w−1 aj xw−1 . . . xj11 xj00 ,



j=(jw−1 ,...,j0 )∈Zw 2



where aj ∈ Z2 . The algebraic degree of a boolean function f is the number of variables in the longest term of the ANF form of f . If deg(f ) ≤ 1, then f is called aﬃne function. An aﬃne function without the constant term a0 , (a0 = 0) is called linear function. One of the most important properties of the boolean functions concerning application in cryptography is their linearity, hence the many tests for measuring the “degree” of nonlinearity of functions satisfying other important criteria. A boolean function, besides the representation in ANF form, can be repre-
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sented by its truth table. The Hamming weight of a boolean function f , denoted by WH (f ) is the number of ones in its truth table. We say that a boolean function is balanced, if there is an equal number of ones and zeros in its truth table. Let f : Z2w → Z2w . We associate f a vector valued boolean function fb : Zw 2 → (w−1)



Zw 2 , such that fb = (fb



(w−2)



, fb



(0)



(s)



, . . . , fb ), where fb



: Zw 2 → Z2 , s = 0, . . . , w − 1,



in the following manner: If x = ([x]w−1 , . . . , [x]0 ) and f (x) = ([f (x)]w−1 , . . . , [f (x)]0 ) are the binary representations of x and f (x) respectively, deﬁne (s)



fb (x) = [f (x)]s . This association is a bijection, so we can consider the function fb as the vector valued boolean representation of f . From the previous section, we have the next proposition: Proposition 5.10 Every polynomial p over Z2w is a T - function. The ANF form of the vector valued boolean representation of p is: (w−1)



w pb : Zw 2 → Z2 , pb = (pb



where, for every s = 0, . . . , w − 1,



(w−2)



, pb







(s)



pb (xw−1 , . . . , x0 ) =



(0)



, . . . , pb ),



aj xjss . . . xj11 xj00 .



j=(js ,...,j0 )∈Zs+1 2



 As a direct consequence of Lemma 3.3, we have: Lemma 5.1 Let p be a permutation polynomial over Z2w with vector valued boolean (w−1)



representation pb = (pb



(w−2)



, pb



(0)



, . . . , pb ). Then, for every m = 0, . . . , w − 1, (m)



(pb )|m = (pb



(m−1)



, pb



(0)



, . . . , pb )
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is a representation of a permutation polynomial over Z2m .







We will call the vector valued boolean representation pb of the permutation polynomial p, permutation boolean T - function. For simplicity, from now on, we will denote it also, just by p. Lemma 5.2 Let p be a permutation boolean T - function over Zw 2 , w ≥ 1. Then, for every s = 0, . . . , w − 1, ⎛ xs ⊕ ⎝



p(s) (xw−1 , . . . , x0 ) =



⎞







js−1 aj xs−1



. . . xj11 xj00 ⎠ .



j=(js−1 ,...,j0 )∈Zs2



Proof Since p is a T -function, for every s = 0, . . . , w − 1, 



p(s) (xw−1 , . . . , x0 ) =



j



s−1 aj xs−1 . . . xj11 xj00 ⊕



j=(js−1 ,...,j0 )∈Zs2



⎛



⊕



xs ⎝



⎞







s−1 bj xs−1 . . . xj11 xj00 ⎠ =



j



j=(js−1 ,...,j0 )∈Zs2



⎛



=



xs · Bs ⊕ ⎝







⎞ s−1 aj xs−1 . . . xj11 xj00 ⎠ .



j



j=(js−1 ,...,j0 )∈Zs2



We show that Bs ≡ 1 for every s = 0, . . . , w − 1. Suppose there is some s1 ∈ {0, . . . , w − 1} such that Bs1 ≡ 1. This means that there is a s1 -tiple of bits αs1 −1 , . . . , α0  such that Bs1 = 0. But then p|s1 (0, αs1 −1 , . . . , α0 ) = p|s1 (1, αs1 −1 , . . . , α0 ) i.e. p|s1 is not a permutation, which contradicts Lemma 5.1. Therefore, Bs ≡ 1 for every s = 0, . . . , w − 1.







The next result, in a rather diﬀerent form, can be found in [1]. Here, we give a diﬀerent, much simpler proof. Lemma 5.3 Let f = (f (w−1) , f (w−2) , . . . , f (0) ) be a boolean function over Zw 2 . f is a
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permutation if and only if every nonzero linear combination aw−1 f (w−1) ⊕aw−2 f (w−2) ⊕ · · · ⊕ a0 f (0) is a balanced boolean function. Proof Let f be a permutation. Then, each of the f (w−1) , f (w−2) , . . . , f (0) is balanced (the i-th bit of exactly half of the elements of Zw 2 is 0, and of the other half is 1). Consider an arbitrary linear combination with exactly two nonzero coeﬃcients, f



(i)



⊕f



(j)



. The couple (f (i) , f (j) ) is (0, 0) for exactly quarter of the elements of Zw 2,



for exactly quarter, it is (0, 1), for quarter it is (1, 0), and for quarter, it is (1, 1). Therefore, f (i) ⊕ f (j) for exactly half of the elements of Zw 2 is 0, and for half, it is 1, i.e. it is a balanced function. If we continue in the same manner for an arbitrary linear combination of three, four, and so on, w functions from f (w−1) , f (w−2) , . . . , f (0) , we can establish that it is balanced as well. Conversely, let every nonzero linear combination of f (w−1) , f (w−2) , . . . , f (0) be balanced. This means that each of f (w−1) , f (w−2) , . . . , f (0) is balanced. But, since the linear combination f (w−1) ⊕ f (w−2) is balanced too, the couple (f (w−1) , f (w−2) ) must be (0, 0) for exactly quarter of the elements of Zw 2 , it must be (0, 1) also for exactly quarter of the elements of Zw 2 , (1, 0) for exactly quarter, and (1, 1) for exactly quarter. Now, since f (w−1) ⊕ f (w−2) ⊕ f (w−3) is balanced, the triplet (f (w−1) , f (w−2) , f (w−3) ) has each of the values (0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0), (1, 1, 1), for exactly 1/8 of the elements of Zw 2 , and so on. In this manner, all the elements of Zw 2 are exhausted, which means that f is a surjection, 



and since Zw 2 is ﬁnite, f is a permutation.



(w−1) (w−2) Theorem 5.2 A boolean function over Zw ,p , . . . , p(0) ) 2 of the form p = (p



where for every s = 0, . . . , w − 1 ⎛ p(s) (xw−1 , . . . , x0 )



= xs ⊕ ⎝







j=(js−1 ,...,j0 )∈Zs2



is a permutation.



⎞ s−1 bj xs−1 . . . xj11 xj00 ⎠ ,



j



(5.1)
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Proof Let aw−1 p(w−1) ⊕ aw−2 p(w−2) ⊕ · · · ⊕ a0 p(0) be an arbitrary nonzero linear combination of the coordinates of p, and let m be the highest index such that am = 1. Then ⎛ aw−1 p(w−1) ⊕ aw−2 p(w−2) ⊕ · · ·⊕ a0 p(0) = xm ⊕ ⎝







⎞ m−1 βj xm−1 . . . xj11 xj00 ⎠ .



j



j=(jm−1 ,...,j0 )∈Zm 2



For each variation of the bits xw−1 , . . . , xm+1 , xm−1 , . . . , x1 , x0 , the bit xm can be 0 or 1, so the last sum, for exactly half of the elements of Zw 2 is 0 and for the other half it is 1. Therefore, aw−1 p(w−1) ⊕aw−2 p(w−2) ⊕· · ·⊕a0 p(0) is balanced, so from Lemma 5.3, we get that p is a permutation.







From this theorem and Proposition 5.10 we have the next corollary. Corollary 5.2 Every permutation polynomial over Z2w has a vector valued boolean representation of the form (5.1).







Next, we present a few useful properties of the boolean permutations from [78]. They can eﬀectively be used for construction of new boolean permutations from already known boolean permutations. Proposition 5.11 Let p = (p(w−1) , p(w−2) , . . . , p(0) ) be a boolean permutation over Zw 2 , and let σw be a permutation on the set {0, 1, . . . , w − 1}. Then σw (p) = (pσw (w−1) , pσw (w−2) , . . . , pσw (0) ) e also a boolean permutation. Proof Directly follows from Lemma 5.3. This result can be generalized as follows.
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Proposition 5.12 Let p = (p(w−1) , p(w−2) , . . . , p(0) ) be boolean permutation over Zw 2, let D = (dij ) be a w × w binary matrix and let c = (cw−1 , . . . , c0 ) ∈ Zw 2 . Then pD ⊕ c =



w−1 



di,0 p



(i)



⊕ cw−1 ,



i=0



w−1 



di,1 p



(i)



⊕ cw−2 , . . . ,



i=0



w−1 



 di,w−1 p



(i)



⊕ c0



i=0



is a boolean permutation if and only if D is nonsingular. Proof It can be established rather easy that p = (p(w−1) , p(w−2) , . . . , p(0) ) is a boolean permutation if and only if for every vector α = (aw−1 , . . . , a0 ), p ⊕ α = (p(w−1) ⊕ aw−1 , p(w−2) ⊕ aw−2 , . . . , p(0) ⊕ a0 ) is also a boolean permutation. Thus, it is enough to prove the case when c = 0. Let D be a singular matrix. Then, there is a nonzero vector b = (bw−1 , . . . , b0 ) such that DbT = 0, and (p(w−1) , p(w−2) , . . . , p(0) )DbT =



w−1 



bw−1−j



j=0



w−1 



p(w−1−i) dij = 0.



i=0



So, the linear combination of the components of pD with coeﬃcients b is zero, and not a balanced boolean function. Hence pD is not a boolean permutation. Let D be a nonsingular matrix. Then for an arbitrary nonzero vector b ∈ Zw 2, DbT = 0. So (p(w−1) , p(w−2) , . . . , p(0) )DbT =



w−1  i=0



p(w−1−i)



w−1 



bw−1−j dij



j=0



is a nonzero linear combination of the components of p. Since p is a boolean permutation, from Lemma 5.3, w−1 



WH (



i=0



p



(w−1−i)



w−1 



bw−1−j dij ) = 2w−1 ,



j=0



and since b is arbitrary, from the same lemma we conclude that pD is a boolean
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permutation.



Proposition 5.13 Let p = (p(w−1) , p(w−2) , . . . , p(0) ) be a boolean permutation over w Zw 2 , let D = (dij ) be a w × w binary matrix and let c = (cw−1 , . . . , c0 ) ∈ Z2 . Then



p(xD⊕c) = (p(w−1) (xD⊕c), p(w−2) (xD⊕c), . . . , p(0) (xD⊕c)) is a boolean permutation if and only if D is nonsingular. Proof Let y = (yw−1 , . . . , y0 ) = (xw−1 , . . . , x0 )D ⊕ c. Then, yw−1 , . . . , y0 are linearly independent variables, if and only if D is nonsingular. Since p = (p(w−1) , p(w−2) , . . . , p(0) ) is a boolean permutation, p(y) = (p(w−1) (y), p(w−2) (y), . . . , p(0) (y)) is also a boolean permutation if and only if yw−1 , . . . , y0 are linearly independent 



variables.



The previous two propositions show that linear transformations of the components or of the variables of a boolean permutation, produce new boolean permutations. Proposition 5.14 Let p = (p(w−1) , p(w−2) , . . . , p(0) ) and q = (q (w−1) , q (w−2) , . . . , q (0) ) be boolean permutations over Zw 2 . Then, their composition p(q) = (p(w−1) (q), p(w−2) (q), . . . , p(0) (q)) is a new boolean permutation. Proof Clearly, composition of permutations is again a permutation.







The next proposition refers to concatenation of boolean permutations. Recall that in this operation, new variables are introduced. For example, the concatenation of the functions f1 = (x1 , x1 ⊕ x0 ) and f2 = (x2 ⊕ x1 x0 , x1 , x1 ⊕ x0 ) is the function f = (f1 ; f2 ) = (x4 , x4 ⊕ x3 , x2 ⊕ x1 x0 , x1 , x1 ⊕ x0 ).
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Proposition 5.15 Let p = (p(l−1) , p(l−2) , . . . , p(0) ) and q = (q (s−1) , q (s−2) , . . . , q (0) ) be boolean permutations over Zl2 and Zs2 respectively. Then, their concatenation f = (p, q) is a boolean permutation over Zl+s 2 .







All these transformations presented in the above propositions can be combined and used for creation of new boolean permutations. An important aspect in the study of the boolean permutations is ﬁnding the inverse permutation. As we know, if p is a boolean permutation of order r, the inverse permutation p−1 is again a boolean permutation, and it can be found by expanding the composition pr−1 . In the previous chapters, we saw that the problem of ﬁnding the inverse permutation can be reduced to solving a system of equations, which translated to the language of boolean functions is the following: If p−1 = ((p−1 )(w−1) , (p−1 )(w−2) , . . . , (p−1 )(0) ) is the inverse permutation of the boolean permutation p = (p(w−1) , p(w−2) , . . . , p(0) ), then the coeﬃcients of (p−1 )(s) for each s = 0, . . . , w − 1, can be found by solving the system (p−1 )(s) (p(w−1) (x), p(w−2) (x), . . . , p(0) (x)) = xs , ∀x ∈ Zw 2. If a boolean permutation is created using some of the above transformations, then the next few propositions can help in the process of ﬁnding the inverse boolean permutation. Proposition 5.16 Let p = (p(w−1) , p(w−2) , . . . , p(0) ), σw i q = σw (p) be as in Proposition 5.11, and let p−1 = ((p−1 )(w−1) (z), (p−1 )(w−2) (z), . . . , (p−1 )(0) (z)) be the inverse permutation of p. Let z  = (zσw−1 (w−1) , zσw−1 (w−2) , . . . , zσw−1 (0) ). Then q −1 = ((p−1 )(w−1) (z  ), (p−1 )(w−2) (z  ), . . . , (p−1 )(0) (z  )).







Proposition 5.17 Let p = (p(w−1) , p(w−2) , . . . , p(0) ) be a boolean permutation with inverse permutation p−1 = ((p−1 )(w−1) (z), (p−1 )(w−2) (z), . . . , (p−1 )(0) (z)). Let c and q = pD ⊕ c are as in Proposition 5.12, where D is a nonsingular



Permutation polynomials as boolean functions



109



matrix, and let z  = ((zw−1 , zw−2 , . . . , z0 ) ⊕ c)D−1 . Then q −1 = ((p−1 )(w−1) (z  ), (p−1 )(w−2) (z  ), . . . , (p−1 )(0) (z  )).







Proposition 5.18 Let p and q = p(xD ⊕ c) be as in Proposition 5.13, where D is a nonsingular matrix. Then q −1 = p−1 D−1 ⊕ cD−1 .







Proposition 5.19 Let p, q and r = p(q) be as in Proposition 5.14. Then r−1 = q −1 (p−1 ).







The next propositions show how can boolean functions be constructed, starting from simple construction units. Proposition 5.20 Let p = (p(w−1) , p(w−2) , . . . , p(0) ) be a boolean permutation over −1 = ((p−1 )(w−1) (z), (p−1 )(w−2) (z), . . . , (p−1 )(0) (z)). Let g(x) be an Zw 2 , with inverse p w+1 arbitrary boolean function g : Zw → 2 → Z2 . We deﬁne a new boolean function f : Z2



Z2 by: f (ˆ x) = g(xw−1 , . . . , x0 ) ⊕ xw , where xˆ = (xw , xw−1 , . . . , x0 ). Then, q(ˆ x) = (f (ˆ x), p(w−1) ⊕ f (ˆ x), p(w−2) ⊕ f (ˆ x), . . . , p(0) ⊕ f (ˆ x)) is a boolean permutation over Zw+1 . 2 Furthermore, let z  = (zw−1 ⊕ zw , zw−2 ⊕ zw , . . . , z0 ⊕ zw ). Then, z ) = ((q −1 )(w) (ˆ z ), . . . , (q −1 )(0) (ˆ z )), q −1 (ˆ where zˆ = (zw , zw−1 , . . . , z0 ), ((q −1 )(w−1) (ˆ z ), . . . , (q −1 )(0) (ˆ z )) = p−1 (z  ) and (q −1 )(w) (ˆ z ) = zw ⊕ g((q −1 )(w−1) (ˆ z ), . . . , (q −1 )(0) (ˆ z )). Proof Let denote q(ˆ x) = (q (w) (ˆ x), q (w−1) (ˆ x), . . . , q (0) (ˆ x)).
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of ones in c, the linear combination of the components of q(ˆ x) with coeﬃcient from c is cw q (w) (ˆ x) ⊕ cw−1 q (w−1) (ˆ x) ⊕ · · · ⊕ c0 q (0) (ˆ x) = = cw f (ˆ x) ⊕ cw−1 (p(w−1) ⊕ f (ˆ x)) ⊕ cw−2 (p(w−2) ⊕ f (ˆ x)) ⊕ · · · ⊕ c0 (p(0) ⊕ f (ˆ x)) = = f (ˆ x) ⊕ cw−1 p(w−1) ⊕ cw−2 p(w−2) ⊕ · · · ⊕ c0 p(0) = = g(xw−1 , . . . , x0 ) ⊕ xw ⊕ cw−1 p(w−1) ⊕ cw−2 p(w−2) ⊕ · · · ⊕ c0 p(0) = = φ(xw−1 , . . . , x0 ) ⊕ xw , which is a balanced function. If there is an even number of ones in c, then cw q (w) (ˆ x) ⊕ cw−1 q (w−1) (ˆ x) ⊕ · · · ⊕ c0 q (0) (ˆ x) = x) ⊕ cw−1 (p(w−1) ⊕ f (ˆ x)) ⊕ cw−2 (p(w−2) ⊕ f (ˆ x)) ⊕ · · · ⊕ c0 (p(0) ⊕ f (ˆ x)) = = cw f (ˆ = cw−1 p(w−1) ⊕ cw−2 p(w−2) ⊕ · · · ⊕ c0 p(0) , which again is a balanced function since p is a permutation.







As a starting permutation, when constructing permutations using the previous proposition, any known permutation can be used. Using Proposition 5.12 we can construct linear permutation, that can be used as a starting permutation. Proposition 5.21 The boolean function p = (p(w−1) , p(w−2) , . . . , p(0) ) = (cw−1 , cw−2 , . . . , c0 ) ⊕ (xw−1 , xw−2 , . . . , x0 )A, where (cw−1 , cw−2 , . . . , c0 ) is an arbitrary vector, and A is a coeﬃcient matrix, is a boolean permutation if and only if A is nonsingular. From here, we have:
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w Corollary 5.3 The number of linear boolean permutations over Zw 2 is 2 times bigger



then the number of nonsingular matrices of order w × w.







We know that the number of nonsingular matrices of order w × w is bigger than 2



0.288 × 2w , so the number of linear boolean permutations over Zw 2 is bigger than 0.288 × 2w



5.4



2



+w



.



Polynomial quasigroups as vector valued boolean functions



Now that we have characterized the permutation polynomials as vector valued boolean functions, the properties of the boolean representation of polynomial quasigroups, are quite clear.



Theorem 5.3 A boolean T - function q in two variables over Zw 2 , deﬁnes a quasigroup if and only if it is of the form q = (q (w−1) , q (w−2) , . . . , q (0) ) where for every s = 0, . . . , w − 1, and (x, y) = (xw−1 , . . . , x0 ; yw−1 , . . . , y0 ), ⎞



⎛ q



(s)



⎟ ⎜ ⎟ ⎜  ⎜ js−1 j1 j0 ks−1 k1 k0 ⎟ (x, y) = xs ⊕ ys ⊕⎜ bjk xs−1 . . . x1 x0 ys−1 . . . y1 y0 ⎟ . (5.2) ⎟ ⎜ ⎠ ⎝ j = (js−1 , .., j0 ) ∈ Zs2 k = (ks−1 , .., k0 ) ∈ Zs2



Proof Let q be a function in the given form. It is enough to show that for a given a = (aw−1 , . . . , a0 ) ∈ Zw 2 , q(x, a) and q(a, y) are permutations. q(x, a) = (q (w−1) (x, a), q (w−2) (x, a), . . . , q (0) (x, a))



112



Ch. 5. Quasigroups similar to the polynomial quasigroups



and for every s = 0, . . . , w − 1, ⎞



⎛ q



(s)



⎟ ⎜ ⎟ ⎜  ⎜ js−1 j1 j0 ks−1 k1 k0 ⎟ (x, a) = xs ⊕ as ⊕⎜ bjk xs−1 . . . x1 x0 as−1 . . . a1 a0 ⎟ . ⎟ ⎜ ⎠ ⎝ j = (js−1 , .., j0 ) ∈ Zs2 k = (ks−1 , .., k0 ) ∈ Zs2



From Theorem 5.2 the last is a permutation. Similarly, we prove that q(a, y) is a permutation as well. Conversely, let q deﬁne a quasigroup. Then, for every a ∈ Zw 2 , q(x, a) and q(a, y) are permutations. From Lemma 5.2 the coeﬃcient of xs in q (s) (x, a) is identically equal to 1, and the bit xs does not aﬀect the rest of the sum. The same holds for the coeﬃcient of ys in q (s) (a, y), i.e. it is identically equal to, and ys does not aﬀect the rest of the sum. This is only possible if q (s) (x, y) is of the form (5.2).







Corollary 5.4 Every polynomial quasigroup Q over Z2w , has boolean representation of the form given in Theorem 5.3. The parastrophe Q\ is of the same boolean form.







Theorem 5.4 The set of all quasigroups that are T - functions is exactly the set P P Q(Z2w ). Proof It follows directly from the deﬁnition of T - functions and the deﬁnition of the set P P Q(Z2w ).







The polynomial quasigroups, and more generally, all quasigroups that are T functions, are very structured. Even though in general, they have the required classical properties for application in cryptography, like noncommutativity, nonassociativity, nonidempotency, nonlinearity and so on, still they can be found quite easy using for example Hensel lifting. Nevertheless, because of their simple shape, huge number and clear properties,
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they can be used as a base for fast creation of quasigroups with solid cryptographic properties. For transformation, we can use the propositions of W u from the previous section, but also the classical transformation based on isotopy. Markovski, Gligoroski, ´ [43], use isotopy for creation of quasigroups from permutation polynomials on Shunik, the set Qw . Until the end of this section, we present these methods. Using Propositions 5.12, 5.13 from the previous section, we can eﬃciently mix the bits of a boolean permutation. The same eﬀect can be accomplished if applied on boolean quasigroup. The proof that it is possible, basically reduces to considering one of the variables as a parameter. Then, clearly, we have a permutation on the other variable. From the deﬁnition of quasigroups, since the new functions are permutations, we have the suﬃcient condition for obtaining a quasigroup. Proposition 5.22 Let Q = (Q(w−1) , Q(w−2) , . . . , Q(0) ) be a boolean quasigroup over w Zw 2 , let D = (dij ) be a w × w binary matrix and let c = (cw−1 , . . . , c0 ) ∈ Z2 . Then



QD ⊕ c =



w−1  i=0



di,0 Q



(i)



⊕ cw−1 ,



w−1 



di,1 Q



(i)



⊕ cw−2 , . . . ,



i=0



w−1 



 di,w−1 Q



(i)



⊕ c0



i=0



is a boolean quasigroup if and only if D is nonsingular.







Proposition 5.23 Let Q = (Q(w−1) , Q(w−2) , . . . , Q(0) ) be a boolean quasigroup over 1 2 Zw 2 , let D1 = (dij ) and D2 = (dij ) be w × w binary matrices and let



c1 = (c1w−1 , . . . , c10 ), c2 = (c2w−1 , . . . , c20 ) ∈ Zw 2 . Then Q(xD1 ⊕ c1 , yD2 ⊕ c2 ) = =



(Q(w−1) (xD1 ⊕ c1 , yD2 ⊕ c2 ), Q(w−2) (xD1 ⊕ c1 , yD2 ⊕ c2 ), . . . . . . , Q(0) (xD1 ⊕ c1 , yD2 ⊕ c2 ))



is a boolean quasigroup if and only if D1 and D2 are nonsingular. The eﬀect of mixing the bits can be accomplished using isotopy, too.
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Definition 5.3 Let (Q1 , f1 ) and (Q2 , f2 ) be two n-ary quasigroups. Q1 and Q2 are called isotopic if there exist bijections α1 , α2 , . . . , αn+1 : Q1 → Q2 , such that αn+1 f1 (x1 , . . . , xn ) = f2 (α1 (x1 ), . . . , αn (xn )), for every x1 , . . . , xn ∈ Q1 . The ordered (n+1)-tiple (α1 , α2 , . . . , αn+1 ) is called isotopy. When n = 2, isotopy can be used for creating a new binary quasigroup, in the following manner. Proposition 5.24 Let (Q, ◦) be a quasigroup, and let f, g, h be bijections on Q. We deﬁne an operation “∗” by: x ∗ y = f −1 (g(x) ◦ h(y)), ∀x, y ∈ Q. Then (Q, ∗) is a quasigroup. Proof Clearly, Q is closed under “∗”. Hence, it is enough to prove that La (x) = a ∗ x and Ra (x) = x ∗ a are permutations for every a ∈ Q. Let La (x) = La (y) i.e. a ∗ x = a ∗ y. Now, f −1 (g(a) ◦ h(x)) = f −1 (g(a) ◦ h(y)). Since f , and thus f −1 are bijections, we get that g(a) ◦ h(x) = g(a) ◦ h(y). “◦” is a quasigroup operation, hence h(x) = h(y). h is a bijection, hence x = y. It follows that La (x) is an injection. Let y ∈ Q. Since (Q, ◦) is a quasigroup, there exists an z ∈ Q, such that g(a) ◦ z = f (y). Since h is a bijection, there is a x ∈ Q, such that h(x) = z. Then: La (x) = f −1 (g(a) ◦ h(x)) = f −1 (g(a) ◦ h(h−1 (z))) = f −1 (g(a) ◦ z) = f −1 (f (y)) = y i.e, La is a surjection. Therefore, La is a permutation, and due to symmetry, Ra is a
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permutation as well.



Usually, when we use isotopy for creating new quasigroups, f is chosen to be the identical mapping. The next example is a demonstration showing how, using isotopy and a base quasigroup that is a T -function, we can create a quasigroup that has better properties and is less structured. Example 5.4 Let (Z32 , q) be a quasigroup, with operation q deﬁned by: q((x2 , x1 , x0 ), (y2 , y1 , y0 )) = (1 + x0 x1 + y0 y1 + x1 y0 y1 + x2 + y2 , x0 + x1 + y1 , 1 + x0 + y0 ) Note that q is a T - function. Let g(x2 , x1 , x0 ) = (x2 , x0 , x1 ) and h(y2 , y1 , y0 ) = (y0 , y2 , y1 ). We deﬁne an operation q∗ by: q∗ (x, y) = q(g(x), h(y)), ∀x, y ∈ Z32 . Then, q∗ ((x2 , x1 , x0 ), (y2 , y1 , y0 )) = (1+x1 x0 +y1 y2 +x0 y1 y2 +x2 +y0 , x1 +x0 +y2 , 1+x1 +y1 ) The Cayley tables of both quasigroups are given in Table 5.2. q 0 1 2 3 4 5 6 7



0 5 6 7 0 1 2 3 4



1 4 7 6 1 0 3 2 5



2 7 4 5 2 3 0 1 6



3 2 1 4 3 6 5 0 7



4 1 2 3 4 5 6 7 0



5 0 3 2 5 4 7 6 1



6 3 0 1 6 7 4 5 2



7 6 5 0 7 2 1 4 3



q∗ 0 1 2 3 4 5 6 7



0 5 7 6 0 1 3 2 4



1 7 5 4 2 3 1 0 6



2 1 3 2 4 5 7 6 0



3 3 1 0 6 7 5 4 2



4 4 6 7 1 0 2 3 5



5 2 4 1 3 6 0 5 7



6 0 2 3 5 4 6 7 1



7 6 0 5 7 2 4 1 3



Table 5.2: The quasigroups (Q, q) and (Q, q∗ )



Of course, this is a very simple example, but the shown methods open a pos-
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sibility for investigating their action on these quasigroups, and how they can be used in a concrete application.
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Appendix A



A program module for finding the polynomial that defines the parastrophic quasigroup of a polynomial quasigroup



Program ﬂow: - input w for work in the ring Z2w - input polynomial P (x, y) in a standard form - check whether P (x, y) deﬁnes a quasigroup (if not, the program terminates) - P (x, y) is reduced to its canonical form over the ring - ﬁnd the polynomial Q(x, y) that deﬁnes the parastrophic quasigroup of the input quasigroup - Q(x, y) is reduced to its canonical form over the ring



(*funkcija za presmetuvanje na stepenot po sekoja promenliva \ vo prstenot Z_2^w*) stepen[w_] := (If[w == 0, Return[0], i = 1; 125
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Appendix A While[GCD[i!, 2^w] != 2^w, i++]; Return[i-1]])



(*funkcija za proverka dali polinomot p(x,y) so \ niza od koeficienti a_ definira kvazigrupa*) Ekvazigrupa[a_] := ( (*proverka dali p(x,0) i p(0,y) se permutacioni polinomi*) If[Mod[a[0, 1],2] == 0, Return[False]]; If[Mod[a[1, 0],2] == 0, Return[False]]; I1 = 0; I2 = 0; For[i = 2, i < s, i += 2, I1 = I1 + a[0, i]; I2 = I2 + a[i, 0]]; If[Mod[I1, 2]!= 0, Return[False]]; If[Mod[I2, 2]!= 0, Return[False]]; I3 = 0; I4 = 0; For[i = 3, i < s+1, i += 2, I3 = I3 + a[0, i]; I4 = I4 + a[i, 0]]; If[Mod[I3, 2]!= 0, Return[False]]; If[Mod[I4, 2]!= 0, Return[False]]; (*proverka dali p(x,1) i p(1,y) se permutacioni polinomi*) I5 = 0; I6 = 0; For[i = 0, i < s+1, i++, I5 = I5 + a[1, i]; I6 = I6 + a[i, 1]]; If[Mod[I5, 2] == 0, Return[False]]; If[Mod[I6, 2] == 0, Return[False]]; I7 = 0; I8 = 0; For[i = 2, i < s, i += 2, For[j = 0, j < s+1, j++, I7 = I7 + a[i, j]; I8 = I8 + a[j, i]]]; If[Mod[I7, 2]!= 0, Return[False]]; If[Mod[I8, 2]!= 0, Return[False]]; I9 = 0; I10 = 0; For[i = 3, i < s+1, i += 2,



Appendix A For[j = 0, j < s+1, j++, I9 = I9 + a[i, j]; I10 = I10 + a[j, i]]]; If[Mod[I9, 2]!= 0, Return[False]]; If[Mod[I10, 2]!= 0, Return[False]]; Return[True] )



(*funkcija za naogjanje na reduciranata forma na polinom p(x,y) \ so niza od koeficienti koef_*) Reduciraj[koef_, w_, s_, mod_] := ( For[ir = s, ir >= 0, ir--, For[jr = 2 ir, jr >= 0, jr--, ir0 = ir; prethodno = 2*s+1; While[2*ir0 >= jr && jr >= ir0 && jr < prethodno, (*Rabotime so monomite so koeficienti koef[ir0,jr-ir0] i \ koef[jr-ir0,ir0]*) prethodno = jr; If[ir0 == 0, ni1 = 0, ni1 = Sum[Floor[ir0/2^i], {i, 1, w}]]; If[jr-ir0 == 0, ni2 = 0, ni2 = Sum[Floor[(jr-ir0)/2^i], {i, 1, w}]]; ni = ni1 + ni2; (*reduciranje na monomot so koeficient koef[ir0,jr-ir0]*) If[koef[ir0, jr-ir0]!= 0, If[Divisible[koef[ir0, jr-ir0]*ir0!*(jr-ir0)!, mod], (*Monomot e reducibilen. Treba da odzememe ischeznuvachki polinom*) (*Ischeznuvachkiot polinom e sledniov*) ischeznuvachki = koef[ir0, jr-ir0] * \
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Appendix A Pochhammer[1+x, ir0] * Pochhammer[1+y, jr-ir0]; koefIscheznuvachki =



\



CoefficientList[ischeznuvachki, {x, y}]; For[kx = 0, kx < ir0+1, kx++, For[ky = 0, ky < jr-ir0+1, ky++, If[koefIscheznuvachki[[kx+1, ky+1]]!= 0, koef[kx, ky] = Mod[koef[kx, ky] - \ koefIscheznuvachki[[kx+1, ky+1]], mod]] ]], (*else*) alpha = 2^(w-ni)-1; If[koef[ir0, jr-ir0] > alpha, (*koeficientot e reducibilen*) kolichnik = Quotient[koef[ir0, jr-ir0], (alpha+1)]; ostatok = Mod[koef[ir0, jr-ir0], (alpha+1)]; (*Treba da odzememe ischeznuvachki polinom od kolichnikot*) ischeznuvachki1 = kolichnik * (alpha+1) * \ Pochhammer[1+x, ir0] * Pochhammer[1+y, jr-ir0]; koefIscheznuvachki1 =



\



CoefficientList[ischeznuvachki1, {x, y}]; For[kx = 0, kx < ir0+1, kx++, For[ky = 0, ky < jr-ir0+1, ky++, If[koefIscheznuvachki1[[kx+1, ky+1]] != 0, koef[kx, ky] = Mod[koef[kx, ky] - \ koefIscheznuvachki1[[kx+1, ky+1]],mod]] ]] ]]] If[jr-ir0 != ir0, (*reduciranje na monomot so koeficient koef[jr-ir0,ir0]*)
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If[koef[jr-ir0, ir0] != 0, If[Divisible[koef[jr-ir0, ir0]*ir0!*(jr-ir0)!, mod], (*Monomot e reducibilen. Treba da odzememe ischeznuvachki polinom*) (*Ischeznuvachkiot polinom e sledniov*) ischeznuvachki0 = koef[jr-ir0, ir0] * \ Pochhammer[1+y, ir0] * Pochhammer[1+x, jr-ir0]; koefIscheznuvachki0 =



\



CoefficientList[ischeznuvachki0, {x, y}]; For[kx = 0, kx < jr-ir0+1, kx++, For[ky = 0, ky < ir0+1, ky++, If[koefIscheznuvachki0[[kx+1, ky+1]] != 0, koef[kx, ky] = Mod[koef[kx, ky] - \ koefIscheznuvachki0[[kx + 1, ky + 1]], mod]] ]], (*else*) alpha = 2^(w - ni) - 1; If[koef[jr - ir0, ir0] > alpha, (*koeficientot e reducibilen*) kolichnik0 = Quotient[koef[jr-ir0, ir0], alpha+1]; ostatok0 = Mod[koef[jr-ir0, ir0], alpha+1]; (*Treba da odzememe ischeznuvachki polinom od kolichnikot*) ischeznuvachki10 = kolichnik0*(alpha+1) * \ Pochhammer[1+y, ir0] * Pochhammer[1+x, jr-ir0]; koefIscheznuvachki10 =



\



CoefficientList[ischeznuvachki10, {x, y}]; For[kx = 0, kx < jr-ir0+1, kx++, For[ky = 0, ky < ir0+1, ky++, If[koefIscheznuvachki10[[kx+1, ky+1]] != 0,
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Appendix A koef[kx, ky] = Mod[koef[kx, ky] - \ koefIscheznuvachki10[[kx+1, ky+1]], mod]] ]] ]]]] ir0--; ] ] ];



Return[koef] )



(*Funkcija za pechatenje na Kelievata shema na polinomna kvazigrupa \ definirana od polinom P_*) Pechati[P_, mod_] := ( Print[TableForm[ Table[Mod[P[i, j], mod], {i, 0, mod-1}, {j, 0, mod-1}], TableHeadings -> {Table[i, {i, 0, mod-1}], Table[i, {i, 0, mod-1}]}]]; )



w = Input["Vnesete w za rabota vo prstenot Z_2^w"]; mod = 2^w; s = stepen[w]; Print["Rabotime vo prstenot Z_2^"  ToString[s]]; Print[]; (*Zadavanje na polinomot P(x,y)*) Array[koef, {s+1, s+1}, {0, 0}];
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(*niza od koeficientite na polinomot P(x,y)*) P = Input["Vnesete polinom P(x,y) so stepen po sekoja od promenlivite \ najmnogu "  mod]; exX = Exponent[P, x]; exY = Exponent[P, y];



(*polnenje na nizata od koeficienti*) For[i = 0, i < exX+1, i++, For[j = 0, j < exY+1, j++, koef[i, j] = koefP[[i+1, j+1]] ]]; For[i = 0, i < exX+1, i++, For[j = exY+1, j < s+1, j++, koef[i, j] = 0]]; For[i = exX+1, i < s+1, i++, For[j = 0, j < s+1, j++, koef[i, j] = 0]];



(*P(x,y) vo oblik na polinomna funkcija*) P = koef[0, 0] + Sum[koef[0, j]



#2^j, {j, 1, s}] +



Sum[koef[i, 0]



#1^i, {i, 1, s}] +



Sum[koef[i, j]



#1^i #2^j, {i, 1, s}, {j, 1, s}] &;



Print["Go vnesovte polinomot P(x,y)= " 


(*Proverka dali P(x,y) definira kvazigrupa*) If[ Ekvazigrupa[koef], Print["Zadadeniot polinom definira kvazigrupa"];



(*Naogjanje na reduciranata forma na polinomot P(x,y)*) koef = Reduciraj[koef, w, s, mod]; Print["Reduciranata forma na P(x,y) e StandardForm]];



" 
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Print[];



(*Pechatenje na kvazigrupata definirana od P(x,y)*) Print["P(x,y) ja generira slednava kvazigrupa"]; Pechati[P, mod];



(*Naogjanje na parastrofot Q(x,y) na polinomot P(x,y)*)



(*Koeficienti na parastrofot



Q(x,y)*)



Array[koef1, {s+1, s+1}, {0, 0}]; (*niza od nepoznatite koeficienti na polinomot Q(x,y)*)



(*ravenka na uslov*) R = koef1[0, 0] + Sum[koef1[i, j] P[#1, #2]^j #1^i, {i, 1, s}, {j, 1, s}] + Sum[koef1[0, j] P[#1, #2]^j, {j, 1, s}] + Sum[koef1[i, 0] #1^i, {i, 1, s}] &; A = Equal[R[#1, #2], #2] &;



(*Sistem Diofantovi ravenki*) For[i = 0; Sis = A[0, 0], i < mod, i++, For[j = 0, j < mod, j++, Sis = Sis && A[i, j]]];



(*Reshenie na sistemot*) AB = FindInstance[Sis, koef1[0, 0], Modulus -> mod][[1]]; Dispatch[AB]; For[rulei = 0, rulei < s+1, rulei++, For[rulej = 0, rulej < s+1, rulej++, koef1[rulei, rulej] = koef1[rulei, rulej] /. AB]];
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(*Q(x,y) vo oblik na polinom*) Q = koef1[0, 0] + Sum[koef1[0, j]



y^j, {j, 1, s}] +



Sum[koef1[i, 0]



x^i, {i, 1, s}] +



Sum[koef1[i, j]



x^i y^j, {i, 1, s}, {j, 1, s}];



koefQ = CoefficientList[Q, {x, y}, Modulus -> mod]; exX1 = Exponent[Q, x]; exY1 = Exponent[Q, y];



(*polnenje na nizata od koeficienti*) For[i = 0, i < exX1+1, i++, For[j = 0, j < exY1+1, j++, koef1[i, j] = koefQ[[i+1, j+1]] ]]; For[i = 0, i < exX1+1, i++, For[j = exY1+1, j < s+1, j++, koef1[i, j] = 0]]; For[i = exX1+1, i < s+1, i++, For[j = 0, j < s+1, j++, koef1[i, j] = 0]];



(*Q(x,y) vo oblik na polinomna funkcija*) Q = koef1[0, 0] + Sum[koef1[0, j]



#2^j, {j, 1, s}] +



Sum[koef1[i, 0]



#1^i, {i, 1, s}] +



Sum[koef1[i, j]



#1^i #2^j, {i, 1, s}, {j, 1, s}] &;



Print[]; Print["Baraniot parastrofen polinom e Q(x,y)= " 


If[ Ekvazigrupa[koef1], Print["Dobieniot polinom definira kvazigrupa"], Print["Dobieniot polinom ne definira kvazigrupa"]];
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(*Naogjanje na reduciranata forma na polinomot Q(x,y)*) koef1 = Reduciraj[koef1, w, s, mod]; Print["Reduciranata forma na Q(x,y) e " 


(*Pechatenje na kvazigrupata definirana od Q(x,y)*) Print["Q(x,y) ja generira slednava kvazigrupa"]; Pechati[Q, mod],



(*else*) Print["Zadadeniot polinom ne definira kvazigrupa"]]
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