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Polynomial Weighted Median Image Sequence Prediction Binwei Weng, Student Member, IEEE, Tuncer C. Aysal, Student Member, IEEE, and Kenneth E. Barner, Senior Member, IEEE



Abstract—Image sequence prediction is widely used in image compression and transmission schemes such as differential pulse code modulation. In traditional predictive coding, linear predictors are usually adopted for simplicity. The nonlinear Volterra predictor can be employed as an alternative to linear predictors to compensate for the nonstationary and non-Gaussian nature of image sequences. Although the Volterra predictor avoids the smoothing effects introduced by linear predictors, it generally amplifies noise contamination present in the images. In this letter, we propose a nonlinear polynomial weighted median (PWM) predictor for image sequence. The proposed PWM predictor is more robust to noise, while still retaining the information of higher order statistics of pixel values. Experimental results illustrate that the PWM predictor yields good results in both high and low motion video. It is especially suitable for high motion sequence in noisy case. The proposed scheme can be incorporated in new predictive coding systems. Index Terms—Image sequence, nonlinear prediction, polynomial weighted median, predictive coding.



I. INTRODUCTION



L



INEAR predictive coding has been successfully applied to speech modeling, compression and transmission. Similar to speech signals, image sequences can also be processed by predictive coding schemes [1]. Instead of transmitting pixel values themselves, the prediction errors are quantized and encoded, resulting in a lower bit rate for transmission. In all predictive coding structures, a predictor is embedded in the system to form an error signal that is used to feed a quantizer. The output of the quantizer is then coded into binary streams and subsequently transmitted through a channel. A linear predictor is usually employed in predictive coding schemes such as differential pulse code modulation (DPCM) [1]–[3]. Other nonlinear predictors such as Volterra predictors [4], [5] and median predictors [6], [7] are also proposed to overcome the limitations of linear predictors. Motion compensated prediction (MCP) has been widely used since it exploits temporal redundancy by estimating the motion vector field [8], [9]. MCP has been adopted in video coding standard such as H.264/AVC [10], [11]. Even though the MCP is well-suited for certain sequences, one needs to perform significant computations to estimate and transmit the motion vector information for each frame. Moreover, nonmotion compensated predictors can have better performance than MCP in some circumstances [12]. Manuscript received June 5, 2006; revised November 2, 2006. This paper was recommended by Associate Editor P. Frossard. B. Weng is with Philips Medical Systems, Andover, MA 0180 USA (email: [email protected]) T.C. Aysal and K. E. Barner are with the Department of Electrical and Computer Engineering, University of Delaware, Newark, DE 19716 USA (e-mail: [email protected]; [email protected]). Digital Object Identifier 10.1109/TCSVT.2007.906944



Images are subject to recording imperfection, and acquisition or transmission errors that are usually modelled as noise [13]. In predictive coding, quantization error is also a source of noise. Collectively, these conditions lead to degraded performance of conventional linear predictors for noisy image sequence prediction. Volterra predictors also have drawbacks in noisy environments as they tend to amplify noise effects since they take the square and higher order products of samples, resulting in heavy-tailed noise distributions [14]. In this letter, we introduce a nonlinear predictor for image sequence prediction based on the recently proposed nonlinear polynomial weighted median (PWM) structure [14]. The PWM filter is a robust nonlinear filter that is particularly useful in noisy environments. In this letter, the PWM structure is used as a predictor for image sequence prediction. The PWM predictor, like the Volterra predictor in [4] and [5], exploits the higher order statistics of images while avoiding the noise amplification problems of the Volterra predictor. Compared with the Volterra predictor, the PWM predictor performs better under both Gaussian and Laplacian noise environments. Under noise-free conditions, the performance of PWM predictors is comparable with that of Volterra predictor. II. IMAGE SEQUENCE PREDICTION Image sequence prediction relies on the prediction theory that also arises in speech processing, time series analysis, and statistical signal processing. To better illustrate the idea of image sequence prediction, we briefly review the fundamental concepts of linear and nonlinear prediction. For convenience of notation, all signals used here are 1-D signals. Extensions to multidimensional signals like image sequences are straightforward. A. Linear and Nonlinear Prediction Consider a time series from which we want to predict the current sample value A generic predictor has the following form:



. (1)



where is the predictor function. A linear predictor expresses the predicted sample as a linear combination of past samples (2) where the ’s are the predictor coefficients. Linear prediction is the most commonly used predictor due to its simplicity. Moreover, linear predictors are optimal if the samples are Gaussian distributed [15]. If the signals deviate from Gaussian distribution, it is more appropriate to use a nonlinear predictor. In some applications, the relationship among samples are nonlinear. In other cases,
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robust approaches are called for due to the presence of outliers in the samples. Thus, nonlinear predictors are utilized to compensate for the nonlinearity, nonstationarity, or non-Gausin (1) is of polynomial form, sianity of the signals. When the nonlinear predictor is called a Volterra predictor since it is based on the Volterra series [16], [17]. The Volterra predictor is given by with order and memory length
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represents the noise. Note that the noise will be amwhere plified and transmitted if proper measures are not taken in the prediction. For example, a Volterra predictor generally amplifies the dynamic range of prediction errors since it involves higher order products of predictor inputs. The benefits of Volterra predictor in reducing the bit rate are thus counteracted by its larger prediction errors in noisy cases. To properly handle image sequence prediction in noisy environments, we propose the new polynomial weighted median predictor in the following section.



(3) III. POLYNOMIAL WEIGHTED MEDIAN (PWM) PREDICTION The complexity associated with the Volterra predictor in (3) is . Therefore, in practice, a second-order Volterra predictor (SVP) is often used as a tradeoff between modeling capability and computational complexity. The SVP can be written as (4) and are the linear and quadratic predictor coeffiwhere cients, respectively. The coefficients of Volterra predictor can be obtained by adaptive methods, such as the LMS algorithm, which is also used in the linear predictor case [18], [19]. The Volterra predictor is utilized in [4] and [5] for image sequence prediction. It is claimed that the Volterra predictor can better track the abrupt changes between frames and compensate for the nonstationarity of images. Experiments show that the Volterra predictor is particularly suitable for regions where motion is present and the difference between frames is large. Nonlinear predictors can also be used to address robustness issues, for instance, in the case of median-based predictors [6], [7]. While such predictors are more robust than Volterra predictors, they do not exploit the higher order statistics of observation samples. To exploit such statistics, while remaining robust to noise and signal transitions (edges), we utilize the recently introduced polynomial weighted median (PWM) structure [14]. The development and implementation of the PWM image sequence predictor are given in Section III. B. Image Sequence Prediction DPCM is an effective predictive coding method for the transmission and storage of digital image sequences. It uses a temporal and spatial predictor and subsequent coding of prediction errors, thereby reducing the bit rate. In predictive coding, the original image is corrupted by image acquisition and recording errors modelled as noise, resulting a noisy image . The predictor outputs the predicted value , which is expressed by (5).



The PWM filter is proposed in [14] as a robust filtering method in heavy-tailed noise environments. It is shown that cross and square Laplacian terms in Volterra filtering exhibit tails heavier than that of the original heavy-tailed distribution. It is also noted that all the tails are significantly heavier than that of the Gaussian distribution. The heaviness of the tails indicates that robust methods of sample combination and output determination should be utilized to avoid the undue influence of outliers that cause degradation in performance [20]. A. Polynomial Weighted Median Predictor Traditional second-order Volterra prediction is based on linear combinations of first and second-order terms, including cross-product and square terms. Note that the second term in (4) contains both cross and square terms, and, as noted in [14], these terms have different distributions in addition to different characteristics in the time and frequency domains. We therefore rewrite the predictor output, eliminating the redundant terms in , and explicitly showing the dependencies on the linear, cross, and square terms



(7) where , , and are constants [21], and , and are the linear, cross, and square term predictor coefficients, respectively. This formulation clearly indicates that, although the overall prediction operation is nonlinear (polynomial), the predictor output is linear with respect to the predictor coefficients. We are motivated to change the above linear sum formulation to a weighted median formulation by the remarks noted above. The polynomial weighted median predictor is defined by replacing the weighted sum operators in (7) by weighted median operators



The signal transmitted is the prediction error image (8) (6)



where is the median operator and means repetitive copies of . It is clear to see that the PWM predictor reduces
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Fig. 1. “Toy truck” sequence. (a) Frame 2, (b) Frame 3. (c) Active region of frame 2. (d) Active region of frame 3. Error images in three cases: (e) Noise free. (f) Gaussian noise. (g) Laplacian noise. Shown in each case (row), from the left to the right are: linear, median, Volterra, MCP (DS), MCP (FS), and PWM prediction.



to the traditional WM predictor for and Also, the PWM predictor is expressed more compactly as



.



(9) where we utilize the notation [22]



B. Predictor Weights Adaptation Having formulated the PWM predictor in (8), we now address the setting of predictor coefficients. To optimize all parameters, we utilize a cyclic coordinate descent approach [23]. Consider first the optimization of the WM subpredictor coefficients. As robust operators, WM predictors are generally optimized under the mean absolute error (MAE) criteria [24] (11)



(10) and define



,



, and , to be the first-order, cross, and square term vectors, respectively. Similarly, the weight vectors associated with each of these components are denoted as , , and . Note that although the PWM predictor is only explicitly defined for the second-order case, extensions to higher order PWM predictors are straightforward.



Note that global optimization under this criterion reduces to the marginal optimization of each WM subpredictor. Also, the adaptive optimization of WM predictors under the MAE criteria is well established [25]. Thus, the coefficients of each WM subpredictor are updated according to the fast LMA algorithm [25]



(12)



WENG et al.: POLYNOMIAL WEIGHTED MEDIAN IMAGE SEQUENCE PREDICTION



1767



Fig. 2. Prediction performance for toy truck sequence frame 2-frame 10. Noise free case: (a) MSE; (b) MAE. Gaussian noise case: (c) MSE; (d) MAE. Laplacian noise case: (e) MSE; (f) MAE.



Consider next the optimization of the scale terms applied to each WM subpredictor. The optimization of scale parameters are also considered under the MAE objective function, which yields the sign LMS [26] update (13) denotes the WM subpredictor output and . The quadratic structure of polynomial-based predictors can produce large valued errors during optimization, which tends to decrease the rate of convergence [27]. Additionally, utilizing a single step-size for first-order and second-order kernels leads where



to unnecessarily slow convergence of the second-order terms [27]. To address these issues, a normalized versions of the LMA (NLMA) algorithm with component-specific step sizes can be utilized to speed up the convergence [14]. Although the nonlinear structure of the PWM predictor precludes a rigorous analysis of convergence (e.g., step size bounds), the procedure yields good results in practice. Additionally, the procedure is practical to implement, as the number of additions and multiplications required at each update is , which is equivalent to that required in the adaptive optimization of a Volterra predictor. The PWM predictor does, however, require the sorting of samples, which, for the case at comparisons for the linear and the hand, requires
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Fig. 3. Prediction performance for salesman sequence frame 2-frame 10. Noise free case: (a) MSE; (b) MAE. Gaussian noise case: (c) MSE; (d) MAE. Laplacian noise case: (e) MSE; (f) MAE.



square term WM subpredictors, and comparisons for the cross-term WM subpredictors. Hence, the overall . This sorting complexity can be summarized as incremental computational cost does not practically limit the size of the filter window, and is the cost paid for the more robust performance produced by the PWM predictor. IV. EXPERIMENTAL RESULTS To evaluate the PWM method in image sequence prediction, we carry out several simulations to compare the linear, weighted median, Volterra, MCP, and PWM predictors. The support of the PWM predictor is chosen as follows. Denote the current



where , are spatial index and is the frame pixel as , index. The samples in the support window are , and , which is the same support used in Volterra predictor in [4], [17]. Taking the symmetry of PWM and Volterra predictors into account, the number of nonredundant predictor coefficients for both the Volterra and PWM pre. To maintain fairness in the comparison, the dictors is support size for linear and median predictors is chosen to be 9 so that they have the same complexity as the PWM and Volterra cases. The samples used as the support of the linear and median , , , predictors are , , , ,
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, and . The step sizes of the , LMA algorithm in the PWM predictor are set as , . The step sizes of the LMS algorithm in the Volterra predictor are set as , . The step sizes of LMS and LMA in the linear and median predicand , respectively. tors are set as In the MCP method, we utilize both a diamond search (DS) and a full search (FS) block matching algorithms with block size 4 4, search window size [ 100,100], and the mean absolute difference criterion [8]. The MCP method is significantly improved through a FS method but at the cost of great computational complexity. We use two image sequences with different levels of motion in the simulations. The first is the “toy truck” sequence, which is a high motion sequence. The second is the “salesman” sequence, which is low motion. The amount of motion is measured by the mean square difference between consecutive frames. As pointed out in [4], the Volterra predictor is especially suitable for high motion sequence. Here we show that the PWM predictor has similar characteristics in that it is more advantageous to use the PWM predictor for high motion sequences than low motion cases. Example 1: The “toy truck” sequence consists of ten frames, each of which contains active regions where motion is present and inactive regions where motion is absent. We investigate the performance of predictors for noise free, Gaussian noise, and Laplacian noise cases. The prediction error images for the noise free case are shown in Fig. 1(e). Note that in order to make the images more visible, we scale all the error images by 2. It is clear that for noise free images, the FS-MCP and the Volterra predictors perform the best, at least visually, followed by the PWM predictor. Both methods have fewer error image details than those of the other predictors. It can also be seen that the MCP with fast search algorithm does not yield very good performance in such a high motion case. Note that if the search window size for the FS method is decreased to a commonly used smaller value such as 7, its performance deteriorates significantly. Next we perform prediction on noisy image sequences. The noise contained in the images is Gaussian distributed with zero mean and variance 65. The prediction error images are displayed in Fig. 1(f). We can see that the Volterra predictor error image contains more noise than that of the PWM predictor. Next we apply the PWM predictor to image sequences corrupted by Laplacian noise. Laplacian noise has heavier tails than Gaussian noise. The mean and variance of the Laplacian noise are the same as in the Gaussian noise case. The error images are shown in Fig. 1(g). Again, we see the error image of the PWM predictor contains less noise than that of the Volterra predictor. The MSE and MAE of the error images are calculated for ten consecutive frames to assess the performance quantitatively. Note that in this sequence, frames 2–4 and 8–10 exhibit high motion, while little motion is present in frames 5–8. From Fig. 2, the FS-MCP nearly always performs the best among all predictors, which is expected since it utilizes almost the whole image information. In the noise free case, the Volterra and the PWM predictors have similar performances, as indicated by
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their closeness in the MSE and MAE curves. But in noisy scenarios, the PWM outperforms the Volterra predictor. Notably, the DS-MCP yields large MSE and MAE values for high motion frames. This is a major drawback of DS-MCP since it tends to give suboptimal solutions in large displacement motion estimation. Example 2: The second example considered is the “salesman” sequence. Compared to the toy truck sequence, the salesman sequence contains less motion between frames. In this example, we only show the MSE and MAE curves in Fig. 3 for ten consecutive frames without showing the images due to page limitations. It can be seen that the PWM predictor yields similar results to those obtained by linear and median predictors. However, the Volterra predictor performs relatively poorly for this low motion sequence. This is in agreement with the conclusions made in [4], which show that Volterra predictor finds particular use for high motion sequences. It is interesting to note that even though both the PWM and Volterra predictors used here are secondorder predictors, the PWM predictor still works quite well in low motion sequence. In contrast to the high motion case, the MCP has the best performance in this low motion sequence for both fast and full search-based methods. Therefore, we only use the DS method for comparison. In the noise free case, the PWM predictor achieves the second best performance among all predictors. However, in the noisy cases, the linear, median and PWM predictors have similar MSE and MAE behavior. This is somewhat different from the high motion sequence where the PWM performs second best in most frames. This performance is explained by the fact that, in low motion sequence, Gaussian-contaminated images are slowly changing so that each pixel is well-modeled by a Gaussian random variable with mean equal to the original pixel value. The optimal predictor in this condition is, therefore, a linear predictor. Still, the results show that the PWM predictor is a competitive choice under different cases for low motion sequences. V. CONCLUSION This letter presents a new method for image sequence prediction. Volterra predictors were previously proposed to improve the performance of linear predictors. However, Volterra predictors amplify noise, resulting in large prediction error dynamic ranges, which in turn waste encoding bit resources. A new PWM predictor is proposed to overcome the drawbacks of the Volterra predictor. The PWM predictor is more robust to noise than the Volterra predictor, while still retaining the advantages of Volterra predictor. The PWM predictor exhibits good performance for both high motion and low motion sequences. In addition, it has very good performance in noise-free, Gaussian noise, and heavy-tailed noise (such as Laplacian noise) environments. Therefore, the PWM predictor is a robust predictor under different scenarios. Compared to the motion compensated prediction, the PWM is especially suitable for high motion sequences. In addition, MCP requires more computations than competing methods since motion estimation is computationally expensive for large images. As a tradeoff, MCP and PWM can be combined to yield a hybrid predictive coding method to achieve good
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performance for both high and low motion sequences. The predictor developed here can be utilized in image sequence compression and transmission systems such as the DPCM.
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