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Practical Fast Searching in Strings R. NIGEL HORSPOOL



School of Computer Science, McGill University, 805 Sherbrooke Street West, Montreal, Quebec H3A 2K6, Canada SUMMARY The problem of searching through text to find a specified substring is considered in a practical setting. It is discovered that a method developed by Boyer and Moore can outperform even special-purpose search instructions that may be built into the, computer hardware. For very short substrings however, these special purpose instructions are fastest-provided that they are used in an optimal way. KEY WORDS
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INTRODUCTION The problem is that of searching a large block of text to find the first occurrence of a substring (which we will call the ‘pattern’). This particular operation is provided in most text editing systems and it also has applications in bibliographic retrieval systems. Since the text to be searched can be overwhelmingly large — perhaps hundreds of thousands of characters — it is important to use efficient techniques. Simple programs for searching text typically require a worst-case running time of O(mn), where m is the length of the pattern and n is the length of the text. However, Knuth et al.5 showed that this time can be reduced to O(n) with a fairly complicated algorithm. Later, Boyer and Moore published a practical and simpler algorithm1 that also has this linear worst case running time. In the average case, only a small fraction of the n characters are actually inspected. (A recent paper by Galil3 reports some improvements to the Boyer and Moore algorithm for its worst case behaviour.) Many programmers may not believe that the Boyer and Moore algorithm (if they have heard of it) is a truly practical approach. It is the purpose of this paper to demonstrate that it is and to show the circumstances under which it should be employed. Many computers, particularly. the larger machines, possess instructions to search for individual characters within main memory. One might think that these instructions would permit codings of routines that could beat the Boyer and Moore algorithm. However, we will experimentally show that this is not always the case — even when the search instructions are used in the most efficient manner imaginable.



EFFECTIVE USE OF A SEARCH INSTRUCTION Some of the larger computers have a single instruction that can be used to search memory for the first occurrence of a designated character. The IBM 360-370 series (and the Interdata and 0038—0644/80/0610—0501$01.00 © 1980 by John Wiley & Sons, Ltd.
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Amdahl computers with the same instruction set) has the Translate and test (TRT) instruction.4 It can be programmed to search up to 256 bytes of memory for a particular character. The Burroughs B6500 has the Search While Not Equal (SNEU) instruction.2 The UNIVAC 1100 series has the Search Equal (SE) instruction.6 If a search instruction is available, it would seem very reasonable to employ it in locating a substring within a longer string. We will present a simple and obvious method first. Our notation follows that of Boyer and Moore: STRING represents the text to be searched; STRINGLEN is its length. PAT is the substring we wish to find and PATLEN is its length. Additionally, we will use the notation S[I...J] to represent a substring consisting of the characters S[I], S[I+1] ... S[J]. We will call this algorithm SFC (Scan for First Character).



Algorithm SFC if patlen > stringlen then return 0; ch Å pat[1]; i Å 0; repeat scan string[i + 1 ... stringlen - patlen + 1] to find first occurrence of ch; if ch was not found then return 0; i Å position where ch was found; until string[i... i + patlen-1] = pat; return i;



If the algorithm returns 0 then PAT does not occur inside STRING; otherwise the result is the position of its first occurrence. The statement beginning ‘Scan...’ is to be implemented with the special search instruction. With the IBM 360-370 TRT instruction, we would have to code a short loop here to overcome the limited range of 256 bytes. We also note that the comparison of two strings in the loop termination condition can be performed with a single instruction on all the machines mentioned previously. For practical applications, algorithm SFC does not use the search instruction in the best possible way. An elementary observation will make this clear. Suppose that STRING consists of (upper-case) English language text and that PAT is the word ‘EXTRA’. The SFC algorithm scans for successive occurrences of the letter ‘E’ Unfortunately, ‘E’ is the most common letter in the English language and we would expect to hit an ‘E’ about every ten characters or so. Thus, there would usually be many unsuccessful comparisons between PAT and the text following each ‘E’ before obtaining the desired match. On the other hand, ‘X’ is one of the least frequent letters in English. If we used the search instruction to locate successive occurrences of ‘X’ we would often be able to skip: through hundreds of characters at a time. By picking the character in PAT with the lowest frequency of occurrence in STRING, we can maximize the expected speed of our algorithm. This new method we call SLFC (Scan for Lowest Frequency Character).
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Algorithm SLFC if patlen > stringlen then return 0; find j such that pat[j] is the character in pat with the lowest frequency in English text; ch Å pat[j]; i Å j - 1; repeat scan string[i + 1 ... stringlen - patlen +1] to find the first occurrence of ch; if ch was not found then return 0; i Å position where ch was found; until string[i - j + 1 ... i + patlen - j] = pat; return i - j + 1 ;



The SLFC algorithm uses information that is not usually available to searching algorithms namely character frequency information. We propose that this be provided in the form of a list of the possible characters sorted into order according to their expected frequency of occurrence. A perfect ordering would depend on the kind of text being searched. For example, with upper case text, ‘E’ is more frequent than ‘T’. However, with mixed upper and lower-case text, the converse is true (because so many sentences begin ‘The .. .’) We contend that a perfect ordering is not really necessary. Even a random frequency ordering would give SFC and SLFC very similar performance. (SFC is the same as SLFC except that j is always chosen to be one.) Any improvement over the random ordering leads to superior performance by SLFC. Table I: Expected number of characters that are skipped before finding the lowest frequency character in the pattern PATLEN



Expected distance



PATLEN



Expected distance



1



94.0



7



401.3



2



161.8



8



440.5



3



218.8



9



478.1



4



270.0



10



514.2



5



316.4



11



549.2



6



360.1



12



583.0



The effect of the character frequency information is shown in Table I. For each value of PATLEN, the table shows the expected number of characters that we would expect to skip over when scanning for the lowest frequency character in PAT. To calculate these numbers, we have assumed that each character in STRING and in PAT is independently and randomly selected. Each character was given a selection probability that was determined by counting character frequencies in a large sample of text held in an on-line text-editing system. Clearly, the longer the pattern, the more characters we expect to skip. This is because longer patterns are more likely to contain a very low frequency character than a short pattern. Note that the table entry for PATLEN=1 effectively tells us how many characters are skipped in the SFC algorithms (regardless of the actual value of PATLEN).
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THE BOYER AND MOORE ALGORITHM The basic Boyer and Moore searching algorithm can be written in the following form:



Algorithm BM { initialization of deltal and delta2 tables is omitted } lastch. Å pat[patlen]; i Å patlen; while i ≤ stringlen do begin ch Å string[i]; if ch = lastch then begin j Å patlen - 1; repeat if j = 0 then return i; j Å j - 1; i Å i - 1; until string[i] ≠ pat[j]; i Å i + max(delta1[ch] , delta2[j]); end else i Å i + deltal[ch]; end; return 0;



There are two tables, DELTAl and DELTA2, whose entries are determined by analysis of the pattern. Most entries in DELTAl are equal in value to PATLEN. Consequently the algorithm usually advances through PATLEN characters at a time. The algorithm implemented by Boyer and Moore for their experiments was slightly different to the above. Their coding uses a third table. DELTA0, which is identical to DELTAl but for the DELTA[LASTCH] entry — it holds a very large integer so that the two tests I


PRACTICAL FAST SEARCHING IN STRINGS



505



Algorithm SBM delta12[*] Å patlen; { initialize whole array } for j Å 1 to patlen - 1 do delta12[pat[j]]. Å patlen - j; lastch Å pat[patlen]; i Å patlen; while i ≤ stringlen do begin ch Å string[i]; if ch = lastch then if string[i - patlen + 1 … j] = pat then return i - patlen + 1 ; i Å i + delta12[ch]; end; return 0;



We note that an instruction for comparing character strings is useful for implementing the comparison between STRING and PAT.



COMPARISON OF METHODS The four different search algorithms were coded in 370/Assembler as efficiently as possible. They were compared by timing them on the task of locating every occurrence of some pattern within a very large block of text (80,000 characters) and the timings were averaged over many repetitions of the task. The patterns were randomly selected substrings within the text. Table II: Experimentally observed search rates for the four algorithms under consideration Search rate (millions chars/s) PATLEN



SFC



SLFC



BM



SBM



2



3.3



4.0



2.1



2.4



3 4 5 6 7 8 9 10 11 12



4.3 3.8 3.6 3.8 5.4 3.6 4.6 5.1 3.5 3.8



4.8 5.2 5.3 5.4 5.4 5.3 5.2 5.7 5.3 5.6



3.3 4.3 5.0 6.9 7.0 7,5 8.5 8.5 9.4 9.4



3.2 4.6 5.2 7.1 7.4 8.1 8.7 7.9 9.8 9.4



The results are shown in Table II. This table gives the search rate in millions of characters per second as measured on the Amdahl V7 computer. There are several observations to be made about these numbers. First of all, BM and SBM give nearly identical timings — demonstrating the unimportance of the DELTA2 table in normal use. Secondly, SLFC is quite



506



R. NIGEL HORSPOOL



superior to SFC (only for PATLEN equal to one would they be similar). The conclusion to be drawn from this is that the technique of searching for low frequency characters pays off handsomely. Thirdly, we see that BM (and SBM) has similar speed to SFC for PATLEN equal to five. For larger PATLEN values, SFC is inferior and for smaller PATLEN values it is superior. There is one important factor that was not considered in our experiments. The timings do not include the work of initializing tables — on the assumption that we want to find the limiting speed of each algorithm (i.e. the speed when searching an infinite volume of text). In practice, the initialization code may be significant. We note that the DELTA2 table requires the most computation and this is another justification for using the SBM version of Boyer and Moore's algorithm.



CONCLUSIONS An important result is that we have demonstrated the Boyer and Moore algorithms to be an astonishingly fast method of searching text. For pattern lengths of six or greater, it outperforms even search instructions built into the computer hardware. For computers that lack a search instruction, we advocate use of the simplified Boyer and Moore algorithm (algorithm SBM in this paper). For computers that do have such an instruction, the best approach appears to be the composite strategy summarized by: if patlen 


On the Amdahl V7 computer, we measured the value of THRESHOLD to be 5. It may, of course, be slightly different on other computers. ACKNOWLEDGEMENT



This work was supported by a grant from the National Science and Engineering Research Council of Canada. REFERENCES 1. R. S. Boyer and J. S. Moore, ‘A fast string searching algorithm’, CACM, 20 (10), 762—772 (1977). 2. Burroughs Corporation, B6700 Information Systems Reference Manual. 3. Z. Galil, ‘On improving the worst case running time of the Boyer-Moore string matching algorithm’, CACM, 22 (9) 505—508, (1979). 4. IBM Corporation, System/370 Principles of Operation. Form No. GA22—7000. 5. D. E. Knuth, J. H. Morris Jr. and V. B. Pratt, ‘Fast pattern matching in strings’, SIAM J. Computing, 6 (2) 323—350, (1977). 6. Sperry Rand Corporation, 1100/80 Processor and Storage. Publication No. UP 8492.



























[image: Practical Fast Searching in Strings]
Practical Fast Searching in Strings












[image: Fast data extrapolating - Semantic Scholar]
Fast data extrapolating - Semantic Scholar












[image: Fast Speaker Adaptation - Semantic Scholar]
Fast Speaker Adaptation - Semantic Scholar












[image: Fast Speaker Adaptation - Semantic Scholar]
Fast Speaker Adaptation - Semantic Scholar












[image: Fast Distributed Random Walks - Semantic Scholar]
Fast Distributed Random Walks - Semantic Scholar












[image: Fast exact string matching algorithms - Semantic Scholar]
Fast exact string matching algorithms - Semantic Scholar












[image: Fast Distributed Random Walks - Semantic Scholar]
Fast Distributed Random Walks - Semantic Scholar












[image: Fast Distributed Random Walks - Semantic Scholar]
Fast Distributed Random Walks - Semantic Scholar












[image: Random Grids: Fast Approximate Nearest ... - Semantic Scholar]
Random Grids: Fast Approximate Nearest ... - Semantic Scholar












[image: what are people searching on government web ... - Semantic Scholar]
what are people searching on government web ... - Semantic Scholar












[image: in chickpea - Semantic Scholar]
in chickpea - Semantic Scholar












[image: in chickpea - Semantic Scholar]
in chickpea - Semantic Scholar












[image: A Fast String Searching Algorithm]
A Fast String Searching Algorithm












[image: A Fast String Searching Algorithm]
A Fast String Searching Algorithm












[image: Networks in Finance - Semantic Scholar]
Networks in Finance - Semantic Scholar












[image: Discretion in Hiring - Semantic Scholar]
Discretion in Hiring - Semantic Scholar












[image: Fast Prefix Matching of Bounded Strings - gsf]
Fast Prefix Matching of Bounded Strings - gsf












[image: Fast and Robust Ray Tracing of General Implicits ... - Semantic Scholar]
Fast and Robust Ray Tracing of General Implicits ... - Semantic Scholar












[image: Fast and Robust Ray Tracing of General Implicits ... - Semantic Scholar]
Fast and Robust Ray Tracing of General Implicits ... - Semantic Scholar












[image: A Fast and Efficient Algorithm for Low-rank ... - Semantic Scholar]
A Fast and Efficient Algorithm for Low-rank ... - Semantic Scholar












[image: A Fast and Efficient Algorithm for Low-rank ... - Semantic Scholar]
A Fast and Efficient Algorithm for Low-rank ... - Semantic Scholar















Practical Fast Searching in Strings - Semantic Scholar






Dec 18, 1979 - School of Computer Science, McGill University, 805 Sherbrooke Street West, Montreal, Quebec. H3A 2K6 ... instruction on all the machines mentioned previously. ... list of the possible characters sorted into order according to their expected frequency of .... course, be slightly different on other computers. 






 Download PDF 



















 144KB Sizes
 0 Downloads
 379 Views








 Report























Recommend Documents







[image: alt]





Practical Fast Searching in Strings 

Dec 18, 1979 - With the IBM 360-370 TRT instruction, we would have to code a short loop here to overcome the limited range of 256 bytes. We also note that ...














[image: alt]





Fast data extrapolating - Semantic Scholar 

near the given implicit surface, where image data extrapolating is needed. ... If the data are extrapolated to the whole space, the algorithm complexity is O(N 3. âˆš.














[image: alt]





Fast Speaker Adaptation - Semantic Scholar 

Jun 18, 1998 - We can use deleted interpolation ( RJ94]) as a simple solution ..... This time, however, it is hard to nd an analytic solution that solves @R.














[image: alt]





Fast Speaker Adaptation - Semantic Scholar 

Jun 18, 1998 - where we use very small adaptation data, hence the name of fast adaptation. ... A n de r esoudre ces probl emes, le concept d'adaptation au ..... transform waveforms in the time domain into vectors of observation carrying.














[image: alt]





Fast Distributed Random Walks - Semantic Scholar 

and efficient solutions to distributed control of dynamic net- works [10]. The paper of ..... [14]. They con- sider the problem of finding random walks in data streams.














[image: alt]





Fast exact string matching algorithms - Semantic Scholar 

LITIS, FacultÃ© des Sciences et des Techniques, UniversitÃ© de Rouen, 76821 Mont-Saint-Aignan Cedex, France ... Available online 26 January 2007 ... the Karpâ€“Rabin algorithm consists in computing h(x). ..... programs have been compiled with gcc wit














[image: alt]





Fast Distributed Random Walks - Semantic Scholar 

goal is to minimize the number of rounds required to obtain ... network and Î´ is the minimum degree. ... Random walks play a central role in computer science,.














[image: alt]





Fast Distributed Random Walks - Semantic Scholar 

Random walks play a central role in computer science, spanning a wide range of .... ameter, Î´ be the minimum node degree and n be the number of nodes in the ...














[image: alt]





Random Grids: Fast Approximate Nearest ... - Semantic Scholar 

2056 matches - We propose two solutions for both nearest neigh- bors and ... the parameters in a learning stage adopting them to the case of a ... ages, our algorithms show meaningful speed-ups .... For each random translation/rotation, we use ...














[image: alt]





what are people searching on government web ... - Semantic Scholar 

through the Internet. Due in part to this Act, large amounts of government infor- mation have been put online and made publicly accessible. The provision of ..... 0. 100. 200. 300. 400. 500. 600. 700. 800. 900. 1000. 3/1/2003. 4/1/2003. 5/1/2003. 6/1














[image: alt]





in chickpea - Semantic Scholar 

Email :[email protected] exploitation of ... 1990) are simple and fast and have been employed widely for ... template DNA (10 ng/ l). Touchdown PCR.














[image: alt]





in chickpea - Semantic Scholar 

(USDA-ARS ,Washington state university,. Pullman ... products from Ã—California,USA,Sequi-GenGT) .... Table 1. List of polymorphic microsatellite markers. S.No.














[image: alt]





A Fast String Searching Algorithm 

number of characters actually inspected (on the aver- age) decreases ...... buffer area in virtual memory. .... One telephone number contact for those in- terested ...














[image: alt]





A Fast String Searching Algorithm 

An algorithm is presented that searches for the location, "i," of the first occurrence of a character string, "'pat,'" in another string, "string." During the search operation, the characters of pat are matched starting with the last character of pat














[image: alt]





Networks in Finance - Semantic Scholar 

Mar 10, 2008 - two questions arise: how resilient financial networks are to ... which the various patterns of connections can be described and analyzed in a meaningful ... literature in finance that uses network theory and suggests a number of areas 














[image: alt]





Discretion in Hiring - Semantic Scholar 

In its marketing materials, our data firm emphasizes the ability of its job test to reduce ...... of Intermediaries in Online Hiring, mimeo London School of Economics.














[image: alt]





Fast Prefix Matching of Bounded Strings - gsf 

LPM is a core problem in many applications, including IP routing, network data clustering, ..... We next discuss how to do this using dynamic programming.














[image: alt]





Fast and Robust Ray Tracing of General Implicits ... - Semantic Scholar 

correct visualization [13]. ..... precision is seldom required for accurate visualization [13]. ..... from a cubic environment map invokes no performance penalty.














[image: alt]





Fast and Robust Ray Tracing of General Implicits ... - Semantic Scholar 

nents of a domain interval is insufficient to determine a convex hull over the range. This is not the case with an inclusion extension F. (b), which, when evaluated, ...














[image: alt]





A Fast and Efficient Algorithm for Low-rank ... - Semantic Scholar 

The Johns Hopkins University [email protected]. Thong T. .... time O(Md + (n + m)d2) where M denotes the number of non-zero ...... Computer Science, pp. 143â€“152 ...














[image: alt]





A Fast and Efficient Algorithm for Low-rank ... - Semantic Scholar 

republish, to post on servers or to redistribute to lists, requires prior specific permission ..... For a fair comparison, we fix the transform matrix to be. Hardarmard and set .... The next theorem is dedicated for showing the bound of d upon which 


























×
Report Practical Fast Searching in Strings - Semantic Scholar





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















