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Abstract We consider the numerical solution of linear systems of the form (A+iκB) x = y. Such problems arise in many applications, e.g., in acoustics, electromagnetics or light propagation models. We propose and analyze a class of preconditioners leading to complex symmetric iteration operators and investigate convergence of corresponding preconditioned iterative methods under mild assumptions on the operators A and B. For self-adjoint positive operators A and B, we establish parameter and discretization independent convergence. The proposed methods are then applied to the solution of even-parity formulations of time-harmonic radiative transfer. The assumptions on the operators required for our convergence analysis are veriﬁed and the performance of the preconditioned iterations is illustrated by numerical tests supporting the theoretical results.
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Introduction



In this paper, we consider the iterative solution of linear systems of the form (A + iκB) x = y,



(1.1)



where A and B are self-adjoint bounded linear operators in some complex Hilbert space. Our motivation for looking at such problems stems from optical tomography [26, 1], where equation (1.1) models the propagation of intensity-modulated light in tissue; in this case x denotes the complex amplitude of the light intensity and the parameter κ is related to the modulation frequency. Similar problems also arise in acoustics and electromagnetics, where the system (1.1) stems from time-harmonic formulations of certain wave phenomena and κ denotes the wavenumber. We refer to [7, 6] for a list of further applications and references. 1
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Because of the many important applications, the iterative solution of linear systems of the form (1.1) has been considered by many authors. Among the various approaches reported in literature, let us particularly mention the application of Krylov subspace methods to the complex symmetric form [16, 11] and the reformulation and iterative solution of equivalent indeﬁnite systems for the real and imaginary part [4, 6]. In practice, A and B often correspond to ill-conditioned matrices stemming from discretization of partial diﬀerential or integral equations. Particular emphasis has therefore been put on the design of appropriate preconditioners [2, 11, 28, 8, 6, 37]. Let us also refer to [7, 37] for a general overview over preconditioning methods for indeﬁnite problems, and to [30, 9] for algebraic multilevel preconditioning of the Helmholtz and Maxwell’s equations. If the parameter κ is small, one may consider κB as a perturbation of the operator A. This suggests the use of the ﬁxed-point iteration Axn+1 = y − iκBxn ,



n ≥ 0.



(1.2) 1/�A−1 B�.



If Convergence of this iteration can be established for small wavenumbers κ < the operators A and B involve spatially dependent coeﬃcients, such smallness conditions may however be hard to verify in practice. To overcome restrictions on the size of the wavenumber, we will consider here more general preconditioned Richardson iterations [31, 19] of the form � � n ≥ 0, . (1.3) Cxn+1 = Cxn + z y − (A + iκB)xn ,



In order to guarantee that the iteration is well-deﬁned, we require that C is self-adjoint and coercive. Note that (1.2) is just a special instance of (1.3) with C = A and z = 1. Diﬀerent choices of the preconditioner C and of the complex parameter z will allow us to modify the spectrum of the complex symmetric preconditioned operator C −1 (A+iκB) in order to achieve convergence for a larger class of problems. One of our main result in this direction is



Theorem 1.1. Assume that A and B are positive self-adjoint bounded linear operators and that C = A + κB is coercive. Then (1.3) with parameter z = 1−i 2 converges linearly to the √ unique solution of (1.1) with a contraction factor 1/ 2 independent of the wavenumber κ. The preconditioner used in Theorem 1.1 is based on a splitting of the operator A + iκB into its Hermitian and skew-Hermitian part. For related constructions, see also [4, 6] or [7] and the references given there. The good properties of the preconditioner A + κB for this particular setting are well-known also in the ﬁnite-element community [34]. We will brieﬂy also consider other choices for C and z which either have some physical interpretation, lead to a better convergence behaviour in special situations, or have certain advantages in the numerical realization. According to Theorem 1.1, the convergence of the preconditioned Richardson iteration is not aﬀected by the wavenumber κ and other (e.g. discretization dependent) information about the spectra of A or B. Some acceleration can however still be achieved when utilizing better Krylov subspace methods and we will therefore also analyze the performance of the preconditioned GMRES method [33]. Iteration (1.3) reduces the solution of the complex linear system (1.1) to the repeated solution of self-adjoint coercive linear problems (1.3) for which appropriate numerical algorithms are 2



often readily available. This may be seen as another algorithmic advantage of the proposed preconditioned iterative methods. We will make some remarks in this direction later and explicitly utilize this fact in our numerical tests. The outline of this article is as follows: In Section 2, we recall some auxiliary results that will be required for our analysis. The problem setting is described in detail in Section 3 and we shortly sketch the main results about well-posedness. In Section 4, we investigate the preconditioned operators, characterize their spectra, and draw some conclusions about their normality and complex symmetry. The convergence of iteration (1.3) is established in Section 5, which also contains a proof of Theorem 1.1. In Section 6, we extend the analysis to the preconditioned GMRES method, and we shortly discuss some generalizations of our results in Section 7. To demonstrate the applicability of our methods, we consider the even-parity formulation of the radiative transfer equation. This model problem is introduced in Section 8 together with an appropriate discretization. Section 9 presents a sequence of numerical tests for this model problem which illustrate the performance of the proposed algorithms and support the theoretical ﬁndings.



2



Preliminaries



Let (X , �·, ·�) denote a complex separable Hilbert space with inner product �·, ·� and induced norm � · �. Recall the following notions: A linear operator C : X → X is bounded, if there exists a constant cC such that �Cx� ≤ cC �x� for all x ∈ X ; C is called self-adjoint, if �Cx, y� = �x, Cy�,



for all x, y ∈ X .



(2.1)



for all x ∈ X



(2.2)



A self-adjoint operator C is called coercive, if �Cx, x� ≥ cC �x�2 ,



with some cC > 0. We call C positive, if (2.2) at least holds with cC = 0. If C is bounded, but not necessarily self-adjoint, the proper notion of coercivity is [13, Def.VI.4] Re�Cx, x� ≥ cC �x�2 ,



for all x ∈ X and some cC > 0.



Let now C : X → X be a self-adjoint coercive bounded linear operator. Then C is boundedly invertible and induces an inner product and a norm, respectively, by � �x, y�C := �Cx, y� and �x�C := �Cx, x�.



By (2.1) and (2.2), the norm � · �C is equivalent to the norm of the Hilbert space X . The preconditioned operator C −1 A is then self-adjoint with respect to the C-inner product, i.e., �C −1 Ax, y�C = �x, C −1 Ay�C



for all x, y ∈ X .



˜ This means that A˜ = C −1 A is self-adjoint on (X , �·, ·�C ), in short A˜∗ = A. We will also require some basic results from spectral calculus; for details see [20, 21]. Let A be a bounded self-adjoint linear operator on a Hilbert space (X , �·, ·�). Then σ(A) = {α ∈ C : A − αI is not boundedly invertible} 3



is called the spectrum of A. Since A is bounded and self-adjoint, the spectrum is a closed and bounded subset of the real axis. More precisely, σ(A) ⊂ [α, α] with spectral bounds α := inf �Ax, x� = min σ(A) �x�=1



and



α := sup �Ax, x� = max σ(A).



(2.3)



�x�=1



A spectral family of A is a family of projection operators {P (α) : α ∈ R} with the following properties: P (α� ) − P (α) is positive for all α ≤ α� , P (α− ) = 0, P (α) = I, and P (α+ ) = P (α). Here − and + denote limits from the left and from the right, respectively. Lemma 2.1. There exists a unique spectral family {P (α) : α ∈ R} of A such that � A = α dP (α). The integral has to be understood in the Riemann-Stieltjes sense. Main ingredients for our analysis will be the following basic results [21]. Lemma 2.2. Let ϕ, ψ : R → C be continuous functions. Then � (i) ϕ(A) := ϕ(α) dP (α) deﬁnes a bounded linear operator on X . (ii) σ(ϕ(A)) = ϕ(σ(A)).



(iii) The adjoint of the operator ϕ(A) is given by ϕ(A)∗ = � (iv) ϕ(A)ψ(A) = ϕ(α)ψ(α) dP (α).



�



ϕ(α) dP (α).



We will later apply the spectral theorem to preconditioned operators of the form C −1 A which are self-adjoint on the Hilbert space (X , �·, ·�C ) as mentioned above.
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Statement of the problem and remarks on solvability



Let (X , �·, ·�) be a complex separable Hilbert space. Given two self-adjoint bounded linear operators A, B : X → X , y ∈ X , and a parameter κ ≥ 0, we are concerned with operator equations of the following kind. Problem 1. Find x ∈ X such that (A + iκB) x = y



in X .



(3.1)



The following statement gives suﬃcient conditions for the well-posedness of Problem 1. Lemma 3.1. If either A or κB or A + κB is coercive, then the linear system (3.1) has a unique solution for any y ∈ X .
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Proof. Assume ﬁrst that A is coercive. Then Re�(A + iκB)x, x� = �Ax, x� ≥ cA �x�2 for all x with some constant cA > 0. Thus A + iκB is coercive and well-posedness follows from the Lax-Milgram theorem; cf. [23] and [13, Thm.IV.7]. The second case is shown by exchanging the roles of A and κB. If, ﬁnally, A + κB is coercive, we multiply (3.1) with (1 − i) which yields ˜ (1 − i)y = (1 − i)(A + iκB)x = (A + κB)x + i(κB − A)x = (A˜ + iκB)x. The unique solvability then follows with the same arguments as before. As the following result shows, the coercivity of A+κB is not only suﬃcient but even necessary for the well-posedness in important cases. Lemma 3.2. Let A and κB be positive self-adjoint bounded linear operators. Then (3.1) is uniquely solvable for all y ∈ X , if, and only if, A + κB is coercive, i.e., if c �x�2 ≤ �(A + κB)x, x�



for all x ∈ X



with some c > 0.



(3.2)



Proof. Assume, in contrast to (3.2), that there is a sequence {zn }n∈N with �zn � = 1 and �(A+κB)zn , zn � → 0. Then, by positivity of the operators, �Azn , zn � → 0 and �κBzn , zn � → 0. Using self-adjointness of A and B, we conclude that Azn → 0 and Bzn → 0; hence also (A + iκB)zn → 0. Together with the bounded inverse theorem [5, 21], this implies the necessity of (3.2); suﬃciency follows from the previous lemma. Sharp necessary and suﬃcient conditions for the unique solvability of Problem 1 in more general situations can be obtained from the Babuˇska-Aziz lemma [29, 3]; see also [5].
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Analysis of a class of preconditioners



In the following we consider coercive preconditioners of the form C = µA+νκB with µ, ν > 0, and we analyze the spectrum of the preconditioned operators C −1 (A + iκB). For illustration of the main argument, assume for the moment that X = Cd and denote by {(αm , xm )}dm=1 the eigensystem of the generalized eigenvalue problem [27] µAx = α(µA + νκB) x. The assumption of self-adjointness of the operators means that µA and µA + νκB are (or can be represented by) Hermitian matrices. Hence, the generalized eigenvalues are real and bounded by α ≤ α ≤ α for some α and α ∈ R. Moreover, with νκBxm = (µA + νκB)xm − µAxm = (µA + νκB)(1 − αm )xm , one sees that {(1 − αm , xm )}dm=1 is the corresponding eigensystem of µκB and consequently d m the generalized eigensystem of A+iκB is given by {( αµm +i 1−α ν , xm )}m=1 . This set therefore −1 contains the spectrum of the preconditioned operator C (A + iκB). 5



The following result summarizes corresponding statements about the spectrum of the preconditioned operator in the general inﬁnite dimensional case. Theorem 4.1. Let A, B be bounded self-adjoint operators on X and assume that that the preconditioner C = µA + νκB with µ, ν > 0 is coercive. Then �α � 1−α (4.1) +i : α ≤ α ≤ α ⊂ C, σ(C −1 (A + iκB)) ⊂ µ ν



where α, α denote the spectral bounds of the operator C −1 µA.



Proof. As noted in Section 2, the operator A˜ := C −1 µA is self-adjoint on (X , �·, ·�C ). Thus ˜ ⊂ [α, α] for some α, α ∈ R, and the spectral theorem implies the existence of a unique σ(A) � spectral family {P (α) : α ∈ R} such that A˜ = α dP (α). As in the � ﬁnite dimensional case, ˜ = I − A˜ = (1 − α) dP (α). The result ˜ := C −1 νκB can be represented as B we observe that B then follows by Lemma 2.2 with ϕ(α) = α + i(1 − α). ˜ are diagonalized simultaneously by the same spectral family. Remark 4.2. Note that A˜ and B ˜ ˜ Moreover, A and B are self-adjoint with respect to the inner product �·, ·�C , i.e., ˜ ∗ = B. ˜ A˜∗ = A˜ and B Using the spectral representation, we can show that the preconditioned operator is normal. ˜ B ˜ be as in the previous proof. Then Lemma 4.3. Let A, and



˜ ˜ ∗ = A˜ − iκB (A˜ + iκB) ˜ = (A˜ + iκB)( ˜ A˜ + iκB) ˜ ∗ ˜ ∗ (A˜ + iκB) (A˜ + iκB)



i.e., the preconditioned operator C −1 (A + iκB) is normal. ˜ Now Proof. The ﬁrst statement follows from the self-adjointness of the operators A˜ and B. let ϕ(α) = α + i(1 − α) as before. Then by Lemma 2.2 ˜ = ϕ(A)ϕ( ˜ A) ˜ = ϕ(A)ϕ( ˜ A) ˜ = (A˜ + iκB)( ˜ A˜ + iκB) ˜ ∗. ˜ ∗ (A˜ + iκB) (A˜ + iκB)



Remark 4.4. Any normal operator is complex symmetric in the sense of [17]. Therefore, after appropriate preconditioning, the system (1.1) can be called complex symmetric. If the operator A is coercive, it can be used as a preconditioner as well. For C = A, we then consider the generalized eigenvalue problem κBx = βCx. Together with the boundedness of B and (2.3) we obtain β�x, x�C ≤ �C −1 Bx, x�C ≤ β�x, x�C



for all x ∈ X



with spectral bounds β := −cB /cA ≤ 0 and β := cB /cA . This yields



Lemma 4.5. Let A, B be self-adjoint bounded linear operators and C = A be coercive. Then � � σ(C −1 (A + iκB)) ⊂ 1 + iβ : β ∈ [β, β] . (4.2) 6
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Analysis of preconditioned Richardson iteration



In this section, we will give a proof of Theorem 1.1 and then extend the convergence analysis of iteration (1.3) to other choices of preconditioners.



5.1



Proof of Theorem 1.1



By setting C = A + κB and z = ωe−iπ/4 in (1.3), we obtain the iterative scheme � � (A + κB) xn+1 = (A + κB) xn + ωe−iπ/4 y − (A + iκB) xn , n ≥ 0,



(5.1)



with given initial value x0 ∈ X . If A + κB is coercive, then by Lemma 3.1, Problem 1 has a unique solution x. The iteration (5.1) is well-deﬁned for any choice of the stepsize ω ∈ R and the iteration error en := xn − x satisﬁes the recursion � � en+1 = I − ωe−iπ/4 (A + κB)−1 (A + iκB) en =: M (ω) en .



In order to establish convergence of (5.1), we will verify that �M (ω)�C < 1 for an appropriate choice of the stepsize ω, i.e., the iteration operator M (ω) is a contraction. By (4.1) and Lemma 2.2, one readily obtains �2 � �� � � ρ(ω)2 := �M (ω)�2C ≤ max �1 − ωe−iπ/4 (α + i(1 − α))� α≤α≤α √ = 1 − 2ω + ω 2 (α∗2 + (1 − α∗ )2 ), where α∗ maximizes the expression α2 + (1 − α)2 on [α, α]. Elementary computations now show that the condition ρ(ω)2 < 1 which is required to ensure convergence is equivalent to √ 2 0


Since the denominator on the right hand side is bounded and positive, a range of stepsizes guaranteeing convergence actually exists. Minimizing ρ(ω)2 with respect to ω yields the optimal stepsize, which is the arithmetic mean of the bounds in (5.2). In summary, we have Theorem 5.1. Let A and B be self-adjoint bounded linear operators such that C = A + κB √ 2 is coercive. Then for any 0 < ω < α2 +(1−α2 ) and any initial value x0 ∈ X , the iteration (5.1) ∗ ∗ converges linearly to the unique solution of (3.1), i.e., �xn+1 − x�C ≤ ρ(ω)�xn − x�C ≤ ρ(ω)n+1 �x0 − x�C � with contraction factor ρ(ω) := 1 − 2ω + 2ω 2 (α∗2 + (1 − α∗2 )) < 1.



The optimal stepsize and the contraction factor will in general depend on the spectral bounds α, α, and thus also on the wavenumber κ. This dependence can however be removed under further assumptions. Proof of Theorem 1.1. Under the positivity assumption on A and B, we have α ≥ 0 and 1 − α ≥ 0, i.e., the generalized eigenvalues of A satisfy 0 ≤ α ≤ 1; the result of Theorem 1.1 then follows directly from Theorem 5.1 with α∗ = 1. 7



5.2



Other choices of the preconditioner



With similar arguments as above, we can analyze preconditioners of the form C = µA + νκB for µ, ν > 0. Assume that A and B are positive and C is coercive. Then according to (4.1), the spectrum of the preconditioned operator satisﬁes σ(C −1 (A + iκB)) ⊂ {



α 1−α +i : 0 ≤ α ≤ 1} µ ν



which is the line segment between i/ν and 1/µ in the complex plane. By elementary arguments one shows that the norm of the iteration operator M (ω) = I − ωeiθ C −1 (A + iκB) is bounded from below by min �M (ω)�2C ≥ max{1 − cos2 θ, 1 − sin2 θ} ≥ 1/2. ω∈R



2 We have shown in the previous section that the optimal √ value �M (ω)�C = 1/2 is attained for the choice µ = ν = 1, θ = −π/4, and ω = µ/ 2. Theorem 1.1 therefore yields the optimal contraction factor for Richardson iterations (1.3) with preconditioners of the form C = µA + νκB. We will later on therefore mainly consider the choice µ = ν = 1.



If A is coercive, one may also choose C = A. For z = ω ∈ R, the iteration operator M (ω) is then given by M (ω) = (1 − ω)I − iωA−1 κB. Using (4.2) we now obtain � � �M (ω)�2C = max (1 − ω)2 + κ2 ω 2 β 2 . β≤β≤β



The following convergence result now follows via Banach’s ﬁxed-point theorem. Theorem 5.2. Let A and B be self-adjoint bounded linear operators and assume that C = A is coercive. Then for any 0 < ω < 1+κ22 β 2 with β∗ = max{|β|, |β|} and for any initial value ∗ x0 ∈ X the preconditioned iteration � � n ≥ 0, (5.3) xn+1 = xn + ω C −1 y − (A + iκB) xn , converges linearly to the unique solution of (3.1). Moreover, there holds �xn+1 − x�C ≤ ρ(ω)�xn − x�C



for all



� with convergence factor ρ(ω) = (1 − ω)2 + κ2 ω 2 β∗2 < 1.



n ≥ 0,



Remark 5.3. Method (5.3) converges for a suﬃciently small stepsize ω regardless whether B is positive or not. The optimal choice of the stepsize ω ∗ and the optimal contraction factor ρ(ω ∗ ) however depend on the generalized eigenvalues of the operator A and on the wavenumber κ even if A and B are assumed to be positive. In the extreme case κ → 0, the iteration (5.3) tends to converge to the � solution in one step, while the convergence degenerates for large wavenumber, i.e., ρ∗ = κ2 β∗2 /(1 + κ2 β∗2 ) → 1 as κ → ∞. This behavior is also observed in the numerical tests of Section 9.
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Analysis of the preconditioned GMRES method



For x0 = 0 the iterates xn deﬁned by (1.3) belong to the Krylov subspaces � � Kn = C −1 y, (C −1 (A + iκB))1 C −1 y, . . . , (C −1 (A + iκB))n−1 C −1 y .



Instead of the stationary linear iteration (1.3) also other preconditioned Krylov space methods like GMRES [33] can be used. Since the preconditioner C is self-adjoint and coercive, we can deﬁne the iterate xn by xn := arg min �C −1 (y − (A + iκB)x)�C .



(6.1)



x∈Kn



This is a slight modiﬁcation of the preconditioned GMRES method in [32, Algorithm 9.4], where the Euclidean norm of the residual is minimized. The following result establishes convergence estimates for the GMRES method with preconditioner C = A + κB. Theorem 6.1. Let A and B be positive self-adjoint linear operators and C = A + κB be coercive. Then for any x0 ∈ X the iterates xn deﬁned in (6.1) converge r-linearly to the solution of Problem 1, i.e., √ 8 2 n ρ �x0 − x�C . �xn − x�C ≤ 3 √ The convergence factor of the preconditioned GMRES method therefore is ρ = 1/(1 + 2). Proof. According to (4.1), the spectrum of the preconditioned operator C −1 (A + iκB) is contained in the (degenerate) ellipse



1+i 2 ,



E(c, d, a) := {α + i(1 − α) : 0 ≤ α ≤ 1}



focal points c + d = 1 and c − d = i, and major semi axis a = with center c = by [32, Corollary 6.33] the residual resn := �C −1 (y − (A + iκB)xn )�C satisﬁes resn ≤



1−i 2 .



Then



Cn (a/d) res0 , |Cn (c/d)|



where Cn is the n-th complex Chebyshev-polynomial given by 1 1 Cn (z) = (wn + w−n ) with z = (w + w−1 ). 2 2 Here we used the normality of the preconditioned operator; cf. Remark 4.2. The decay in the residuals can be further estimated by the relations √ 1 in √ ), Cn (c/d) = Cn (i) = (1 + 2)n (1 + (−1)n 2 (1 + 2)n √ 3 Cn (a/d) = Cn (1) = 1, |Cn (i)| ≥ (1 + 2)n . 8 The assertion ﬁnally follows via the spectral estimates 1 √ �x�C ≤ �C −1 (A + iκB)x�C ≤ �x�C 2 which are a direct consequence of Theorem 4.1. 9



(6.2)



Remark 6.2. The preconditioned GMRES method minimizes the residual under all methods working on the same Krylov subspaces. According to (6.2), the method then is also almost optimal in minimizing the error �xn − x�C in the norm induced by the preconditioner. Hence, the preconditioned GMRES method can be considered the method of √ choice for the problems GMRES is smaller under investigation. In particular, the convergence factor ρ = 1/(1+ 2) of √ than the one of the preconditioned Richardson iteration which was ρ = 1/ 2.
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Generalizations Approximate preconditioners



In any of the algorithms discussed so far, the preconditioner can be replaced by some appropriate spectrally equivalent approximation. Instead of the preconditioner A + κB investigated in Section 5.1, let us consider an approximate preconditioner C such that η�Cx, x� ≤ �(A + κB)x, x� ≤ η�C x, x�



for all x ∈ X



(7.1)



with some constants η, η > 0. The results and proofs of Section 5.1 then carry over almost verbatim, and the parameter independent convergence of the iteration (1.3) can be shown with the same arguments as there. The application of C −1 , which is required for the realization of the preconditioned algorithm, may in practice stem from some approximate iterative solver, e.g., from one or a few multigrid cycles; see for instance [35]. Some numerical results in this directions will be presented in Section 9 below.



7.2



Operator equations in dual spaces



It is sometimes convenient to consider the following slightly diﬀerent setting: Let us denote by JX : X → X � the Riesz-isomorphism, i.e., the natural isometry between X and the dual space X � . Then, instead of (A + iκB)x = y, one may also write (1.1) in the equivalent form ˆ = yˆ (Aˆ + iκB)x



in X �



(7.2)



ˆ = JX B and yˆ = JX y. All results derived so-far apply verbatim to problems with Aˆ = JX A, B of the form (7.2), if the appropriate deﬁnitions of self-adjointness and coercivity for operators acting between X and X � are used. We will consider such dual formulations for our model problem below. In fact, one easily veriﬁes that the iterates deﬁned by (1.3) are invariant under a scaling of all operators from the left.
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Model problem



We now turn to the application of the proposed iterative methods for the solution of systems stemming from models of light propagation in optical tomography. After a brief introduction 10



of the basic equations and a short outline of a Galerkin discretization, we will report on numerical results that illustrate the performance of our algorithms and demonstrate the validity of our theoretical ﬁndings.



8.1



Equations of radiative transfer



The propagation of monochromatic light through an isotropically scattering medium can be described by the radiative transfer equation [26, 1] � 1 � � iω φ(r, s) + s · ∇φ(r, s) + µ(r)φ(r, s) = σ(r) φ(r, s� ) ds� − φ(r, s) + q(r). c |S| S



Here, φ is the complex amplitude of the photon density, q is an isotropic source term, µ, σ are the absorption and scattering coeﬃcients of the medium, c is the speed of light, and ω is the modulation frequency. The equation is assumed to hold for all points r in the spatial domain R and all directions s of photon propagation on the unit sphere S; the operator ∇ only involves derivatives with respect to the spatial variable r. If R is bounded, the system is complemented by additional boundary conditions. For the following discussion, it is convenient to deﬁne the total attenuation operator � � 1 � φ(r, s� ) ds� − φ(r, s) . Mφ(r, s) = µ(r)φ(r, s) − σ(r) |S| S



By φ± (r, s) := 12 (φ(r, s) ± φ(r, −s)), we denote the even and odd part of the photon density, respectively. Via basic manipulations [26, 15], one then obtains the following mixed system iκφ+ + s · ∇φ− + Mφ+ = q



−



−



+



iκφ + s · ∇φ + (µ + σ)φ = 0.



(8.1) (8.2)



In scattering media, the wavenumber κ = ω/c is usually small, i.e., κ � µ + σ and one can drop the ﬁrst term in the second equation; see [1] for similar arguments used in the derivation of the diﬀusion approximation. Eliminating the odd part φ− via equation (8.2) with κ = 0 and substituting the resulting expression for φ− into (8.1) then yields the following even-parity formulation [26, 15, 22] � � 1 s · ∇φ+ + (M + iκ)φ+ = q. (8.3) −s · ∇ µ+σ



Together with the appropriate boundary conditions, this second order form of radiative transfer uniquely determines the even part φ+ of the photon density; the odd part can easily be recovered via (8.2) once φ+ is known. The appropriate function space for a variational treatment of (8.3) is given by [14, 15] X := {φ ∈ L2 (R × S) : φ = φ+ , s · ∇φ ∈ L2 (R × S), φ|∂R×S ∈ L2 (∂R × S, |s · n| ds dr)} where L2 (∂R × S, |s·n| ds dr) is a weighted L2 -space. The weak formulation of the even-parity system leads to the following operator equation: Find φ+ ∈ X such that � � K + (M + iκJX ) + R φ+ = JX q in X � . (8.4) 11



The operator K represents the second order terms, M = JX M, and R stands for the boundary terms; for details see [15]. As before, JX denotes the Riesz-isomorphism; Let us shortly mention the basic properties of these operators. Lemma 8.1. K, M , and R are self-adjoint, bounded and positive linear operators acting from X to X � . Moreover, the operator K + R is coercive. The even-parity equation (8.4) can be written as problem (7.2) with x = φ+ , yˆ = JX q. The corresponding operators are deﬁned by Aˆ = K + M + R



and



ˆ = JX . B



(8.5)



As a consequence of Lemma 8.1, we obtain the following properties. Lemma 8.2. Let µ, σ be bounded and non-negative, and µ + σ be uniformly bounded from ˆ : X → X � deﬁned by (8.5) are self-adjoint, below. Then the linear operators Aˆ : X → X � and B ˆ bounded, and positive; moreover, A is coercive. In view of Section 7.2, we will will denote the operators without hat symbols in the following.



8.2



PN -FEM approximation



Let us consider the two-dimensional setting R ⊂ R2 and S = S 1 in more detail. The solution ϕ+ ∈ L2 (R × S) can be expanded as Fourier series � φ+ = φ2n (r)H2n (s) n∈Z



√



with Hn (s) = einα / 2, s = (cos(α), sin(α))� denoting the n-th spherical harmonic. For a discretization, we truncate the Fourier series at |2n| ≤ N and approximate the moments φ2n by piecewise linear continuous functions on a triangulation TM of the domain R with M vertices. As a discretization for the space X we therefore consider a ﬁnite dimensional space XM N := span{χm,n (r, s) = ψm (r)H2n (s) : 1 ≤ m ≤ M, |2n| ≤ N }. The Galerkin projection of the system (8.4) can then be represented by the linear system (A + iκB)x = y, where x and y are the coeﬃcient vectors of the discrete solution and right hand side with respect to the basis χm,n . For details about the resulting PN -FEM discretization, let us refer to [26, Chapter 6] and [36, 15]. As an immediate consequence of the Galerkin approach we obtain Lemma 8.3. Under the conditions of Lemma 8.2, the matrices A and B are Hermitian and positive, and A is positive deﬁnite. In addition, A and B are sparse block systems. In view of Lemma 8.3, the convergence of the preconditioned Richardson iteration and the GMRES method is guaranteed by the results of the previous sections. 12



9



Numerical tests



In this section we report on numerical results obtained for the PN -FEM discretization of the even-parity formulation (8.4) with the preconditioned algorithms of Section 5 and 6.



9.1



The test problem



The choice of our model problem is guided by the typical setting that can be expected in an optical tomography experiment [1]: Since near-infrared light can penetrate only a few centimeters through biological tissue, the typical diameter of the spatial domain R will be about one centimeter. The scattering and absorption rates for biological tissue are in the order of 10cm−1 and 0.1cm−1 , respectively, which means that a photon undergoes roughly ten scattering events per centimeter, and one absorption event when traveling a distance of 10 centimeters. The modulation frequency used in optical tomography is in the order of hundred MHz which gives a wavenumber of about 10−2 cm−1 . The assumption κ � µ + σ is therefore reasonable in a practical setting. After non-dimensionalization, we consider as a test geometry the rectangular domain R = (0, 1) × (0, 1) ⊂ R2 with background parameters σ = 1, µ = 0.01 and an inclusion of diameter 0.2 with optical parameters σ = 10 and µ = 0.1 centered at (0.2, 0.4). Light is injected into the domain through an isotropic light source located at position (0, 0.5) on the boundary. A sketch of the geometric setup as well as the light distribution obtained by solving the even-parity equation are depicted in Figure 1. σ=1 µ = 0.01



❏ ❆ ❆❏ ❏ σ = 10 ❆❆ µ = 0.1



Figure 1: Left: Sketch of the geometry with inclusion. Middle: The ﬂuence



�



φ(r, s) ds for homoS geneous background at wavenumber κ = 0.1 computed by a P9 -approximation on a mesh with 16k vertices. Right: the same, but with inclusion. Note how the photon ﬁelds are slightly perturbed by the presence of the inclusion.



9.2



Choice of parameters and multigrid preconditioning



All iterations were stopped as soon as the relative preconditioned residual resn /res0 was less then 10−6 ; with the above consideration, this is the case, when also the error �x − xn �C has been reduced by about the same factor. 13



The preconditioners proposed and analyzed in Section 5 and 6 still involve the solution of large positive-deﬁnite Hermitian systems, and we utilize sparse factorizations to solve the corresponding systems. Following the remarks in Section 7, we also consider preconditioners based on an approximation of the exact matrices by one V -cycle of a geometric multigrid preconditioner with one Gauß-Seidel pre- and post-smoothing step applied to the full PN -FEM system. The moment order N is ﬁxed for all mesh levels. For the P1 -FEM approximation, this in fact yields a spectrally equivalent preconditioner satisfying (7.1), which can be shown with the same reasoning as in [35]. Due to the anisotropy of the diﬀerential operator in (8.3), such a spectral equivalence and thus the good performance of the multigrid preconditioner is however not yet fully justiﬁed for higher order PN -approximations. Let us refer to [10, 22, 12] for related work on multigrid preconditioning in the context of optical tomography and radiative transfer. Multigrid preconditioning of other formulations or discretizations of radiative transfer have also been considered e.g. in [10, 24, 25].



9.3



Numerical results



The iteration numbers for diﬀerent preconditioned Richardson and GMRES iterations and various choices of the wavenumber are summarized in Table 1. κ 0.001 0.01 0.1 1 10



A 2 3 5 22 1 190



Richardson MG A + κB 40 40 40 40 41 40 62 39 2 146 37



MG 93 93 93 92 80



A 2 2 3 5 15



GMRES MG A + κB 9 2 10 2 10 3 12 6 23 11



MG 9 9 10 11 16



Table 1: Iteration numbers of preconditioned Richardson method and preconditioned GMRES method for varying wavenumbers κ and diﬀerent preconditioners. The discretization is based on the P3 approximation with a mesh having 4 225 spatial vertices, which yields a total of 12 675 degrees of freedom. The critical eigenvalue in Theorem 5.2 is β∗ (A−1 B) ≈ 0.693, which was computed by vector iteration and used to deﬁne an appropriate stepsize for the Richardson iteration.



The convergence of iteration (1.3) with robust preconditioner C = A + κB is independent of the wavenumber. In fact, the convergence factor observed in the numerical tests is almost √ exactly 1/ 2, as predicted by Theorem 1.1. The Richardson iteration with preconditioner A degenerates for large wavenumber with the number of iterations growing approximately like κ2 ; compare with Remark 5.3. The GMRES method yields a further speed-up which is explained by the optimality in reducing the preconditioned residual stemming from the deﬁnition of the method. Finally, we can observe that the iteration numbers do not increase substantially when replacing the exact preconditioners with their multigrid counterparts. In order to investigate the dependence of the proposed preconditioners on the discretization, we report in Table 2 about the iteration numbers obtained on a sequence of uniformly reﬁned spatial meshes with various orders N in the PN -approximation. Note that we have two discretization parameters here, namely, the order N of the angu14



M N 1 3 5 7 21



16k MG dofs 5 16k 9 50k 13 83k 16 116k 34 349k



66k MG 5 8 12 14 31



dofs 66k 198k 330k 462k 1 387k



263k MG 4 8 10 15 27



dofs 263k 790k 1 315k 1 842k 5 526k



Table 2: Mesh dependence study for the multigrid preconditioner approximating A+κB at wavenumber κ = 0.1. The iteration numbers refer to the GMRES method with wavenumber κ = 0.1. The number of degrees of freedom is given by dof = M · N , where M is the number of vertices in the mesh. The GMRES method with “exact” preconditioner C = A + κB needed 3 iterations in any case.



lar approximation and the number M of vertices in the spatial mesh. For all ﬁxed angular approximation orders N , we observe mesh-independent performance of the multigrid preconditioners. On the other hand, we observe a slight increase in the iteration numbers (or equivalently in the condition numbers of the preconditioned systems) when increasing the approximation order N while keeping the mesh ﬁxed. This mesh independence of the multigrid preconditioner can be completely explained only for the P1 ; for preliminary analysis of multigrid preconditioners for N > 1 let us refer to [10, 22, 12]. To further explain and compare the good performance of the diﬀerent preconditioners, we display the eigenvalues of the preconditioned iteration matrices M (ω) = I − zC −1 (A + iκB) with z chosen as in the analysis of Section 5. Since for small wavenumbers A + iκB ≈ A, the eigenvalues of the iteration matrices with preconditioner A are close to zero, which indicates rapid convergence of the corresponding Richardson iterations. As κ increases, the stepsize must be chosen smaller and the eigenvalues move towards the boundary of the “convergence domain”; cf. Section 5.2. When using the preconditioner C = A+κB, the eigenvalues of the iteration matrix (black crosses) stay within √ a circle with radius 1/ 2 independent of the wavenumber κ if the spectrum is appropriately rotated by e−π/4 ; cf. Theorem 1.1. If this rotation is not performed (red dots), then a smaller stepsize would have to be chosen in order to guarantee convergence; this however leads to wavenumber dependent contraction factors similar to those obtained for the preconditioner A with correct choice of the stepsize. As can be seen from the plots, the replacement of the exact preconditioners by a single multigrid cycle only yields moderate perturbations of the eigenvalues. In particular, the distance to the boundary of the convergence domain is not substantially altered which again explains the good performance of the multigrid preconditioners in all our tests.
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Concluding remarks



In this paper we have analyzed preconditioned iterative methods for the numerical solution of complex symmetric systems of the form (A + iκB)x = y arising, for instance, in light



15



Figure 2: Eigenvalue distributions for preconditioned iteration matrices based on the P3 approximation. From left to right: Results for wavenumbers κ ∈ {0.1, 1, 10}. Top row: Iteration matrices (A + iκB) for C = A, θ = 0, ω = 1/(1 + κ2 β∗2 ) √ (blue triangles), C = (A + κB), M = I − ωeiθ C −1√ −π/4 θ=e , ω = 1/ 2 (black crosses) and C = A + κB, θ = 0, ω = 1/ 2 (no rotation of the spectrum; red dots). Bottom row: Corresponding systems with multigrid preconditioner. Eigenvalues within the unit circle imply convergence of the preconditioned Richardson iteration. propagation models used in optical tomography. For appropriate choice of a preconditioner C and the complex parameter z, we could proved linear convergence of stationary iterations of the form n ≥ 0. Cxn+1 = Cxn + z(y − (A + iκB) xn ), In addition, we analyzed the convergence of corresponding preconditioned GMRES methods. For coercive A + κB and positive A and B, we could obtained uniform contraction factors independent of the wavenumber κ. In order to deal with large scale discretizations, we proposed to replace the exact preconditioners by a single V-cycle of a geometric multigrid preconditioner with Gauß-Seidel point relaxation. In all our numerical test, these preconditioners performed very well. In particular, we obtained mesh independent convergence for any ﬁxed angular order N in the PN -approximation and only slight dependence of the iteration numbers on moments. According to our numerical experience and the theoretical results, the GMRES method with multigrid preconditioner may serve as the method of choice for the numerical solution of even-parity systems arising in typical applications of optical tomography.
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