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ABSRACT: Cloud technology progress & increased use of the Internet are creating very large new datasets with increasing value to businesses and processing power to analyze them affordable. Data volumes to be processed by cloud applications are growing much faster than the computing power. Hadoop-map reduce has become powerful computation model address to these problems. A large number of cloud services require users to share private data like electronic health records for data analysis or mining, bringing privacy concerns. kanonymity is a widely used category of privacy preserving techniques. At present, the scale of data in many cloud applications increases tremendously in accordance with the Big Data trend, thereby making it a challenge for commonly-used software tools to capture, manage and process such large scale data within a tolerable elapsed time. As a result, it is a challenge for existing anonymization approaches to achieve privacy preservation on privacy-sensitive large scale data sets due to their insufficiency of scalability. In this paper, we propose a scalable two-phase top-down specialization approach to anonymize large-scale data sets using the Hadoop MapReduce framework. Experimental evaluation results demonstrate that with this paper, the scalability, efficiency and privacy of data sets can be significantly improved over existing approaches. Keywords—k- Anonymization, Map reduce ,TPTDS, Privacy Preserving, Hadoop. 1. INTRODUCTION Cloud computing is a model for enabling convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. One of the most fundamental service offered by the cloud providers is data storage. Organizations are moving towards cloud computing for getting benefit of its local data management, cost reduction, and elasticity features. One of major problem in moving to cloud computing is its security and privacy concerns. Cloud computing provides powerful and economical infrastructural resources for cloud users to handle ever increasing data sets in big data applications. However, processing or sharing privacy-sensitive data sets on cloud probably engenders severe privacy concerns because of multi-tenancy. The scale of data in many cloud applications increases tremendously in accordance with the Big Data trend, thereby making it a challenge for commonlyused software tools to capture, manage and process and generate results within a given time. There is an increasing pressure for the cloud services to share customer information to private business and government public services. For e.g: An health care agency may want to determine the statistics of population affected due to a disease, its symptoms, patient type, their demographics like age, gender, country etc., to raise awareness and funds for medical research. Further, the cloud services are fundamentally multi-tenant architecture and there is a possibility of intentional or accidental exposure of data, for example, Consider a data holder, such as a hospital or a bank that has a privately held collection of person-specific, field structured data. Suppose the data holder wants to share a version of the data with researchers. How can a data holder release a version of its private data with scientific guarantees that the individuals who are the subjects of the data cannot be re-identified while the data remain practically useful? Such



Priyashree H.C,IJRIT



577



IJRIT International Journal Of Research In Information Technology, Volume 2, Issue 5, May 2014, Pg: 571-576



disclosures of personal health information raise serious privacy concerns. Usually all cloud services have security based prevention to un-authorized access. Data privacy can be presented with less effort by malicious cloud users or providers because of the failures of some traditional privacy protection measures on cloud. This can bring considerable economic loss or severe social reputation impairment to data owners. Privacy preserving in data publishing has become one of the most important research topics in data security field and it have become a serious concern in publication of personal data in recent years. Hence, data privacy issues need to be addressed urgently before data sets are analyzed or shared on cloud. Existing technical approaches for preserving the privacy of data sets stored in cloud mainly include encryption and anonymization. However, encryption is not suitable for data that are processed and shared frequently and processing on encrypted data sets efficiently is quite a challenging task, because most existing applications only run on unencrypted data sets. Data anonymization is a technique for increasing the security of the data in cloud computing.. Data anonymization refers to hiding identity or sensitive data for owners of data records. Then, the privacy of an individual can be effectively preserved while still allowing the data to be analyzed or used. However, most existing anonymization algorithms lack of scalability over big data. At present, the scale of data in many cloud applications increases tremendously in accordance with the Big Data trend, thereby making it a challenge for commonly-used software tools to capture, manage, and process such large-scale data within a tolerable elapsed time. As a result, it is a challenge for existing anonymization approaches to achieve privacy preservation on privacy-sensitive large-scale data sets due to their insufficiency of scalability. To address the above mentioned issues large scale data processing framework like Hadoop Map Reduce is used. Hadoop MapReduce is a software framework adapted to process vast amounts of data in-parallel to address scalability, fault-tolerant manner. To store the data onto the cloud there should be some file system in order to store and retrieve the data, since the traditional file systems cannot hold large data sets and due to its redundancy Hadoop Distributed file system(HDFS) has been introduced. HDFS is a distributed file-system that stores data on commodity machines, providing very high aggregate bandwidth across the cluster. Hadoop Map reduce is a widely adopted parallel data processing framework to address the scalability problem of top-down specialization(TDS).Such framework addresses the scalability problem of anonymizying large scale data for privacy preservation. In this paper, a highly scalable two-phase TDS approach for data anonymization based on MapReduce is proposed. To make full use of the parallel capability of MapReduce specializations required in an anonymization process are split into two phases. In the first one, original datasets are partitioned into a group of smaller datasets, in parallel, producing intermediate results. In the second one, the intermediate results are integrated into one, and anonymized to achieve consistent k-anonymous data sets. This approach evaluated by conducting experiments on real-world data sets. Experimental results demonstrate that with our approach, the scalability, efficiency and security of private data sets can be improved significantly over existing approaches. 2. RELATED WORK We briefly review recent research on data privacy preservation and privacy protection in Map Reduce and cloud computing environments. Information sharing has become part of the routine activity of many individuals, companies, organizations, and government agencies. The privacy concern about processing on and sharing of sensitive personal information is increasing. To reduce these risks various proposals have been designed for privacy preserving in data publishing. Privacy principles such as k-anonymity, l-diversity, and t-closeness are put forth to model and quantify privacy. B.C.M. Fung, K. Wang, R. Chen and P.S. Yu, “Privacy- Preserving Data Publishing: A Survey of Recent Developments” [1] this paper depicts privacy protection is a complex social issue, which involves policy-making, technology, psychology, and politics. Privacy protection research in computer science can provide only technical solutions to the problem. This paper emphasize that privacy-preserving technology solves only one side of the problem. It is equally important to identify and overcome the nontechnical difficulties faced by decision makers when they deploy a privacy-preserving technology. Their typical concerns include the degradation of data/service quality, loss of valuable information, increased costs, and increased complexity. K LeFevre, D.J DeWitt and R Ramakrishnan, “Workload- Aware Anonymization Techniques for Large-Scale Datasets” [2]. This article provides a suite of anonymization algorithms that incorporate a target class of workloads, consisting of one or more data mining tasks as well as selection predicates the article describes two extensions that allow us to scale the anonymization algorithms to datasets much larger than main memory. Fail to solve the problem of preserving privacy for multiple datasets. Roy I, Setty STV, Kilzer A, Shmatikov V, Witchel E, “Airavat: Security and Privacy for Mapreduce”[3]. This paper presents Airavat, a system for distributed computations which provides end-to-end confidentiality, integrity, and privacy guarantees using a combination of mandatory access control and differential privacy. Airavat, which incorporates mandatory access control with differential privacy. The mandatory access control will be triggered when the privacy leakage exceeds a threshold, so that both privacy preservation and high data utility are ensured. However, the results
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produced in this system are mixed with certain noise, which is unsuitable to many applications that need data sets without noise, for example, medical experiment data mining, and analysis. Blass E-O, Pietro RD, Molva R, Onen M, “PRISM-Privacy-Preserving Search in Mapreduce” [4]. PRISM is the first privacy-preserving search scheme suited for cloud computing. It provides storage and query privacy while introducing only limited overhead. PRISM is specifically designed to leverage parallelism and efficiency of the MapReduce paradigm. Moreover, PRISM is compatible with any standard MapReduce-based cloud infrastructure (such as Amazon’s), and does not require modifications to the underlying system. Zhang K, Zhou X, Chen Y, Wang X, Ruan Y, “Sedic: Privacy-Aware Data Intensive Computing on Hybrid Clouds” [5]. This paper presents a suite of new techniques that make such privacy-aware data-intensive computing possible. This system, called Sedic leverages the special features of MapReduce to automatically partition a computing job according to the security levels of the data it works on, and arrange the computation across a hybrid cloud. Ko SY, Jeon K, Morales R, “The Hybrex Model for Confidentiality and Privacy in Cloud Computing”[6] proposed the HybrEx MapReduce model to provide a way that sensitive and private data are processed within a private cloud, whereas others can be safely extended to public cloud. Hybrid execution (HybrEx) model that splits data and computation between public and private clouds for preserving privacy. This paper focus on developing a distributed MapReduce framework that exploits both cloud infrastructures while maintaining privacy constraints. But they do not deal with higher level query processing or optimization issues Zhang K, Zhou X, Chen Y, Wang X, Ruan Y, “Sedic: Privacy-Aware Data Intensive Computing on Hybrid Clouds” [7], a system named Sedic, which partitions MapReduce computing jobs in terms of the security labels of data they work on and then assigns the computation without sensitive data to a public cloud. However, sensitivity of data is also required be acquired in advance in above two systems. 3. METHODOLOGY The following section gives detail explanation about data anonymization, basic map reduce and hadoop framework. 3.1 Data Anonymization Data anonymization is a promising category of approaches to achieve such a goal. Data anonymization has been widely adopted for data privacy preservation in data sharing and publishing scenarios Anonymization is a technique that can use to increase the security of the data while still allowing the data to be analyzed or used. Data anonymization is the process of changing the data that will be used or published in way that prevents the identification of key information. Data anonymization is a technique that will not take away the original field layout (position, size, and data type) of the data being anonymized, so the data will still look realistic in test data environments. Anonymous technology is mainly used for database privacy, location privacy, and trajectory privacy. Using data anonymization, key pieces of confidential data are obscured in a way that maintains data privacy. The data can still be processed to gain useful information. Anonymization data can be stored in a cloud and processed without concern that other individuals may capture the data. Several formal of security can help improve data anonymization including K-anonymity.



Fig 1: Anonymization techniques data flow diagram K-anonymity: [8]L. Sweeney has proposed the concept of k-anonymity. Publishing data about individuals without revealing sensitive information about them is an important problem. In recent years, a new definition of privacy called k-anonymity has gained popularity. The goal is to make each record indistinguishable from a defined number (k) other records, if attempts are made to identify the record. K-anonymity is one of the most classic models, which technique that prevents joining attacks by generalizing and/or suppressing portions of the released data so that no individual can be uniquely distinguished from a group of size k. There are two method of anonymization i.e. suppression and generalization. In suppression we replace the value with * and in generalization original values are replaced by more general one according to the priority. In the k-anonymous tables, a data set is k-anonymous (k _1) if each record in the data set is indistinguishable from at least (k-1) other records within the same data set. The larger the value of k, the better. Based on the generalization and suppression method data is grouped and the anonymization is done. 3.2 Basic Map Reduce MapReduce[9] is a scalable and fault-tolerant data processing framework that enables to process huge volume of data in parallel with many low-end commodity computers. MapReduce was first introduced in the year 2004 by Google with



Priyashree H.C,IJRIT



579



IJRIT International Journal Of Research In Information Technology, Volume 2, Issue 5, May 2014, Pg: 571-576



similar concepts in functional languages dated as early as 60s. It has been widely adopted and received extensive attention from both the academia and the industry because of its promising capability. In the context of cloud computing, the MapReduce framework becomes more scalable and cost-effective because infrastructure resources can be provisioned on demand. Simplicity, scalability, and fault tolerance are three main salient features of MapReduce framework. Therefore, it is convenient and beneficial for companies and organizations utilize MapReduce services, such as Amazon Elastic MapReduce, to process big data and obtain core competiveness. Basically, a MapReduce task consists of two primitive functions, map, and reduce, defined over a data structure named as key-value pair (key, value).  Input data  Input data are partitioned into smaller chunks of data  For each chunk of input data, a “map task” runs which applies the map function resulting output of each map task is a collection of key-value pairs.  The output of all map tasks is shuffled for each distinct key in the map output; a collection is created containing all corresponding values from the map output.  For each key-collection resulting from the shuffle phase, a “reduce task” runs which applies the reduce function to the collection of values.  The resulting output is a single key-value pair.  The collection of all key-value pairs resulting from the reduce step is the output of the MapReduce job.



Figure 2. Execution process of MapReduce Programming Model Following Algorithm Used To MapReduce System



1. 2. 3. 4. 5.



class MAPPER method MAP (string t, integer r) EMIT (string t, pair(r, 1)) Class COMBINER method COMBINE (string t, pairs [(s1,c1),(s2,c2)..])



6. sum ￩0 7. cnt￩0 8. for all pair (s,c) € pairs [(s1,c1),(s2,c2)..] do 9. sum￩sum+s 10. 11. 12. 13.



cnt￩cnt+c EMIT (string t, pair (sum,cnt)) Class REDUCER method REDUCER (string t, pairs [(s1,c1),(s2,c2)..])



14. sum ￩0
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15. cnt￩0 16. for all pair (s,c) € pairs [(s1,c1),(s2,c2)..] do 17. sum￩sum+s 18. cnt￩cnt+c 19. r avg￩sum/cnt 20. EMIT (string t, pair (r avg, cnt)) 3.3 Hadoop Framework Apache Hadoop [10] is an open source implementation of the Google’s MapReduce parallel processing framework. Hadoop hides the details of parallel processing, including data distribution to processing nodes, restarting failed subtasks, and consolidation of results after computation. This framework allows developers to write parallel processing programs that focus on their computation problem, rather than parallelization issues. Hadoop includes 1) Hadoop Distributed File System (HDFS): a distributed file system that store large amount of data with high throughput access to data on clusters and 2) Hadoop MapReduce: a software framework for distributed processing of data on clusters. Hadoop is a software framework that supports data-intensive distributed applications. It enables applications to work with thousands of computational independent computers and petabytes of data. Hadoop was derived from Google's MapReduce and Google File System (GFS) papers. The Hadoop framework is designed to provide a reliable, shared storage and analysis infrastructure to the user community.. The storage portion of the Hadoop framework is provided by a distributed file system solution such as HDFS, Particularly; the Hadoop Distributed File System (HDFS) provides distributed file storage and is optimized for large immutable blobs of data. While the analysis functionality is presented by MapReduce. The MapReduce functionality is designed as a tool for deep data analysis and the transformation of very large data sets. A small Hadoop cluster will include a single master and multiple worker nodes. The master node runs multiple processes, including a JobTracker and a NameNode. The JobTracker is responsible for managing running jobs in the Hadoop cluster. The NameNode, on the other hand, manages the HDFS. The JobTracker and the NameNode are usually collocated on the same physical machine. Other servers in the cluster run a TaskTracker and a DataNode processes. The core of the Hadoop Cluster Architecture is given below. HDFS (Hadoop Distributed File System): HDFS is the basic file storage, capable of storing a large number of large files. Hadoop Distributed File System (HDFS) is a distributed, scalable, and portable file system for Hadoop. HDFS distributes the data it stores across servers in the cluster, storing multiple copies of data on different servers to ensure that no data is lost if an individual server fails. HDFS is useful for caching intermediate results during MapReduce processing or as the basis of a data warehouse for long-running clusters. MapRedure: MapReduce is the programming model by which data is analyzed using the processing resources within the cluster. Each node in a Hadoop cluster is either a master or a slave. Slave nodes are always both a Data Node and a Task Tracker. While it is possible for the same node to be both a Name Node and a Job Tracker. Name Node: Manages file system metadata and access control. There is exactly one Name Node in each cluster. Secondary Name Node: Downloads periodic checkpoints from the name Node for fault-tolerance. There is exactly one Secondary Name Node in each cluster. Job Tracker: Keeps track of slave nodes and provides infrastructure for sub submission. There is exactly one Job Tracker in each cluster. Data Node: Holds file system data. Each data node manages its own locally-attached storage and stores a copy of some or all blocks in the file system. There are one or more Data Nodes in each cluster. Task Tracker: The TaskTracker executes on each of the slave nodes where the actual data is normally stored. Slaves that carry out map and reduce tasks. There are one or more Task Trackers in each cluster. 4. TWO-PHASE TOP-DOWN SPECIALIZATION A Two-Phase Top-Down Specialization (TPTDS) approach is proposed to conduct the computation required in TDS in a highly scalable and efficient fashion. The two phases of our approach are based on the two levels of parallelization provisioned by MapReduce on HADOOP. Basically, MapReduce has two levels of parallelization, i.e., job level and task level. Job level parallelization means that multiple MapReduce jobs can be executed simultaneously to make full use of cloud infrastructure resources. Task level parallelization refers to that multiple mapper/reducer tasks in a MapReduce job are executed simultaneously over data splits. To achieve high scalability, we parallelizing multiple jobs on data partitions in the first phase, the second phase are necessary to integrate the intermediate results and further anonymize entire data sets. And these corresponding map and anonymizing level of reduce will again took place to achieve a high data privacy and scalability.
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1. 2. 3. 4. 5.



Algorithm 1: Two Phase Top-Down Approach Input: Data set X, Number of partition p, anonymity parameter a, a’ Output: Anonymization data X* Partition X into Xi , 1≤ i ≤ p Run TPTD(Xi,aI,AL0) ->ALi’,1≤ i ≤ p in parallel as multiple MapReduce jobs. Merge all intermediate anonymization levels into one, merge(AL’1,AL’2… AL’p) ->ALI Run TPTD(Xi,a,ALI) ->AL* to achieve k-anonymity Specialize X w.r.t AL* 4.1 Data Partition The Hadoop MapReduce framework is based on a pull model, where multiple TaskTracker's communicate with the JobTracker requesting either map or reduce tasks. After an initial setup phase, the JobTracker is informed about a job submission. The JobTracker provides a job ID to the client program, and starts allocating map tasks to idle TaskTracker's requesting work items. Each TaskTracker contains a defined number of task slots based on the capacity potential of the system. Via the heartbeat protocol, the JobTracker knows the number of free slots in the TaskTracker. Hence, the JobTracker can determine the appropriate job setup for a TaskTracker based on the actual availability behavior. The assigned TaskTracker will fork a MapTask to execute the map processing cycle. In other words, the MapTask extracts the input data from the splits by using the RecordReader and Input Format for the job, and it invokes the user provided map function, which emits a number of [key, value] pairs in the memory buffer. After the MapTask finished executing all input records, the commit process cycle is initiated by flushing the memory buffer to the index and data file pair. The next step consists of merging all the index and data file pairs into a single construct that is (once again) being divided up into local directories. As some map tasks are completed, the JobTracker starts initiating the reduce tasks phase. The TaskTracker's involved in this step download the completed files from the map task nodes, and basically concatenate the files into a single entity. As more map tasks are being completed, the JobTracker notifies the involved TaskTracker's, requesting the download of the additional region files and to merge the files with the previous target file. Based on this design, the process of downloading the region files is interleaved with the on-going map task procedures. Algorithm 2: MapReduce for data partitioning Input: Data set (IXr ,r), r € X , Number of partition p, anonymity parameter a, a’ Output: Xi ,1≤ i≤ p Map: Generate random number R, where 1≤ R≤ p; Emits(R, r) Reduce: For each R, emit(null,list(r)). 4.2 Anonymization Level Merging When all the map tasks will be completed, at which point the JobTracker notifies the involved TaskTracker's to proceed with the reduce phase. Each TaskTracker will fork a ReduceTask, read the downloaded file (that is already sorted by key), and invoke the reduce function that assembles the key and aggregated value structure into the final output file. Each reduce task (or map task) is single threaded, and this thread invokes reduce [key, values] function in either ascending or descending order. The output of each reducer task is anonymized until k-anonymity is violated. The merged data is rearranged into a metrics. Finally the anonymized data are stored in HDFS. Algorithm 3: MapReduce for data specialization Input: Data set (IXr ,r), r € X;Anonymization level AL*. Output: Anonymization data (r*, count) Map: Construct anonymous record r* =(p1,p2…pm,sv), pi, 1 ≤ i ≤ m, is the parent of a specialization in current AL and is also an ancestor of vi in r; emit(r*,count) Reduce: For each r*, sum
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5. ARCHITECTURE
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Figure 1: Architecture diagram To elaborate how data sets are processed in Map Reduce and anonymized is depicted in the above figure. In Architecture diagram, the data which is to be anonymized eg, patient data set is inputted into HDFS, it acts as server for storage purpose where data processing takes place, it provides scalability. Further Job tracker provides an interface infrastructure and it initiates the Map and the Reduce programs; it starts the input reader to retrieve the data from hadoop distributed file system. MapTask extracts the input data from the splits by using the RecordReader and InputFormat for
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the job, and it invokes the user provided map function, which emits a number of [key, value] pairs in the memory buffer. As some map tasks are completed, the JobTracker starts initiating the reduce tasks phase. In reduce phase intermediate results are integrated into one, and further anonymized to achieve consistent kanonymous data sets. The results of the reduce phase are stored in HDFS. The resultant data will be the anonymized data which can be either returned to the cloud or any vendor whoever requires the data. 6. IMPLEMENTATION We develop and deploy the privacy-preserving framework on the basis of hadoop frame work. Hadoop MapReduce is a programming model and software framework for writing applications that rapidly process vast amounts of data in parallel on large clusters of computer nodes is adopted to implement TPTD. Hadoop provides the mechanism to set simple global variables of Mappers and reducers. The Hadoop configuration is done in fedora and the data set is taken from the DataBase using the Hadoop commands. We use Adult data set, a public data set commonly used as a de facto benchmark for testing data anonymization for privacy preservation. We also generated enlarged data sets based on the Adult data set. After pre-processing the Adult data set, the sanitized data set consists of 30 162 records. In this data set, each record has 14 attributes. We utilize eight attributes out of them in our experiments. The resultant data will be the anonymized data which can be either returned to the cloud or any vendor whoever requires the data. 7. EXPERIMENTAL SETTINGS AND EXPECTED RESULTS We are conducting two or three groups of experiments. Firstly the execution time of our approach and the centralized top-down specialization w.r.t data size. Secondly we are monitoring the scalability and effectiveness of our approach by changing the data size X, number of data partitions p and the anonymity parameter k generally, the execution time and ILoss are affected by three factors, namely, the size of a data set (S), the number of data partitions (p) and the intermediate anonymity parameter (kI). Figure 2 shows the information loss of data sets. The K-Anonymization algorithm consistently causes less information loss than the other data privacy algorithm. The results in the experiments mentioned above demonstrate that the proposed privacy-preserving framework can anonymize data and mange the anonymous data sets in a highly scalable, efficient, and cost-effective fashion and can reduce the privacy-preserving cost of retaining anonymous data sets significantly over the existing approach in real-world data applications.



Fig2: K-Anonymization level versus Information loss graph.



8. CONCLUSION In this paper, we have addressed the scalability problem of large-scale data and proposed a highly scalable two-phase approach using Hadoop In this paper, we have investigated the scalability problem of large-scale data and proposed a highly scalable two-phase TDS approach using MapReduce on Hadoop. Datasets are partitioned in parallel in the first phase, producing intermediate results. Then, the intermediate results are merged and further anonymized to produce consistent k-anonymous data sets in the second phase. Experimental results on real-world datasets have demonstrated that with our approach, the scalability and privacy of data sets are improved significantly over existing approaches. REFERENCES [1]B.C.M. Fung, K. Wang, R. Chen and P.S. Yu, “Privacy- Preserving Data Publishing: A Survey of Recent Developments,” ACM Comput. Surv., vol. 42, no. 4, pp. 1-53, 2010. [2]K. LeFevre, D.J. DeWitt and R. Ramakrishnan, “Workload- Aware Anonymization Techniques for Large-Scale Datasets,” ACM Trans. Database Syst., vol. 33, no. 3, pp. 1-47, 2008.
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