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mechanisms underlying inhibitory control using a stop-signal paradigm in which stop-
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signal frequency was manipulated parametrically across blocks. As hypothesized, presenting stop signals less frequently was accompanied by a stronger set to respond to



Keywords:



the go stimuli as subjects were faster in responding to go stimuli on no stop-signal trials and



Inhibitory control



made more commission errors (i.e., were less successful in inhibiting the go response) on



Stop-signal paradigm



stop-signal trials. When response inhibition was successful, having to inhibit responses



Event-related fMRI



more frequently compared to less frequently was associated with greater activation in



Insula



occipital areas. This presumably reflects enhanced visual attention to the stop signal. When



Failed inhibition



response inhibition failed, greater activity was observed in bilateral insula when stop signals



Probability effect



were presented less compared to more frequently. The insula may thus play a role in processing the significance of inhibitory failure. © 2006 Elsevier B.V. All rights reserved.



1.



Introduction



One of the defining features of cognitive control is the ability to inhibit responses that are inappropriate in the current context. This form of inhibitory control is seen as one of the most flexible capabilities of humans and is typically associated with the prefrontal cortex (Fuster, 1997; Ridderinkhof et al., 2004a,b). Inhibitory control has been investigated most widely in the context of the Go/NoGo paradigm. In this paradigm, participants respond to ‘Go’ stimuli but are required to withhold their response to ‘NoGo’ stimuli. Functional magnetic resonance imaging (fMRI) studies have shown that



inhibition in NoGo trials can be associated with a predominantly right hemispheric network of brain areas, including bilateral superior, inferior and dorsolateral prefrontal cortices, the supplementary motor area, the anterior cingulate, inferior parietal and temporal cortices, the caudate nucleus, and the cerebellum (e.g., De Zubicaray et al., 2000; Durston et al., 2002; Garavan et al., 1999; Kiehl et al., 2000; Liddle et al., 2001; Menon et al., 2001). Although Go/NoGo fMRI studies have provided valuable insights into the network of brain areas activated when a response has to be withhold, NoGo stimuli also differ from Go stimuli in terms of processes related to stimulus recognition, attention, and response selection. Some of the
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observed differences in brain activity between NoGo and Go stimuli may hence be related to processes other than response inhibition. An efficient and perhaps more suitable tool to investigate inhibitory control is the stop-signal paradigm (e.g., Schachar and Logan, 1990). In this task, subjects respond to go stimuli (typically a visual choice reaction time task) but must withhold their response when a second stimulus or stop signal is presented. These stop signals are presented infrequently and with variable delays after go stimulus onset. Inhibition in stop tasks is generally considered a more active form of response inhibition, as it requires the ability to withhold, at the very last moment, an already triggered motor response. An important model that is typically used to explain performance in the stop task is the horse-race model. This model postulates that the go and stop signaltriggered processes are two stochastically independent processes that compete with each other and run for completion (Logan, 1994). The outcome of this race is highly dependent on the length of the stop-signal delay, with the likelihood of successful response inhibition decreasing with longer stopsignal delays (Logan, 1994). In addition, the stop-signal paradigm allows the derivation of the non-observable, internal reaction time to the stop signal (i.e., the SSRT)1. This measure of the finishing time of stopping behavior appears to be rather stable in speed in a variety of stop tasks (around 200 ms; Band et al., 2003). Relatively few fMRI studies have previously used the stopsignal paradigm to investigate the neural mechanisms underlying inhibitory control (Aron and Poldrack, 2006; Li et al., 2006; Rubia et al., 2001, 2003; Vink et al., 2005). These studies observed activity in inferior and dorsolateral prefrontal cortices, anterior cingulate, inferior parietal cortices, and caudate nucleus on stop-signal trials. Rubia et al. (2003) were the first to use an event-related fMRI design to provide insights into the specific brain areas involved in successful and unsuccessful stopping. In this study, stop-signal delay was adjusted individually to equate the percentages of successful and unsuccessful stop trials (i.e., 50% each). Successful inhibitory control was associated with activity in the right inferior frontal cortex (IFC), whereas failure to inhibit was associated with activation in mesial frontopolar, anterior cingulate cortex, and bilateral inferior parietal cortices. Aron and Poldrack (2006) also observed activation in the right IFC as well as the subthalamic nucleus to be associated with



1



The stop-signal reaction time (SSRT) is mathematically derived from the distribution of response times of the primary task, the observed probability of responding on the stop-signal trials and the stop-signal delay. The left or faster part of this distribution corresponds to these trials that escape inhibition (also referred to as unsuccessfully inhibited stop trials or UST), whereas the right or slower part of this distribution corresponds to those on which primary-task processing proceeds are successfully withheld (also referred to as successfully inhibited stop trials or SST). If, for instance, the percentage of UST is 51, the finishing time of the stop signal is set equal to the time associated with the 51st percentile of the go distribution. The mean stop-signal delay is then subtracted from this finishing time of the stop process, leaving us with the estimated duration of the stop process: SSRT (Band et al., 2003; Logan and Cowan, 1984; Logan, 1994).



successful stopping (and in fact to be correlated with SSRT). Li et al. (2006), however, found more superior frontal areas to be correlated with SSRT. Vink et al. (2005) manipulated the likelihood of having to inhibit a response quasi-parametrically by varying the number of go trials (2–6) that immediately preceded a stop trial. Thus, on the first trial after a stop-signal trial, the probability of encountering another stop signal was zero and increased gradually towards one on the seventh trial after the preceding stop-signal trial. On go trials (i.e., trials on which go trials were not followed by a stop signal), the striatum became more active as the likelihood of a stop trial increased. In this study, the striatum was also the only brain area that was more active when response inhibition was successful compared to unsuccessful, suggesting an important role for the striatum, rather than inferior or more superior prefrontal areas, in inhibitory control. The fact that no prefrontal (or other cortical) brain areas were observed to be associated specifically with successful response inhibition is rather surprising given that the prefrontal cortex has been postulated to play a crucial role in inhibitory control (e.g., Aron et al., 2003; Garavan et al., 1999; Rubia et al., 2001, 2003). Vink et al. (2005) did not report which brain areas were more active when response inhibition failed compared to when it was successful. Thus, the functional localization picture of brain areas involved in stopping is far from clear. The aim of the present study was to gain more insight into the neural mechanisms underlying inhibitory control using a randomized, mixed-trial event-related fMRI and by manipulating demands on inhibitory control processes by varying stop-signal frequency. Importantly, this approach allows us to examine the effects of a parametric manipulation on the activation in brain areas associated with successful and unsuccessful stopping separately. According to Logan and Cowan (1984), presenting stop signals less frequently creates a stronger tendency to respond fast to go stimuli, resulting in faster reaction times to go stimuli. In a similar vein, it may be argued that when stop signals are less frequent, successful response inhibition requires greater inhibitory pressure to overcome the stronger response bias to the go stimuli. We recently investigated the effects of stop-signal frequency on inhibitory control processes using event-related potentials (ERPs; Ramautar et al., 2004). Subjects were faster in responding to go stimuli and made more commission errors, when stop-signal frequency was relatively low (i.e., 20% versus 50%), suggesting that there was indeed a stronger response bias to go stimuli which was more difficult to overcome in the low- than high-frequency stopsignal task. Furthermore, dipole source modeling of the ERPs elicited by stop signals indicated a stronger contribution of more ventral, anterior brain areas to the P3 on successful stop trials, when stop signals were less frequent. These data thus support the notion that more inhibitory control is required when stop signals are less frequent and further indicate in accordance with previous fMRI studies (Garavan et al., 2002; Rubia et al., 2001, 2003) that frontal brain areas may play a particularly important role in successful response inhibition. It was also found that the amplitude of the P3 component that followed stop signals on unsuccessful stop trials was considerably increased when stop signals were presented less frequently, and that the neural generators underlying this
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component were localized to more posterior ventral areas. The latter findings were taken to reflect differences between the 20% and 50% stop tasks in the significance of the stop signal in indicating that an error was committed (Nieuwenhuis et al., 2001) or in the detection of a relatively rare event (Donchin et al., 1986). In the present study, we wanted to extend previous findings using the high spatial resolution of the fMRI technique to gain more insight into the specific brain areas involved in successful and unsuccessful inhibitory control. To this end, demands on inhibitory control processes were manipulated by parametrically varying stop-signal frequency (i.e., 20 or 50%; Ramautar et al., 2004). In addition, three different stop-signal delays (i.e., 250, 300, and 350 ms) were selected that were presented in random order, which prevented active anticipation of the stop signals. An additional advantage of this approach is that it allows computation of inhibition functions, i.e., functions that relate the duration of stop-signal delay to the percentage of unsuccessful stop trials. These functions have an important role in testing on the behavioral level certain theoretical assumptions underlying the stop-signal paradigm (Logan and Cowan, 1984). First, we expected to replicate the behavioral findings of our previous study (Ramautar et al., 2004), showing that when stop signals are presented less frequently, there is a stronger tendency to produce (a) fast responses to the go stimuli on no stop-signal trials and (b) a higher number of unsuccessful stop responses on trials when go stimuli are followed by a stop signal. In addition, based upon results from this ERP study and from previous fMRI studies of inhibitory control, we expected that successfully inhibited responses are associated with stronger activation in regions of frontal cortex and/or striatum in the low-compared to high-frequency stop task, due to the greater inhibitory pressure required to overcome the stronger bias to the go stimuli (Aron et al., 2003; Ramautar et al., 2004; Rubia et al., 2003; Vink et al., 2005). Lastly, we expected that unsuccessfully inhibited responses are associated with stronger activation in the low-versus high-frequency stop task in error-related brain regions such as anterior cingulate cortex (Carter et al., 1998; Ridderinkhof et al., 2004a,b; Rubia et al., 2003) and/or brain regions involved in autonomic control and interoceptive awareness, in particular the insula (Critchly et al., 2004). The latter hypothesis is based on the notion that error signals are meaningful in that they indicate the significance of an error to the individual and as such can be expected to be sensitive to performance expectancy (see Holroyd and Coles, 2002; Nieuwenhuis et al., 2001). A higher overall error rate (as in the high-frequency stop task) could lead to habituation and/or change in motivational relevance of errors (cf., Overbeek et al., 2005), resulting in less activation when stop inhibition fails.



2.



Results



2.1.



Behavioral performance



As expected, response times on NST trials in the low-frequency stop task were faster (M = 482 ms, SD = 28 ms) compared to the high-frequency stop task (M = 512 ms, SD = 22 ms) (t(15) = −2.3,



P = 0.035). In addition, higher percentages of commission errors (UST) were found for the low-compared to highfrequency stop task (F(1,15) = 11.25, P = 0.004). These results suggest that subjects traded success of inhibition for speed of responding to go stimuli in the low- versus the highfrequency stop task. The percentage of UST was also higher for the longest delay compared to the short delays (F(2,30) = 45.90, P < 0.001), reflecting the fact that with long intervals between go and stop signals, response inhibition was more likely to fail. This notion is further supported by the finding that reaction times in UST trials were faster for the short delay compared to the middle and longest delays (F(2,30) = 9.92, P < 0.001). Finally, a main effect of Delay was found for SSRT indicating shorter stop-signal latencies as function of delay (F(2,30) = 16.41, P = 0.002); see also Table 1). As expected, no effects of probability on SSRT were found.



2.2.



fMRI results



Because of technical problems, one run of fMRI data was lost for one subject (i.e., one run of the low-frequency stop task), and three runs of fMRI data were lost for a second subject (i.e., one run of the low-frequency stop task and two runs of the high-frequency stop task). For these two subjects, analyses were conducted on the fMRI images collected during the remaining runs. For all participants included in the analyses, the number of trials in any cell was 71 or more.



2.2.1. Effects of stop-signal frequency on stop-signal trials relative to NST trials To quantify the effects of stop-signal frequency on stop-signal processing, an unbiased ROI approach was used. First, we pooled brain responses for the SST minus NST contrast across the low- and high-frequency stop-signal conditions (see Fig. 1a). Subsequently, for each cluster of activation identified this way, brain responses estimated for SST minus NST trials in the lowfrequency condition were compared to brain responses estimated for SST minus NST trials in the high-frequency condition, using a paired t test. This approach ensured that the results were not biased in favor of observing differences between these two conditions. Using this approach, seven ROIs were identified (see Fig. 1a). The coordinates of the activation peak within each ROI are listed in Table 2 (upper panel). Successful stopping was associated with activity in bilateral superior frontal cortex, the right precuneus, the left middle temporal gyrus, the left parahippocampal gyrus, and the left and right middle occipital



Table 1 – Overview of behavioral data per stop-signal delay for each stop-signal frequency conditions Stopsignal delay 250 300 350



Low frequency %UST



UST RT



SSRT



High frequency %UST



UST RT



SSRT



17.55 (11) 417 (63) 287 (55) 13.86 (13) 425 (78) 290 (63) 46.33 (10) 444 (56) 261 (30) 28.94 (11) 450 (64) 243 (36) 65.40 (12) 466 (41) 251 (27) 42.68 (17) 483 (51) 236 (27)



Abbreviations: %UST: percentage (%) of unsuccessful stop trials (UST), RT: mean reaction time, and SSRT: stop-signal reaction time.
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Fig. 1 – Brain areas associated with successful stopping (SST minus NST; a) and unsuccessful stopping (UST minus NST; b), pooled across low- and high-frequency stop signal conditions. All SPM(Z)s are set at an uncorrected threshold of P < 0.001 with an extent threshold of 4 contiguous voxels. Left part presents data as a maximum intensity projection (MIP) on a standard template brain. The MIP displays three views: sagittal, coronal, and transverse. Activation is presented in gray, and its scale is arbitrary. The numbers in this figure correspond to the numbers in Table 2 and indicate the brain areas for which effects of stop-signal frequency on successful and unsuccessful response inhibition were examined using an unbiased ROI approach.



gyri. It should be noted that the activity in some of these areas, rather than reflecting successful inhibition, may reflect the processing of an additional visual signal (i.e., the stop signal) or differential motor preparation. Paired t tests revealed that only activity in the middle occipital gyri was affected by stop-signal frequency, with greater activity observed in the low frequency compared to the high-frequency stop-signal condition. In contrast to our hypothesis, presenting stop-signals less frequently did not result in stronger activation of prefrontal cortex on trials in which response inhibition was successful.



In particular, the absence of activity in the right inferior prefrontal cortex when response inhibition was successful was surprising given its presumed role inhibitory control (e.g., Aron et al., 2003; Rubia et al., 2003). The differences in findings between this and the Rubia et al. study could arise from differences in the specific contrasts used to isolate processes involved in response inhibition. Rubia et al. directly contrasted brain responses elicited in successful and unsuccessful trials. We therefore ran an additional analysis in which brain responses on SST trials were directly contrasted with brain
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Table 2 – Talairach coordinates (x, y, z ) of brain areas that were more strongly activated in SST vs. NST trials and in UST vs. NST trials (pooled across low- and high-frequency stop-signal conditions) (P < 0.034)



x, y, z



Brain area ROI areas for SST minus NST Frontal Left Right Parietal Left Right Temporal Left Occipital Left Right ROI areas for UST minus NST Frontal Left Right



Parietal Temporal



Left Right Right



Occipital



Left Right



BA



T



P



Superior frontal gyrus Superior frontal gyrus Parahippocampal gyrus Precuneus Middle temporal gyrus Middle occipital gyrus Middle occipital gyrus



−15, 15, −24, 24, −54, −40, 46,



27, 60 24, 61 −33, −13 −57, 48 −42, 4 −85, 6 −73, 0



6 6 36 7 22 19 37



−0.14 −0.47 −1.02 1.46 1.33 2.66 3.92



NS NS NS NS NS * **



Insula Inferior frontal gyrus Insula Superior frontal gyrus Cingulate gyrus Superior parietal lobule Superior parietal lobule Superior temporal gyrus Superior temporal gyrus Inferior occipital gyrus Middle occipital gyrus Middle occipital gyrus Cuneus Lingual gyrus



−34, −42, 33, 5, 7, −33, 36, 45, 45, −39, −36, 42, 24, 30,



20, 6 6, 30 21, 0 14, 62 22, 36 −57, 54 −45, 54 −24, −6 6, −12 −70, −6 −82, 0 −67, 0 −94, −6 −64, −6



13 9 13 6 32 7 40 22 38 19 19 37 17 19



2.73 0.96 2.60 0.53 1.49 0.94 1.32 1.26 1.29 1.33 1.39 1.32 1.45 1.42



* NS * NS NS NS NS NS NS NS NS NS NS NS



T and corresponding P values are given for each of these brain areas indicating whether or not a significant effect of stop-signal probability was observed. Significant effects of stop-signal probability on successful and unsuccessful stop-signal processing were observed for bilateral middle occipital cortex and bilateral insula, respectively. Abbreviations: BA = Brodmann area; NS = nonsignificant; *P < 0.01; **P < 0.001. Note: degrees of freedom = 15.



responses on UST for the low and high stop-signal frequency conditions separately. In this way, we controlled for a possible confound of a low-frequency oddball effect. Directly contrasting the SST and UST trials did however not reveal any differential activity in the inferior frontal cortex (or the striatum; P < 0.001), even at a less stringent threshold (P < 0.005), in either frequency condition. At the default threshold, no differential activity was actually observed for any brain area, including the middle occipital gyri. Next, brain areas underlying unsuccessful stopping behavior were identified in a similar unbiased manner, by pooling brain responses for the UST minus NST contrast across the low- and high-frequency stop-signal conditions. As can be seen in Fig. 1b, many brain areas were activated when response inhibition failed, as reflected by several large clusters of activation overlaying parts of frontal, parietal, insular, and occipital cortex. 10-mm spheres were drawn around local maxima within these larger clusters of activation to create individual ROIs. In this way, fourteen clusters of activation (i.e., ROIs) were identified, covering parts of frontal, parietal, insular, and occipital cortex. The coordinates of the activation peak within each ROI are listed in Table 2 (lower panel). One should note that the activity in some of these ROIs, rather than reflecting unsuccessful inhibition, may reflect the processing of an additional visual signal (the stop signal) or differential motor preparation. Separately for each ROI, brain responses estimated for UST minus NST trials in the low-frequency condition were then compared to those in the high-frequency condition. Paired t tests indicated that



stop-signal frequency effects on stop-signal processing when inhibition failed were only significant for the right and left insula (BA 13). Effects of stop-signal frequency on stop-signal processing in the anterior cingulate area failed to reach significance. To ensure that the effect of stop-signal frequency on insular activity in UST trials was not simply an oddball effect (e.g., a byproduct of subjective probability or surprise), BOLD signal activation patterns elicited in UST and SST trials were again directly compared for each stop-signal frequency condition separately. This revealed greater activation on UST versus SST trials in network of brain areas, that overlapped with the network of brain areas identified by contrasting brain responses elicited in UST and NST trials (see Table 3). Most importantly, in both stop-signal frequency conditions, greater activity in UST compared to SST trials was observed in the insula, indicating that the effect of stop-signal frequency on insular activity was not simply an oddball effect.



3.



Discussion



In the present study, we examined effects of stop-signal frequency on response inhibition using rapid a randomized, mixed-trial event-related fMRI. There were several main findings. First, in line with our prediction that presenting stop signals at lower probabilities would result in a stronger bias or response set to the go stimuli, subjects were faster in
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Table 3 – Talairach coordinates (x, y, z ) of brain areas that were more strongly activated in UST vs. SST trials, separately for the low- and high-frequency stop-signal conditions (P < 0.001, extent threshold of 4 voxels) Brain area USTvsSST20 Frontal



Parietal



Temporal Subcortical



USTvsSST50 Frontal



Left



Right



Insula Inferior frontal gyrus Precentral gyrus Cingulate gyrus Insula



Left



Superior frontal gyrus Middle frontal gyrus Cingulate gyrus Postcentral gyrus



Right



Inferior parietal lobule



Right Left Right



Postcentral gyrus Superior temporal gyrus Thalamus Thalamus



Left



Insula



Right Center Parietal Temporal



Left Left



Occipital



Right Left Right



Subcortical



Left Right



Inferior frontal gyrus Insula/Inferior frontal gyrus Precentral gyrus Cingulate gyrus Postcentral gyrus Middle temporal gyrus Parahippocampal gyrus Superior temporal gyrus Cuneus Cuneus Fusiform gyrus Substantia nigra Substantia nigra Thalamus



x, y, z



BA



T (Max)



−42, 3, 12 −58, 6, 30 −37, −24, 60 −9, 12, 42 40, 15, 6 30, 21, 6 12, 24, 60 30, 52, 24 9, 30, 30 −55, −24, 48 −58, −21, 30 42, −40, 60 30, −36, 36 52, −18, 42 46, −27, −6 −15, −21, 6 15, −18, 12



13 44 4 32 13 13 6 10 32 2 2 40 40 3 22 – –



9.2 4.3 6.8 5.1 6.5 6.2 4.2 5.4 4.3 7.6 6.8 5.5 4.5 5.5 6.5 6.9 5.7



−48, −40, 24 −40, 21, 12 −55, 6, 24 49, 24, 0 61, −15, 36 0, 0, 48 0, 27, 24 −55, −15, 24 −42, −79, 18 −9, −36, 6 49, −18, 0 −6, −91, 12 6, −79, 12 42, −24, −18 −9, −27, −12 9, −24, −18 18, −15, 12



13 13 44 47 4 24 23 3 39 30 22 18 18 20 – – –



6.4 5.5 4.4 5.1 4.3 5.8 4.0 6.2 4.4 4.8 4.5 5.5 4.7 5.8 6.7 6.4 5.3



No brain area was significantly more strongly activated in SST vs. UST trials in either frequency condition. Abbreviations: BA = Brodmann area, T (max) = maximal T values for each of the brain areas.



responding to go stimuli and produced a larger number of unsuccessful stop responses, when stop signals occurred less frequently. Second, this stronger bias to respond fast to go stimuli in the low-frequency stop task was, however, not associated with greater activity in either of the prefrontal and striatal brain areas previously reported to be involved in inhibitory control processes (Aron and Poldrack, 2006; Li et al., 2006; Rubia et al., 2003; Vink et al., 2005), on stop trials associated with successful stopping. Third, unsuccessful stopping was associated with activity in the anterior cingulate area and bilateral insula, extending to inferior frontal cortex. These brain areas have previously been implicated in error processing (Carter et al., 1998; Kiehl et al., 2000; Menon et al., 2001; Ullsperger and Von Cramon, 2001; for a review, see Ridderinkhof et al., 2004a,b). Effects of stopsignal frequency were only significant for the insula, suggesting that this region may have been particularly sensitive to detection of low-frequency stop signals when inhibition



failed. These principal findings will now be discussed in more detail.



3.1. Behavioral indices of successful and unsuccessful response inhibition As predicted, and in line with previous findings (Logan and Cowan, 1984; Ramautar et al., 2004), the behavioral results showed that when stop signals were less frequent (i.e., occurred on 20% versus 50% of trials), subjects responded faster to go stimuli in the primary task and made more commission errors per delay. Importantly, this suggests that subjects traded success of inhibition for speed of responding to go stimuli in the low-frequency stop task. In addition, the behavioral data showed that the speed of the stop process (i.e., the SSRT) was affected by Delay. This finding is in line with previous findings (Logan and Cowan, 1984; Ramautar et al., 2004) and shows that stop-signal reaction times vary in length from trial-to-trial. SSRT was on the other hand, as expected,



BR A I N R ES E A RC H 1 1 0 5 ( 2 00 6 ) 1 4 3 –1 54



not affected by stop-signal frequency. This latter finding suggests that, although more inhibitory control was presumably required to suppress the ongoing response in the lowfrequency stop task, the average speed of the stop process was unaffected by the likelihood of having to inhibit a response. This provides further support for the idea that an increased set-to-go is the dominating mechanism behind faster responses to go stimuli in the low-frequency stop-signal task (Logan and Cowan, 1984; Ramautar et al., 2004).



3.2. Effects of stop-signal frequency on neural mechanisms underlying successful response inhibition In contrast to our hypothesis based upon results from our previous ERP study (Ramautar et al., 2004), a decreased likelihood of having to inhibit a response (as in the lowversus high-frequency stop-signal condition) did not increase stop-signal-related activity in frontal areas previously implicated in successful response inhibition (Casey et al., 1997; De Zubicaray et al., 2000; Durston et al., 2003; Garavan et al., 1999, 2003; Hester et al., 2004b; Kelly et al., 2004; Liddle et al., 2001; Menon et al., 2001; Rubia et al., 2001). This suggests that demands on frontal inhibitory control mechanisms may have been equal in the low- and high-frequency stop-signal tasks. Instead, the present analyses revealed that areas of middle occipital cortex were more strongly activated on SST versus NST trials in the low- compared to the high-frequency stop task. These areas are located in the ventral stream, which processes visual object information (Ungerleider and Mishkin, 1982). It has been shown that attended visual objects elicit greater activity in ventral stream areas than unattended visual objects (Corbetta et al., 1990). It is therefore possible that infrequent stop signals were processed more intensely or received more visual attention than high-frequent stop signals, either because they were less expected or because attention was focused more strongly on the stimulus stream in the low-frequency versus the high-frequency stop task. Interestingly, the enhancement of activation in the ventral stream on infrequent relative to frequent stop signals was only present on successful, but not on unsuccessful, stop trials. This could indicate that this effect was not merely an automatic byproduct of a lower stop-signal frequency (i.e., the oddball effect referred to earlier) but was functionally related to the success of response inhibition. One possibility is that it facilitated detection of stop signals, which in turn could have given these stop signals a small but consistent lead in the race with the go signals, although this was not expressed in SSRT. An interpretation of the visual activation in terms of an oddball effect, however, seems more probable as directly contrasting brain activity elicited in SST and UST trials for each stop-signal frequency condition separately did not reveal greater visual activity in SST versus UST trials in either frequency condition. As mentioned above, only few other studies have previously investigated successful and unsuccessful response inhibition in stop-signal paradigms using event-related fMRI. Two of these studies indicated an important role for right IFC in inhibitory control (Aron and Poldrack, 2006; Rubia et al., 2003). However, in the other studies, just like in the current study, no inhibitory control-related activity was observed in
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prefrontal cortex when directly comparing brain responses on trials in which response inhibition was successful versus unsuccessful (Li et al., 2006; Vink et al., 2005). Even when brain responses elicited in SST and UST trials were directly contrasted (cf., Rubia et al.) to identify the neural correlates of successful response inhibition, no activity was observed in the IFC in the current study. The apparent discrepancy between the differential findings remains to be clarified. One aspect in which our study may have differed from the Rubia et al. study is the strength of the bias to respond quickly to the go stimuli. In the experiment by Rubia et al., the percentage of successful and unsuccessful stop trials was equated. To this end, relatively long average delays between the go and stop stimuli (i.e., 674 ms) were obtained. In combination with the fact that response times were overall generally relatively slow in this study, this suggests that the bias to respond quickly to the go stimuli may not have been as strong in their study as in the current study. However, in the study by Aron and Poldrack (2006) both SSRTs and Go RTs were in the normal range. It should further be noted that the absence of inferior prefrontal activation in the present study cannot be interpreted as evidence against a role for this region in inhibitory control. Several other lines of evidence suggest an important role for this region in response inhibition such as lesion studies (Aron et al., 2003) and fMRI studies using Go/Nogo tasks (e.g., Casey et al., 1997; Durston et al., 2003; Menon et al., 2001). Future studies are thus needed to examine why in the present study and in the Vink et al. study, no inferior frontal activity was observed when responses inhibition was successful using the stop task. Successfully inhibited responses were also not associated with stronger activation in the striatum. In the Vink et al. (2005) study, a gradual increase in striatal activation on Go trials accompanied the gradual increase in the likelihood of a stop signal occurring on the subsequent trial. This increase in striatal activity may have reflected several things. An obvious explanation is in terms of inhibitory processes, but the correlation pattern may also have reflected the growing anticipation of reward, which also involves the striatum (Delgado et al., 2000; Lauwereyns et al., 2002). This latter interpretation might explain the lack of striatal activation in this and other stop studies (Aron et al., 2003; Rubia et al., 2001, 2003), which only examined brain responses elicited by the stop stimuli.



3.3. Effects of stop-signal probability on neural mechanisms underlying unsuccessful response inhibition In addition to examining the effects of stop-signal frequency on brain areas involved in the successful inhibition of ongoing responses, the current study also investigated how stop-signal frequency affected processing of stop signals when response inhibition failed. Previous event-related fMRI studies that investigated failed inhibition in Go/NoGo tasks have shown activations in anterior cingulate cortex and middle frontal cortices (Hester et al., 2004a, 2005; Liddle et al., 2001; Menon et al., 2001; Kiehl et al., 2000; Garavan et al., 2002, 2003). Based on the idea that a higher overall error rate (as in the highfrequency stop task) could lead to habituation and/or change in motivational relevance of errors (cf., Holroyd and Coles,
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2002; Overbeek et al., 2005), we expected that stop signals on failed inhibition trials would be perceived as more meaningful in the low-frequency versus the high-frequency stop task, and that this would be reflected by greater activity in brain areas involved in error processing or in brain areas that are sensitive to subjective probability. Indeed, unsuccessful stopping behavior was associated with activity in anterior cingulate cortex and bilateral insula, among other areas. Previous fMRI studies have localized error processing in the anterior cingulate and lateral inferior frontal cortex extending to bilateral insular cortex (Carter et al., 1998; Kiehl et al., 2000; Menon et al., 2001; Ullsperger and Von Cramon, 2001). This suggests that stop signals on UST trials may have generated processes related to error processing. Stop-signal frequency only affected the processing of stop signals in the insula, with stop-signal-related responses on UST trials being stronger when the probability of having to inhibit the go stimulus response was relatively low (i.e., in the 20% versus 50% stop task). Although the insular cortex has been implicated in a variety of conditions such as somatosensory integration, pain perception and negative emotional states (e.g., Wyland et al., 2003), its role in cognitive control is currently unknown. One prior fMRI study using the stop-signal paradigm reported activation in the insula (bordering/overlapping with the inferior frontal gyrus (Rubia et al., 2001), whereas in other studies, no insular activity was observed (Rubia et al., 2003; Vink et al., 2005). It is also worth mentioning that previous fMRI studies using Go/NoGo tasks to investigate response inhibition have reported insular activity in case of failed inhibition (Hester et al., 2004b; Menon et al., 2001), successful inhibition (Bellgrove et al., 2004; Braver et al., 2001; Garavan et al., 1999; Hershey et al., 2004; Kelly et al., 2004), or both (Garavan et al., 2002; Hershey et al., 2004; Mathalon et al., 2003). Taken together, these data suggest that the insula may play a more general role in stop-signal processing, perhaps irrespective of whether response inhibition was successful or not. One interpretation of the effect of stop-signal frequency on insular activity may be that it represents an oddball (i.e., subjective probability) effect, as insular activity has been reported in oddball studies (Bledowski et al., 2004; Braver et al., 2001; Horovitz et al., 2002; Huetell and McCarthy, 2004; Laurens et al., 2005; Linden et al., 1999; Mulert et al., 2004; Stevens et al., 2000). This explanation is however improbable because if the effect of stop-signal frequency on insular activity in UST trials was indeed purely oddball related, one would expect to observe the same effect in SST trials. Furthermore, when controlling for stop-signal frequency by directly contrasting brain activity in UST and SST trials for each frequency condition separately, greater insular activation to UST compared to SST trials was still observed in both frequency conditions. These observations suggest that this activity cannot simply be explained in terms of an increase in subjective probability but must have also reflected processes associated with either the detection or the significance of infrequent events (cf., Horovitz et al., 2002) that signaled a failure in inhibition. It is intriguing in this respect that the insula has been implicated in autonomic control and interoceptive awareness on the basis of neuroimaging studies (Critchly et al., 2004). The greater insular activity when



response inhibition failed and stop signals occurred less frequently may thus reflect autonomic arousal or even emotional factors triggered by errors, rather than error processing or cognitive control. The activation observed in the anterior cingulate area in the present study likely was related to error processing (Ridderinkhof et al., 2004a,b). Previous studies using stop tasks (Rubia et al., 2001, 2003) and Go/Nogo tasks (i.e., Garavan et al., 2002, 2003; Kiehl et al., 2000; Menon et al., 2001) have also associated activity in this brain area with unsuccessful response inhibition. Activity in the anterior cingulate was not affected by stopsignal frequency in the present study, suggesting that stopsignal frequency did not affect the basic processes involved in detecting the commission error (cf., Hester et al., 2005). Instead, under lower stop-signal frequencies the error may have become more motivationally significant (cf., Overbeek et al., 2005), and the present insular activation may reflect the processes associated with this significance.



4.



Conclusions



Taken together, presenting stop signals less frequently was accompanied by a stronger bias to the go stimuli; subjects were faster in responding to go stimuli and made more commission errors (i.e., produced a larger number of unsuccessful stop responses) when stop signals were less frequent. When responses were successfully inhibited, infrequent presentation of stop signals was accompanied by greater activation in ventral stream areas, presumably reflecting enhanced visual attention to the stop signal. When response inhibition failed, greater activity was observed in several brain areas, most notably the anterior cingulate and bilateral insula. These brain areas may be involved in processing of the erroneous response and/or the detection of an unexpected stop signal. Stop-signal frequency effects were more pronounced for the insula, suggesting that this brain area may have been in particular affected by the detection of a failure in inhibition.



5.



Experimental procedures



5.1.



Participants



Sixteen healthy subjects (8 females), aged 20–33 (mean = 26.25, standard deviation = 4.09) with no history of neurological or psychiatric illness participated in this study. The study was approved by the Ethics Committees of the Vrije Universiteit and the University of Amsterdam. All subjects provided written informed consent and received 22.50 euro for their participation.



5.2.



Tasks



A randomized, mixed-trial rapid event-related fMRI design was utilized. Subjects performed two types of tasks, while lying in the scanner: a choice reaction and a stop task. The choice reaction task consisted of go stimuli (circles and
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squares), whereas the stop task consisted of the same go stimuli that were occasionally (20%: low frequency) or more frequently (50%: high frequency) followed by a stop signal (cross). In the stop task, trials that did not contain a stop signal (designated NST or No stop-signal trials ) and trials that contained a stop signal (stop trials) were presented in random order. Go and stop stimuli were blue with a visual angle of 0.4° and were presented at the center of the screen on a black background, each for 100 ms. In both the choice reaction task and the stop task, subjects were instructed to respond quickly to go stimuli with their left or right index finger (depending on whether the go stimulus was a square or circle). In the stop task, subjects were given the additional instruction to withhold their response whenever the go stimulus was followed by the stop signal. Response mapping was counterbalanced across subjects. Subjects performed the stop task with three stop-signal delays: 250, 300, and 350 ms. These delays occurred equally frequently and were presented randomly intermixed within a run. Total trial duration was always 2 s. During the entire trial, a fixation stimulus (blue plus sign with a visual angle of 0.6°) was presented at the center of the screen, at which subjects were instructed to focus. Before subjects went in the scanner, they practiced one run of the choice reaction time task and 2 runs of each (i.e., low and high frequency) stop task. After this, subjects went in the scanner and again performed one run of the choice reaction task. This run served as a reference task for evaluating the response times to the go signals in the stop task. Whenever a subject's average reaction time within an experimental run of the stop task deviated substantially from his/her response time in the choice reaction task, the subject received oral feedback at the end of this run. This was done to ensure that in the subsequent stop task, subjects did not postpone their response to the go signal, awaiting a possible stop signal. After the choice reaction tasks, subjects practiced one run of each (i.e., low and high frequency) stop task. They then performed four runs of the high-frequency stop task and eight runs of the low-frequency stop task. The order of these runs was counterbalanced across subjects, with the restriction that low-frequency stop runs were always presented in blocks of four runs, and high-frequency stop runs were always presented in blocks of two runs. Each run consisted of 194 trials and started and ended with a baseline period of 14 s during which only the central fixation sign was presented. Intertrial interval was jittered between 2 and 8 s, with increments of two seconds using a genetic algorithm approach which optimized the stimulus sequence in terms of statistical power and psychological validity (see Wager and Nichols, 2003, for details).



5.3.



Image acquisition



Images were acquired on a 1.5-T Sonata imaging system (Siemens Erlangen, Germany) with a standard circularly polarized head coil with foam padding to restrict head motion. A localizer scan was performed to indicate the positioning of the slice planes. High-resolution T1-weighted anatomical images with FOV = 256 mm2, 256 × 256 mm matrix and 1.33 slice thickness were then collected (MPRAGE: TI = 900 ms;
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TR = 1420 ms; TE = 3.95 ms; FA = 7°; 128 volumes). Functional data were acquired using a T2*-weighted echo planar imaging method (TR = 2000 ms; TE = 60 ms; FA = 90°; 20 slices of 3.05 × 3.05 × 6.0 mm; FOV = 195 mm2; 64 × 64 matrix; 1 mm inter-slice gap; 194 volumes) in a transversal orientation covering the whole brain. An automated shim procedure preceded the first functional scan to improve magnetic field homogeneity. Scanning time for each run was 6 min and 28 s. Task stimuli were projected on a back projection screen located at the head end of the scanner. Subjects viewed stimuli through a mirror that was placed on the head coil. In each hand, they held a response-box (Lumitouch, Lightwave Medical Industries) with which behavioral responses were recorded.



5.4.



Behavioral data analysis



Average response times on NST trials, average response times on unsuccessful stop trials (UST), percentage of UST trials, and SSRTs were submitted to separate repeated measures analysis of variance (ANOVA) with Probability (20%, 50%) and Delay (250, 300, 350 ms) as within-subject factors.



5.5.



Image analysis



Image processing was limited to the stop tasks and performed using SPM99. For preprocessing, functional images were first slice-time corrected to adjust for differences in acquisition timing across slices. All functional images were then realigned to the first image to correct for head and body movements between scans. After this, images were normalized to stereotaxic space using the MNI template. Finally, images were spatially smoothed to increase the signal-tonoise ratio of the data and to accommodate inter-individual differences in anatomy, using isotropic Gaussian kernels of 8 mm. Statistical analyses were performed using the general linear model in SPM99 (Friston et al., 1995). To investigate effects of stop-signal frequency on neural activity underlying successful and unsuccessful stop behavior, for each participant, three event types were created: (a) stop trials in which the stop signal was successfully inhibited (successful stop trials (SST)), (b) stop trials in which the stop signal was not successfully inhibited (unsuccessful stop trials (UST)), and (c) no stop-signal trials or NST trials (i.e., trials that did not contain a stop signal). To increase the statistical power of the image analyses, stop-signal trials were collapsed across the three different stop-signal delays. In addition, in order to investigate effects of stop-signal probability in an unbiased manner, stop-signal trials were also collapsed across the lowand high-frequency stop tasks (see below). Voxelwise regression analyses were performed next with individual regressors containing the onset times for the three different event types convolved with a canonical hemodynamic response function and its first-order temporal derivative (Josephs et al., 1997). For each participant, brain areas underlying successful and unsuccessful stopping were identified at the voxel level by comparing brain responses on SST versus NST and on UST versus NST, respectively. These contrasts served to better isolate specific brain activations associated with processing of the stop signal
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from activations that were associated with processing of the go signals. Each individual's results were then combined across subjects (i.e., random effects). Voxelwise singlesample t tests were used to generate statistical parametric maps for each contrast of interest. The resulting t values were transformed into z scores. The threshold adopted for the group analysis was set at P < 0.001 (uncorrected for multiple comparisons) combined with a spatial extent threshold of four contiguous voxels to protect against false positives (Forman et al., 1995; Poline et al., 1997).



5.6.



ROI analysis



Next, in order to investigate effects of stop-signal frequency on brain activity related to successful and unsuccessful stopping, an unbiased region of interest (ROI) analysis approach was used. These analyses only concerned the contrasts between NST and the two categories of stop-signal trials (SST, UST). Averaging the signal across voxels, as is done in ROI analyses, captures the central tendency and tends to reduce uncorrelated variance. Thus, ROI analyses have a greater power to detect effects that are present across a set of voxels (Dale and Buckner, 1997). First, the group activation maps that were created by averaging across the low- and high-frequency stop tasks were used to create ROIs, so that the results were not biased in favor of observing differences between stop-signal frequency conditions. ROIs included all significant voxels within a given activation cluster, (P < 0.001, extent of 4 voxels) or, when a cluster contained several local maxima, the data were visually inspected to see whether this cluster might actually represent more than one brain area (i.e., a cluster of brain areas that were ‘glued’ together), and the coordinates of each local maximum were fed into the Talairach Deamon to determine whether these local maxima were indeed associated with different brain areas. If this was the case, ROIs were created by drawing 10-mm spheres around each local maximum within this overarching cluster of activation. For each ROI, the average brain responses in each condition of interest were then computed and compared directly using paired t tests. More specifically, for each ROI that was identified by pooling brain responses on SST minus NST trials across the low- and high-frequency conditions, brain responses estimated for SST minus NST trials in the lowfrequency condition were compared directly to brain responses estimated for SST minus NST trials in the highfrequency condition. Similarly, for each ROI that was identified by pooling brain responses on UST minus NST trials across the low- and high-frequency conditions, brain responses estimated for UST minus NST trials in the lowfrequency condition were compared directly to brain responses estimated for UST minus NST trials in the highfrequency condition. This approach ensured that the results were not biased in favor of observing differences between these two conditions. The threshold for significance (P < 0.05) was adjusted for the total number of paired t tests performed (i.e., 21; see Results section) using a modified Bonferroni procedure for multiple comparisons (Keppel, 1999), resulting in a significance threshold of P < 0.034.
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