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Abstract Fast and easy-to-use deformers to warp 3D space are vital tools for both modelling and animation. In this paper, we introduce an interactive and easy-to-manipulate shape deformer based on interpolation of affine transformations. We devise a new interface with probes, which are metaphors of operating handles. Users are allowed to place “probes” around the target shape and tweak them interactively. The system automatically interpolates the transformations of them to produce a deformed shape. Keywords: animation, modelling, deformation, affine transformation, as-rigid-as-possible deformation, harmonic field
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Introduction



Fast deformers with easy-to-use interfaces are vital tools for modelling and animation. We list some of the desirable properties for such deformers: (i) Less user input is required. (ii) Users can control both local and global deformation seamlessly. (iii) There is no hidden condition or limitation on the inputs and users can freely operate without a fear of an infinite loop or destructive output. (iv) Similar inputs reproduce the same or similar output. (v) Users can get a real-time response. From the viewpoint of the algorithm, property (i) amounts to saying that the input should be interpolated naturally. (ii) means that the algorithm can handle global shapes but also can be localised. (iii) and (iv) can be rephrased as the robustness and continuity of the function with regards to the input. (v) is, of course, about efficiency. With these points in mind, we introduce a deformer called the probe deformer. Users place an arbitrary number of “probes” around the target shape and specify a transformation (rotation, translation, scale, and shear) for each probe. Additionally, users can specify how the weights of the probe are propagated. The system interpolates the effect of the probes and computes the deformation of the target shape. Our deformer is similar to standard deformers such as twist, bend, flare, squash, sculpt, and wave, but can produce far more extensive effects. Simple versions of this deformer are briefly considered in [6] for 2D shapes and in [5] for 3D shapes. In this paper, we describe an improved version, together with a detailed account of the algorithm. A C++ implementation of the Maya plugin is provided.1 ∗ [email protected] † [email protected]
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Previous work



A deformer receives an original shape and user specified constraints to produce a deformed shape. The input and final output shapes are usually given as a point cloud with vertex position coordinates, and possibly with an additional structure such as triangulation. The user interface to specify the constraints is often called a handle. Most of the existing techniques employ the following scheme: (1) The difference in the deformed shape from the original one is represented in a certain form (such as displacement vectors or Laplacian coordinates). (2) The user manipulates the handles to specify the constraints. (3) User constraints are interpolated or propagated to the whole shape and applied to the representation. (4) The deformed shape is reconstructed from the modified representation. We discuss previous work from this point of view.



2.1



Shape representation



To represent the difference between the shapes, the most basic way is to give difference (translation) vectors of the 3D coordinates of the vertices. The reconstruction is simply done by adding the vectors to the original vertex positions (see, for example, [8, 18]). Another widely used representation is by transformations, which we use for our deformer. This gives more flexibility than just considering difference vectors since it can deal with rotation, scale, and shear in addition to translation. Each basic element (vertex, face, etc.) in a shape is assigned a transformation and the deformed shape is reconstructed by applying it to the original shape (see, for example, [1, 10, 16, 19, 21, 15]). Recently, the differential coordinates have been actively studied to achieve detail preserving deformations. Here, the difference between shapes is represented implicitly by gradients, curvature, etc. Reconstruction sometimes involves solving a global variational problem or integration (see, for example, [17, 23, 14]). Although we present it in a different way, our mesh-based deformer (see §3.5) can be rephrased in terms of a Poisson equation.



2.2



User interface



A simple and intuitive way to interact with a shape is to directly manipulate vertices. The user chooses a block of points (region-of-interest) and moves around to specify their positions (see, for example, [4, 15, 23]). Sometimes, additional data besides positional data, e.g., a rotation or scale, is given to the selected points (see, for example, [10, 14]). To give more complex input, one need auxiliary objects. In skinning (see [3] for a survey), bones and joints are associated with the shape, and the user specifies a transformation on the joints. Cagebased deformers (see [20] for a survey) uses a surrounding proxy object (cage), and users manipulate the cage. More generally, various curves and surfaces have been proposed as a means of indirect manipulation (see [9] for a survey). Usually, it is not easy to add, remove, or change the initial configuration of the handles. For our deformer, we employ a so-called probe as a proxy object. Probes can be placed or removed anytime or anywhere in the space and given affine transformations by users. 1 https://github.com/shizuo-kaji/ProbeDeformerMaya



2.3



Transformation interpolation



In computer graphics, we usually need to interpolate transformations in case of skinning, deformation, animation, etc. In [16], transformations are directly interpolated by linear interpolation of matrices. Although this method is very fast and simple, it has some problems, most notably, it causes the candy-wrapper effect. Dual quaternion Linear Blending (DLB, for short) [7] uses unit dual quaternions to represent and interpolate transformations in order to avoid this side effect. Polar decomposition and SLERP of transformations [1, 2, 13, 15, 22] is another way to avoid this problem. In [5], a method is developed to parametrise transformations based on Lie theory. It is more versatile than the above methods (see Figure 2 and the supplemental video), and we use it in the deformer proposed in this paper. In order to obtain a good interpolation, the weight assignment is also very important. Although weights are often manually assigned by animators, there are a lot of techniques to automate this procedure. In skinning, the weights are often computed by using the Euclidean distance between vertices and bones [11]. Dionne et al. [12] improved this method by replacing the Euclidean distance with a geodesic distance computed by voxelizing the character. In [16], weights are computed by using radial basis functions. In [14], the discrete geodesic distance on mesh surfaces is used to compute weights. In [13, 10], a harmonic field is used for a smoother distribution of the weights. MeshIK [15] optimises the energy of the deformation gradients (affine transformations) to find appropriate weights automatically. In this paper, we use weights computed by both the Euclidean distance and the harmonic field.
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Framework



In our deformer, the difference between the target mesh and the deformed mesh is represented by affine transformations. Depending on how the target shape is represented, we introduce two kinds of deformer; one disregarding topology and the other respecting topology. Both are based on the same framework. Hence, we will describe the framework before giving specific instances.



3.1



Affine transformation



Shapes in computer graphics are most commonly represented as triangulated surfaces. Then, deformation of a shape is represented by a piecewise linear (PL, for short) map, which consists of affine maps, one for each triangle, agreeing on the shared edges. In this context, affine maps serve as a basic building block for shape manipulation, so that we can construct deformers based on them. Recall that an affine transformation is a composition of a rotation, translation, shear, scale and reflection. One is represented by a 4 × 4-homogeneous matrix of the form: 0 1 a11 a12 a13 lx Ba21 a22 a23 ly C C A=B (1) @a31 a32 a33 lz A . 0 0 0 1 ˆ The upper-left 3 × 3-submatrix is called the linear part of A and denoted by A. The set of (non-degenerate) affine transformations forms a Lie group Aff(3), which has two connected components. Since we consider a deformer which produces a continuous output, we will



restrict ourselves to the set Aff + (3) of positive affine transformations, which is the connected component of Aff(3) including the identity. In other words, Aff + (3) consists of reflection-free affine transformations. It is also characterised by the condition that the determinant of the linear part is positive.



3.2



Probe



Next, we will discuss how to give the user an intuitive interface to specify an affine transformation. A probe consists of three directed line segments (red, green, and blue) intersecting at the middle points of the segments. We require that the three lines are not co-planar and left-hand oriented. The standard probe is a probe which consists of three unit-length line segments intersecting orthogonally.



Figure 1: Left: standard probe, Middle: probe representing a rotation, Right: probe representing a shear If you are given two probes P and P 0 , you can read off: 1. a 3-dimensional vector p which is the intersection point of P (we call it the position of P ) 2. and a positive affine transformation A which maps P to P 0 (this is uniquely determined) So by placing a standard probe in the space and moving it around, one can interactively and intuitively specify those two data.



3.3



Interpolation of affine transformation



To propagate users’ input naturally, we need to solve the following: Given a set of weights {wi ∈ R | 1 ≤ i ≤ n} and a set of positive affine transformations {Ai ∈ Aff + (3) | 1 ≤ i ≤ n}, find a + blended ( affine transformation Blend(wi , Ai ) ∈ Aff (3) which satisfies Blend(wi , Ai ) = Ak for 1 (i = k) wi = . 0 (i 6= k) Here, reference [5] defines a 12-dimensional vector space U and parametrisation maps φ : U → Aff + (3),



ψ : Aff + (3) → U



which satisfy φ◦ψ = Id. By applying ψ, one getsP elements ψ(Ai )’s of the vector Pn space U . They are blended simply by taking the linear combination n i ). Mapping i=1 wi ψ(AP i=1 wi ψ(Ai ) back to Aff + (3) by φ gives the desired blending Blend(wi , Ai ) := φ( n w ψ(A )). (See [5] for details i i i=1 and an implementation.) We use this blending function and our deformer has properties (ii)–(v) in the Introduction. We can also use the standard technique based on polar decomposition [22, 2, 14]. However, [5] has a few advantages: It can handle rotations with angles greater than 2π, and it is easily localised since the parameter space has a flat geometry. (See Figure 2.)



Figure 2: Left: The original octopus model, Middle: One deformed with a probe to swirl a leg. Thanks to the blending function of the affine transformations, rotations with large angles (≥ 2π) are captured. Right: The same deformation is applied using a polar decomposition based blending. See also the supplemental video.



3.4



Vertex-based deformer



Assume that the target shape is given as a set of vertices. No further structure is required. This is useful when one wants to deform a shape consisting of particles (see Figure 3). Let V be the set of vertices so that an element v ∈ V is a 3-dimensional vector. The user places any number of standard probes Pi (1 ≤ i ≤ n) in the space (not restricted to the surface of the target shape). We denote the position of Pi by xi . We require weight functions for each probe wi : V → R, which tells how much the probe Pi affects the vertex v ∈ V . This can be painted manually or determined automatically by the system as we describe in §4. As the user moves the probes around, the system receives positive affine transformations Ai for each probe. The deformed shape is then computed by applying to v the interpolated affine transformation Blend(wi , Ai ) ∈ Aff + (3) given in §3.3.



Figure 3: Left: Particles Right: Particles deformed by probes.



3.5



Mesh based deformer



If the original shape has not only vertex coordinates but also topology, i.e., a triangulated mesh structure, users may want to preserve it as much as possible. For this, we employ the idea of “as-rigidas-possible” deformation introduced in [1] (see also [15] for a brilliant explanation). Our method is similar to [23], but the main difference is that with our deformer users specify the transformations for the probes while in [23] users specify only the positions and the local transformations are determined by the system. Assume that the target shape is triangulated. Let V be the set of vertices, and T be the index set of the triangulation, that is, τ = {τ1 , τ2 , τ3 } ∈ T if and only if vτ1 , vτ2 , and vτ3 form a triangle. Just



as before, the user places any number of standard probes Pi (1 ≤ i ≤ n) in the space. This time, we require weight functions for each probe wi : T → R, which tell how much the probe Pi affects each triangle τ ∈ T . Again, this can be painted manually or determined automatically by the system (see §4). As the user moves the probes around, the system receives positive affine transformations Ai for each probe. A deformation is made by executing the following three steps. First, interpolate Ai ’s by Aτ := Blend(wi (τ ), Ai ) for each triangle τ ∈ T . Then patch Aτ ’s to obtain another set of affine transformations Bτ such that Bτ vτj = Bτ 0 vτk0 when τj = τk0 for different triangles τ, τ 0 ∈ T . In other words, Bτ ’s are consistent on the edges of the mesh (i.e., they form a PL-map B for the triangulation). There is a one-to-one linear correspondence of the positions of V and Bτ ’s as follows: For each triangle τ ∈ T , there is a unique affine transformation which maps Vτ := (vτ1 , vτ2 , vτ3 , fτ ) to Vτ0 := (vτ0 1 , vτ0 2 , vτ0 3 , fτ0 ), where fτ and fτ0 are unit normal vectors. In fact, this transformation is given by Vτ0 Vτ−1 . Through this correspondence, we regard Bτ ’s as a linear function of the deformed position V 0 . Then the deformed shape V 0 is obtained by minimising the following quadratic energy functional X E(B) := |Aˆτ − Bˆτ |2F , (2) τ ∈T



where |X|F is the Frobenius norm of the matrix X. (Figure 4 illustrates the idea.)



Figure 4: The concept of the mesh-based deformer. Left: A shape consisting of two triangles is deformed by two probes rotating in different orientations. Middle: Applying the blended transformation Aτ to each triangle pulls apart the shape. Right: By minimising the energy (2), the final deformation is obtained. Since the minimiser is unique only up to translation, we need a constraint to fix this indeterminacy. It is given by adding the following function to E n X X



di (v)|Bv − Ai v|2 ,



i=1 v∈V



where di : V → R≥0 is a weighting function. For example, we can use the following cut-off function ( (|v − xi | − Ci )2 /C 2 (|x − pi | < Ci ) , (3) di (v) = 0 (|x − pi | ≥ Ci ) where Ci is a threshold constant. This means that those vertices whose distances from Pi are closer than Ci try to follow the affine transformation represented by Pi . Note that both functionals are positive symmetric quadratic, so that the minimiser can be found by solving a sparse symmetric linear system of the form: HV 0 = G,



(4)



where V 0 and G are (3 × #V )-matrices, and H is a (#V × #V )-matrix. H is independent of Ai ’s so that we can pre-compute its Cholesky factorisation once and obtain the solution by back substitution in runtime operation.



Although the mesh-based deformer achieves a shape-preserved deformation, it is more expensive than the vertex-based one. In particular, when users add or remove probes, the sparse linear system (4) needs to be (partially) rebuilt and factorised.



Figure 5: Human model deformed with six probes. From Left to Right: The original model, one deformed with the vertex-based deformer, and one deformed with the meshbased deformer (detail and volume are preserved), Not only rotation and translation but also scaling and shear are applied to the last two.
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Weight assignment



Here, we discuss how to assign weights for each probe manually or automatically.



4.1



Euclidean distance



The weight function for a probe Pi is given by wi (v) := d(|v − xi |) for any function d depending on the Euclidean distance between the point v and the position of the probe xi . Ri , where Ri is a |v − xi |2 constant specifying the influence P of the probe. In this case, it is indeed better to normalise the weights by wi0 (v) := wi (v)/ n j=1 wj (v). Another option is to use the cut-off function (3). The influence of the probe Pi is localised according to a user defined “effect radius” Ci .



The simplest example is given by the “inverse-square law” wi (v) =



Users can also define the function d by directly drawing its graph. See Figure 6.



Figure 6: Left: Graph of the weight function drawn by user, Middle: Original plate model, Right: Model deformed by a single probe rotated 90 degrees



4.2



Harmonic field



When the shape is not merely a point cloud but has complicated geometry, the Euclidean distance is not a good metric for a weight assignment because it is unrelated to the variation of the surface. The geodesic distance may be a better alternative, but it is computationally expensive. Here, we can employ a harmonic field, as was suggested in [10, 13]. A harmonic field is a scalar field h defined on the surface, satisfying the Laplace equation ∆h = 0. Once the boundary conditions are well defined, the values of the harmonic field are distributed smoothly over the surface. In our case, the boundary conditions are defined as ( 1 (i = j) wi (cj ) = , 0 (i 6= j) where cj is the closest point (or triangle) to the j-th probe. Fortunately, under a certain discretisation, we can use the same system matrix H in Eq. (4) to solve the Laplace equation. Figure 7 compares the results generated with the Euclidean distance and harmonic field weighting.



Figure 7: Left: Original octopus model, Middle: Model deformed with the Euclidean distance weighting, Right: Model deformed with the harmonic field weighting. The colour indicates the weight for the front probe. The Euclidean distance weighing causes unwanted accompanying motions (e.g. of the leg to the left) away from probes.
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Improvements



Finally, we give a few modifications for the mesh-based deformer.



5.1



Face stiffness



We can replace Eq. (2) with E(B) :=



X



ατ |Aˆτ − Bˆτ |2F



(5)



τ ∈T



in order to incorporate a “stiffness” ατ ∈ R≥0 in each face τ . (See Figure 8.) This stiffness is either painted by the user or learnt from examples.



5.2



Iterative refinement of energy



The following iterative refinement of the energy function can produce better results in some cases. (See Figure 9.) From the second iteration, for those faces away from the probes, we replace Aˆτ in



Figure 8: A pillar model deformed with two probes. Left: Original shape with painted stiffness, Middle: Shape deformed with Eq. (2), Right: Shape deformed with Eq. (5). Users can tell the system where it is easier to wrinkle. ˆ and Sτ is the symmetric part of Aˆ in the polar Eq. (2) with Rτ Sτ where Rτ is the rotation part of B decompositions. The idea is to allow faces to rotate but not to allow scaling or shearing.



Figure 9: An octopus leg is deformed with two probes. Left to Right: The original model, no iteration, five iterations, and ten iterations. As the number of iterations increases, the deformation gets smoother with less creases.
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