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ABSTRACT The objective of this working paper is to develop a conceptual framework which can be employed to provide insight into the impact of product architecture on the process of product design of assembled products. The key argument of this paper is that product design can be considered as a search process which takes place on a design landscape, the dimension and topology of which is determined by the choice of physical components and the choice of architecture of interconnections between these components. Modular design architectures represent one such choice. Not all design landscapes offer equal opportunity nor are all landscapes equally difficult to search. Designers may trade-off these two items. A representation of both the design landscape and the related search process is constructed in this paper. Kauffman’s NK model is utilised to examine the impact of interconnection density and structure on the topology of the design landscape. The Genetic Algorithm, is introduced as a means of modelling the learning process implicit in product design. It is argued that the algorithm can incorporate a variety of relevant search heuristics. The combination of the NK model and the genetic algorithm provides a framework which through simulation, can be used to investigate the impact of different modular structures on process of product design.
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1.0 INTRODUCTION This working paper examines a component of the product design problem and has as its objective, the development of a conceptual framework which is capable of being used to obtain insight into the impact of product architecture on the process of product design of assembled products, and the evolution of these designs over time. A complex systems perspective is adopted as it is considered that products are systems of components (Tushman and Nelson, 1990) which can exhibit emergent properties. The functionality of a product depends not just on the behaviour of the individual components but also on the ‘architecture’ of the interconnections between these components. Individual modules in a product’s design may contain varying numbers of components (or other sub-modules). They may have differing internal connection structures between their components and differing external connection structures with other modules and/or components within the product. The key argument flow of this paper is that product design can be considered as a search process. This search takes place on a design landscape, the dimension and topology of which is determined by the designer’s choice of physical components and the choice of architecture of component interconnections. Not all design landscapes offer equal opportunity nor are all landscapes equally difficult to search. Designers may trade-off these two factors when making design decisions. In order to gain insight into the impact of product architecture on the process of product design, Kauffman’s NK model (Kauffman, 1993) is utilised. The Genetic Algorithm (Holland, 1992) is then introduced as a means of modelling the (search) process of product design.



1.1 Design as search Product design represents the creation: ‘of solutions … that satisfy perceived needs though the mapping between functional elements and the physical elements of a product’ (Loch, Terwiesch and Thomke, 2001, p. 664). This definition draws a clear distinction between a product’s functional elements, which represent the individual operations or traits that comprise the overall performance of a product, and the physical elements which represent the parts, components and sub-assemblies that implement the product’s functions (Loch, Terwiesch and Thomke, 2001). Separate recognition can also be extended to the physical artefact which provides the interface between the physical elements and the functional elements. The mapping between physical components and product functionality represents a product’s architecture (Henderson and Clark, 1990; Frenken and Windrum, 2000). Recognising the distinction between physical components and their architecture highlights that product innovation can occur either as a result of component innovation or through architectural innovation1. Architectural innovations may facilitate increasingly complex combinations of components ‘…the more complex arise out of a combinatoric play upon the simpler. The larger and richer the collection of building blocks that is available for 1



Defined as occurring when there are innovations in the way ‘… the components of a product are linked together, while leaving the core design concepts untouched’ (Henderson and Clark, 1990, p. 10).
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construction, the more elaborate are the structures that can be generated.’ (Simon, 1996, p. 165) In designing a product to achieve a pre-specified functionality, both the physical components and their connection architecture are selected, either explicitly or implicitly, by a designer from a set of possibilities. Hence, product design can be considered to consist of a search process (Winter, 1984; Balakrishnan and Jacob, 1996; Fleming and Sorenson, 2001) which commences with the selection of a set of physical elements and possible architectures, which determine the problem ‘representation’ adopted by the designer (Simon, 1996; Gavetti and Levinthal, 2000). This defines a ‘search space’ within which designers focus their efforts. Common procedures for optimising or satisificing in search problems include mathematical optimisation methods and heuristic algorithms. It is argued that given the bounded rationality (Simon, 1955) of designers, practical product design is likely to employ heuristic algorithms which may include reuse of existing components, directed imitation and trial and error. The observed utilisation of modular components in product design is consistent with this perspective, as is the long-standing view that product innovation primarily consists of a process of recombination of pre-existing components (Schumpeter, 1934).



1.2 Modularity Modular technologies have been defined as: ‘those consisting of a number of components, together with a set of interfaces which specify how the components interact’ (Birchenhall, 1995, p. 234)2 This definition whilst implicitly recognising the importance of component architecture is imprecise regarding the nature of the connection structure between components. Additionally, the definition is capable of interpretation at varying levels of granularity. In the limit, a module could consist of a single physical component3. Product designers may adopt a modular architecture when designing complex products in an effort to simplify their design task. Cooper (2000) suggests that ‘…all design problems are prima facie ill-structured and only become wellstructured by construction. Faced with an ill-structured problem, where the criterion for testing solutions may not be obvious and where the design space is poorly defined, a firm will attempt to break up the problem into well-defined sub-problems as much as possible.’ (p. 397) Implicit in this reasoning is the idea that modularity ‘improves’ the design process. Unfortunately, modularity generates its own problem, that of coherent connectivity, 2



Other definitions of modularity exist. Frenken (2001) defines modularity in terms of user functions. Whilst this is reasonable if one assumes that each module of a product’s design is responsible for a single user function, there is no compelling reason to suppose that this is a general case. In this working paper, the focus of attention is on the assembly of physical components into products and hence modularity is defined in terms of systems of physical components. 3 As discussed in the final section of this working paper, practical design of complex assembled products is unlikely to utilise such a ‘unitary’ modular structure.
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and the appropriate definition of mediating standards between modules. It is not readily apparent what level of modularity produces a good trade-off between ‘ease of design’ and ‘connectivity constraints’. Modular approaches to design can also impact on the evolutionary trajectory of a product’s design. For example, modularity could enhance the speed with which a product can be altered to adapt to changing customer requirements, as local adaptation within individual modules is facilitated (Levinthal and Siggelkow, 2000). Modular design permits a designer to explore a range of novel design possibilities within individual modules whilst continuing to exploit prior knowledge as embedded in the design of the other modules making up the product. Hence use of modular architectures can be recast as a means of controlling the balance of exploration and exploitation within the product design process (March, 1991). At the same time, modular architecture may limit the range of innovations considered by designers, biasing search towards incremental improvements within individual modules. Exploration of the impact of modular architectures on product design and evolution requires a framework which can incorporate varying degrees of modularity and a variety of search heuristics. The combination of the NK model and the genetic algorithm developed in this paper represent an initial attempt to develop this framework. 1.3 Structure of paper The remainder of this working paper is organised as follows. To clarify the idea of modularity, Simon’s concept of decomposable systems is discussed and a distinction between fully decomposable systems and the broader idea of modular architectures is drawn. In section three, the NK model is employed to examine the impact of interconnection density and structure on the topology of the design landscape. The key implication is that the choice of architecture by the product designer, constrains the design space which is then subject to a search process. Not all spaces offer equal opportunity nor are all spaces equally difficult to search. Conceptualising design as high-dimensional search intuitively suggests that designers utilise heuristics to guide their design efforts. It is posited that these heuristics can be considered as a process of distributed, social learning (Birchenhall, 1995), wherein, designers may directly imitate existing ideas, alter existing ideas incrementally or engage in trial and error learning. These forms of learning (search) can be modelled using a suitably defined evolutionary algorithm, such as the Genetic Algorithm which is introduced in section four. In section five, a number of conclusions are drawn.



2.0 DECOMPOSABLE SYSTEMS Simon (1996, p. 198) defines a fully decomposable system as one where: ♦ The short-run behavior of each component subsystem is approximately independent of the short-run behavior of the other components ♦ In the long run the behavior of any one of the subsystems depends in only an aggregate way on the behavior of the other subsystems A fully decomposable system can be split into subsystems such that interdependencies exist between elements within the same subsystem but no interdependencies exist
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between individual elements in differing subsystems. Thus, [full] decomposability implies that individual elements in different sub-systems are effectively insulated from each other, and that in the short-run, entire modules are independent of each other. In less extreme cases, a system may be nearly decomposable if the interactions between sub-systems are weak but not negligible (Simon, 1996). The idea that systems are organised in a decomposed manner is recurrent in organisational science (Nelson and Winter, 1982; Porter, 1996; Kaplan and Cooper, 1998). In designing a product the degree of sub-system decomposability can be varied. Four key components in complex systems (which may be decomposable) are distinguished by Simon (1996): ♦ ♦ ♦ ♦



Goals Outer environment Inner environment Interface between inner and outer environment



In the case of product design these can be recast as follows. The physical product represents an artifact, or interface ‘between an “inner” environment, the substance and organization of the artifact itself, and an “outer” environment, the surroundings in which it operates.’ (p. 6) Simon builds on these basic definitions to argue that complex systems often take a hierarchical form, whereby the system is composed ‘…of interrelated subsystems, each of the latter being in turn hierarchic in structure until we reach some lowest level of elementary subsystem.’ (p. 184) and claims that hierarchal designs in which each sub-system operates nearly independently of the detailed processes going on within other subsystems, are likely to predominate as they offer the greatest potential for rapid evolution. Intuitively, decomposable designs permit innovation within individual subsystems without requiring complete system redesign. Decomposable design may also serve to reduce the number of alternatives designers need to consider. For example, assume a product is comprised of 10 components, each of which has two versions. If the product’s design is not decomposable, exhaustive search of all design possibilities would entail 210 (2048) trials. If the product is designed as two fully decomposed subsystems, each consisting of 5 components, the maximum number of trials required to exhaust this alternative design space is 25 + 25 (128). The idea that decomposable systems offer design advantages has received attention in biology. Glassman (1973) introduced the concept of ‘loose coupling’ whereby a: ‘prominent general feature of living systems is their relative independence of momentary environmental change.’ (p. 84). and suggests that loose coupling of (sub) systems, measured by the importance of the shared variables (interconnections) between the systems, can contribute to stability of overall system behaviour either by insulating sub-systems from each other, or from
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the environment. For example, the capacity of a warm-blooded animal to control its internal temperature provides it with a measure of insulation from the temperature of the environment. While it is plausible to posit that decomposable designs offer easier evolutionary trajectories, it is not necessarily true that these trajectories are ‘better’ than those resulting from designs with lower decomposability. Imposing an architecture on a design limits the range of design solutions available. For example, given a specific level of decomposition within a design, there is no a priori reason to suppose that the global optimum design will be accessible from within that decomposition structure..



2.1 Decomposability vs Modularity There is a subtle distinction between decomposable and modular systems. Fully decomposable systems are a subset of the broader class of systems with a modular architecture (they correspond to a modular system with no interactions between the modules). A modular system (one with distinct sub-assemblies) may embed complex interactions within and/or between individual modules. Product designers choose the form of design architecture they wish to work with. They may choose to implement a fully decomposable architecture or instead adopt a modular architecture with a more sophisticated connection structure between sub-systems. In the latter case, suitable standards have to be defined to allow coherent communication between the various modules. The choice of architecture, combined with a choice of physical components, defines a design space. This definition will have implications not just for the ease of initial design, and its future development potential, but also for outsourcing possibilities. For example, the high degree of modularity and agreed interconnection standards in PCs, permits organisations such as Dell to outsource virtually all subassembly manufacturing. The key distinction between the concepts of decomposability and modularity lies in the complexity and strength of the inter-module linkages. Kauffman’s NK model, discussed in Section three, provides a formal model which can be used to explore the implications of various linkage architectures. The section does not attempt to exhaustively explore all the considerations in applying the NK model to product design. Rather emphasis is placed on the connection structure implicit in the basic NK model and the implications of this for product design. A discussion is also provided as to how the NK model can be extended to incorporate modular architectures.



3.0 NK MODEL The origins of the NK model lie in studies of adaptive evolution (Kauffman and Levin, 1987; Kauffman 1993) but application of the model has expanded greatly beyond this domain to include technological change (Kauffman, Lobo and Macready, 1998), organisation design (Levinthal, 1997; Rivkin, 2000) and product innovation (Frenken, 2001). The NK model attempts to describe general properties of systems of interconnected components. In its basic form, the model describes a system of N components each of which can assume a number of states or ‘alleles’. In the case of product design, if the
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number of versions (states) for each component is denoted by Sn, the related Ndimensional product design space consists of N



∏S



n



n=1



discrete design possibilities. As N increases linearly, the number of design possibilities increases exponentially. The product design problem can be represented as a combinatorial problem in that the designer is searching for the best, or at least a satisfactory, combination of components in order to attain the required design objectives. The complexity of this task is impacted both by the size of N and the degree of interconnectedness of the individual components4. The NK model considers the behavior of systems which consist of N components, each of which in turn are interconnected to K other of the N components (K< N). The value, functionality or fitness of the described system (or product) depends both on the state (version) of each individual component, and the states of the components to which they are connected. To provide intuition this point in a product design setting, the utility of a fast microprocessor in a PC depends not just on its own capabilities, but also on the speed of the disk drive and RAM of the computer. The value of K can be varied from 0 to N-1. In the latter case, the contribution or value (C) of each individual component i to overall fitness depends not only on its state, si but rather Ci = Ci (si:: si1,si2, …, sik). By altering the value of K, variants on the basic the NK model can be used to simulate systems with any required architecture between individual components.



3.1 Numerical example of basic NK model For illustrative purposes, a numerical example demonstrating the basic NK model (Kauffman, 1993), is now provided. Assume each component is represented by a binary variable (0,1). Thus possible configurations of the system when N=3 include 0 0 0, 1 0 1 and 1 0 0. In total, eight such configurations (23) exist. The calculation of the utility / fitness value for each configuration depends on the value of K, which is assumed to be a constant value for all the components. If K = 0 each component of the binary string contributes independently to the overall fitness of the binary string. Kauffman (1993) models the fitness contribution of each of the individual components by drawing a random number from the uniform distribution (0,1). The overall fitness of the string is calculated as the average of the fitness values of each of the individual components. Therefore, if the individual fitness values are f1,f2, and f3, the overall fitness of the string is given by: N



∑ fi i =1



F



=



N
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In real-world design problems the value of N is not known a-priori. However, this working paper concentrates on the issue of component connectedness, represented by the K factor in the NK model, and assumes a given value for N.



7



In the case where N=3, the configuration possibilities can be represented as the coordinates of a cube. In higher dimensions, a hyper-cube is described. Figure 1 provides an example of a fitness landscape5 where N=3 and K=0. 010 (0.37)



String 000 001 010 011 100 101 110 111



f1 .4 .4 .4 .4 .9 .9 .9 .9



f2 .7 .7 .6 .6 .7 .7 .6 .6



f2 .1 .3 .1 .3 .1 .3 .1 .3



F .40 .47 .37 .43 .57 .63 .53 .60



000 (0.40) 011 (0.43) 001 (0.47)



110 (0.53) 100 (0.57) 111 (0.60) 101 (0.63)



Figure 1: N=3; K=0



When K=0 and the contribution of each individual component is independent, the fitness values change smoothly between adjacent vertices as only one of the three terms contributing to overall fitness changes. When K>0, the fitness contribution of individual components becomes linked to the states of other components. For example if K=2, the fitness assigned to an individual component depends not just on its own value but also on the state of the other two components. In product design, N could represent a vector of physical components that designers can include/exclude. The affect of altering (including) one of these depends on the state (value) of other related parameters. Therefore, the fitness value of (say) a 0 in the first bit depends on whether it is followed by 00, 01, 10 or 11. In Kauffman’s model, the fitness values of 000, 001, 010 and 011 are assigned by randomly drawing from the U(0,1) distribution. The implicit assumption is that the epistatic relationship between the components is unknown and is modelled as draws of a random number. Figure 2 provides an example of a fitness landscape where N=3 and K=2. 010 (0.43)



String 000 001 010 011 100 101 110 111



f1 .3 .5 .2 .8 .9 .5 .3 .7



f2 .6 .3 .7 .6 .6 .3 .1 .9



f2 .8 .5 .4 .9 .1 .7 .3 .2



F .57 .46 .43 .77 .53 .50 .23 .60



000 (0.57) 011 (0.77) 001 (0.46)



110 (0.23) 100 (0.53) 111 (0.60) 101 (0.50)



Figure 2: N=3; K=2
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A landscape can be constructed by plotting each system configuration and its associated value or ‘fitness’. Thus (roughly speaking) a landscape can be defined as f: X → ℜ, where f is a fitness function, defined for all x∈X, of a configuration set X and ℜ is the set of real numbers (Brabazon and Matthews, 2002).
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3.2 Insights of NK model A key insight which emerges from the model, is that as K increases, the described landscape becomes less smooth, more rugged, and local search becomes less effective. K therefore represents a ‘tuning’ parameter (Weinberger, 1991) and by varying the value of this parameter, a wide variety of landscape topologies can be described. Intuitively, the more rugged a fitness landscape, the greater the number of local optima (or ‘peaks’) that exist. In Figure 1 where K=0, it can be seen that under a hill-climbing search strategy (assuming a simple search strategy where designers alter one component at a time and accept any change which improves the fitness of their design), there is a single optimum peak which is accessible from any starting point of the design process. The basis of attraction of this peak is the entire configuration space. In Figure 2 where K=2, there are two peaks, each with their own basin of attraction, a local peak at 000 and the global peak at 111. When K>0, search (design) becomes increasingly ‘path dependent’. Intuitively, as K increases, a web of conflicting design constraints emerges. In attempting to enhance the performance of one component of the system, unforeseen negative consequences arise elsewhere which serve to reduce the fitness of the overall design. In the limiting case where K=N-1, the fitness contribution of any of the N parts depends both on its state and the simultaneous states of all the other parts. As K increases to N-1, the number of local optima on the fitness landscape increases to O(2N / N) (Kauffman and Levin, 1987) and the average walk to the nearest local optimum (defined using a one-bit neighbourhood) is O(ln N) steps (Kauffman and Levin, 1987). These properties imply that as K increases6, the total number of local optima increase to a large number and the landscape becomes increasingly ‘rugged’ (Macken and Perelson, 1989). By comparison, the number of steps (design iterations) taken to reach a local optimum increases relatively slowly. Due to the increase in the number of local optima, only a small portion of them are accessible from any given starting design resulting in path dependence (Weinberger, 1991). Increasing the value of K also reduces the mean fitness of local optima and they fall closer to the mean fitness of the entire space (Kauffman, 1993). Therefore, increasing K makes it harder to find a globally optimum design in a design space, and also increases the penalty suffered if design gets ‘stuck’ on a local optimum. In the context of product design, the key contribution of the NK model is to point out that as K increases relative to N, the ruggedness, and therefore the ‘hardness’, of the design landscape to be searched by the product designer increases. This raises the possibility that the primary function of modularity is to smooth the design landscape. Intuitively, if modular design lowers the value of K relative to N in both individual modules and between the modules making up a product, both current and future incremental design efforts would be facilitated7. However, as will be discussed in 6



This effectively implies that the system is not simply a set of discrete components, rather it is a set of co-adapted, mutually compatible groups of components. In biological terms, ‘selection favours those genes which succeed in the presence of other genes, which in turn succeed in the presence of them’ (Dawkins, 1982, p.117). 7 Kauffman and Macready (1995) point out in their analysis of ‘patches’ (or modules) that selfish optimisation of individual components of a system may help the system to avoid getting trapped on a local peak. If the system is broken up into decomposed subassemblies, each of which is optimised independently, a system can get stuck on a local peak, only when it represents a local peak for all modules at the same time. Hence, decomposability allows a form of ‘simulated annealing’.
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Section 3.3, the complexity of a design landscape, while impacted upon by K, is not solely determined by it.



3.3 Incorporating more complex architectures into the NK model A simplification of the basic NK model is that it restricts attention to systems with a specific type of architecture. Generally the value of K and the nature of the connection structure for each component is held constant. Whilst this may be a reasonable approximation of reality in some biological systems, it represents an oversimplification in the context of product design. Typically, some components in a design will be more critical than others and therefore the value of K is likely to vary by component. Core components or components which represent technical standards governing the interaction of individual components, may have (relative to N) high values of K. The general NK model can be readily extended to explicitly incorporate ‘standards’ for interfaces between modules. In Figure 3, X represents a dependency between individual components / modules (Ni). Here, N1 and N3 represent modules and N2 represents a standard which defines the nature of the interface between the two modules. The standard does not directly create product functionality, but facilitates the coherent linkage of modules and closes off regions of design space (Metcalfe and Miles, 1994). This interface may take on different states corresponding to different definitions of the standards. In turn the value (or worth) of a module will vary depending on the definition adopted. In an extreme case the value of a module may be zero, where the output of the module is incompatible with the standard. It is also the case that the creation of a new definition for a standard could potentially enhance the value of existing modules.



F1 F2



N=1



2



3



 x − 



x x



−  x



Figure 3: Two modules and a ‘standard’ If the connection architecture has been designed to be weakly decomposable, the product will consist of several relatively independent subsystems. This structure implies that there will be a low K value (zero in the case of fully decomposed systems) for connections between individual components in different subsystems but possibly a high K value for connections within a sub-system. Employing a more sophisticated (non fully decomposable) connection structure between sub-systems reveals that no strong conclusion regarding the degree of architectural complexity of a system can be obtained from a casual observation of the value of K, even if K has a constant value. It will depend on the precise nature of the system architecture. Two examples are provided to demonstrate this. In Figure 4, a non-decomposable system where N=6 and K=1 is outlined. An ‘X’ represents a dependency between an individual component (Ni) and a component (Fi) of the overall product fitness value. The system (product) cannot be decomposed into smaller independent sub-systems because of its architecture of component interdependencies. Thus, low K systems may not be even weakly decomposable if the span of influence of the Ks overlap.
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N=1



2



3



4



F1 X F2 X X F3 X X F4 X X F5 X F6 Figure 4: A non-decomposable system where N=6, K=1



5



6 X



X X



X



In Figure 5, an example of a system where N=6 and K=3 is provided, where the system has a different architecture. In this case, the system may be decomposed into two sub-systems of three components, each of which is completely independent. In this case, design is relatively straightforward as each sub-system can be optimised independently. In the previous example, although K=1, a change in a single component impacted in a cascade manner on all other components. N=1



2



3



4



F1 X X X F2 X X X F3 X X X F4 X F5 X F6 X Figure 5: A decomposable system where N=6, K=3



5



6



X X X



X X X



These simple examples demonstrate that K, even if constant, is not a satisfactory measure of a system’s complexity. Rather the complexity of the landscape will be a function of the ♦ Number of components ♦ K value for each component ♦ Nature of the interconnection structure where, the system architecture consists of the latter two items. Restricting system architecture to a that of a [full or weakly] decomposable system imposes constraints on the design process. For a given decomposable architecture and set of physical components, only a limited number (perhaps zero) viable designs may exist which can provide the desired product functionality. A modular sub-system architecture is less restrictive, as it permits flexibility in the interconnection of individual modules via standards.
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Appropriate application of the NK model to product design requires that it be generalised to encompass systems of components where the value of K and the nature of the connection architecture (which components are linked) can vary for each component. The NK model also requires adaptation to incorporate modular architectures to implement a connection structure between modules. One avenue for achieving this is to incorporate a hierarchical structure into the basic NK model. This would permit the drawing of a clear distinction between the inner and outer dynamics (Simon, 1996) of modules within the overall product design. Within an individual module, the physical components will interact, possibly extensively, hence there will be an internal K factor and internal N (number of components) for each module. In turn, the module will have an external K* factor, governed by the nature of its interactions with other modules and there will be N* modules. The hierarchical structure could consist of multiple levels, with major modular components incorporating smaller modules. At present, we do not have analytical results describing the behaviour of such complex interconnected systems, nor does it seem likely that general results covering the entire spectrum of modular architectures will be easily forthcoming. This implies that qualitative understanding of these systems is more likely to arise from simulation methodologies than from analytical solution. The genetic algorithm, described in Section 4, provides a potential avenue for this. The decisions of the product designer regarding component selection and product architecture defines (constrains) the design space to be searched during product development. The ease with which this space can be searched depends on the search heuristics adopted by the product designer. Typically product design and development is a team activity, hence the search (learning) process is social rather than individual. The next section introduces and discusses a model of social learning, the genetic algorithm (GA). Efficient learning using this algorithm is dependent on the uncovering of useful ‘building blocks’8, fragments (or modules) of ideas or components, which in turn are linked together to form systems of increasing complexity. Prima facie, the algorithm has potential for modelling the heuristic process of product design. 4.0 SEARCHING DESIGN SPACE: THE GENETIC ALGORITHM This section of the paper introduces the genetic algorithm (GA) which can be utilised to gain insight into adaptation of complex systems. The process of design of complex products can be considered adaptative, as the design process will be dynamic over time in response to feedback on the success (or otherwise) of earlier design efforts. Although the development of the GA dates from the 1960s, they were first brought to the attention of a large audience by Holland (1992). The GA has been widely applied in two primary areas of research, combinatorial optimisation in which GAs represent a population-based search model with global optimisation properties, and the study of adaptation in complex systems (Mitchell, 1996). In this latter case, the GA is motivated by search efficiency: ‘ … complexity makes discovery of the optimum a long, perhaps never-to-be completed task, so the best among tested options must be exploited at every 8



Debate is still open on the precise mathematical underpinnings of the GA (Fogel, 2000).The current most-widely accepted view is that the algorithm performs best when the solution is decomposable into high-quality ‘building blocks’ (the building block hypothesis) (Holland, 1992; Goldberg, 1989; Mitchell, 1996).
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step [of the algorithm]. At the same time, the uncertainties must be reduced rapidly, so that knowledge of available options increases rapidly.’ (Holland, 1992, p. 1) In a similar fashion, product design represents an attempt to design a ‘good’ structure, given existing components and the knowledge of the designer. Following Schumpeter (1934 and 1943), that technological innovation is a re-combination of existing ideas/components, product design can be cast, as a combinatorial optimisation problem. Recent applications of the GA in organisation science and related fields include organisational learning (Bruderer and Singh, 1996); brand management (Midgley, Marks and Cooper, 1997; Klemz, 1999); product design (Balakrishnan and Jacob, 1996; Cooper, 2000) and technical change (Birchenhall, 1995). At the heart of the GA lies the idea of neo-Darwinian evolution. Evolution of a population of entities is simulated across multiple generations by means of a pseudonatural selection process using differential-fitness selection and pseudo-genetic operators to induce variation in the population. The entities which make up the population may consist of vectors representing potential solutions to the problem under examination. Most frequently in applications of the GA model, the potential solutions are encoded as a binary string and the quality of each proposed solution, is determined by reference to a problem-specific fitness function which maps the binary string to a real number representing the quality or fitness of that solution. In the case of a product design, the binary string could represent a design specification, which comprises of a series of components. The binary string can incorporate any required number of components and versions of each component. A flowchart outlining the operation of a basic GA model is provided in Figure 6. The algorithm may also be described as a Markov process (see Section 4.1 below).
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Generate Initial Population (N Members)



Assess Fitness of Each Population Member



Has Desired Level of Fitness Been Attained Or the Maximum Number of Generations Expired ?



Yes No



Select Two Members of Population (Parents) For Pseudo-Reproduction



Repeat N times to create new 'generation'



Apply Crossover & Mutation Operators



Stop



Figure 6: Flowchart of basic Genetic Algorithm



In keeping with the biological roots of the GA, the binary string can be considered to correspond to the genotype (or physical components of a design). The phenotype is the physical manifestation of the genotype (for example the final product) and has an associated fitness value. The mapping between the genotype and phenotype corresponds to the system architecture and can embed any required modularity or connectedness between the components represented on the genotype. The population of entities could correspond either to a population of designers or to a population of ideas being considered by a single designer. Although an analogy can be drawn between the process of the GA and the process of product design, it is recognised that the basic algorithm as listed above is not a complete representation of the process. Four obvious distinctions can be drawn between neo-Darwinian evolution and the process of product design 1. Product designers guide their search to areas of greatest promise. To the extent that these attempts at ‘direction’ are generally successful, designers do not engage in blind search 2. Assessment of the value / fitness of a potential design is problematic. The potential of varying product designs is imperfectly known in advance of the
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development of the design or even when fully developed, the commercialisation of the design.9 3. Product designers do not discard existing designs until a better design is found. Hence the automatic replacement of parent solutions by child solutions is inappropriate in modelling product design. 4. Product designs can represent the amalgamation of more than two earlier designs This working paper does not attempt a full discussion of these issues. It is sufficient to note that no claim is made that the basic GA is an adequate representation of the product development process. However, a large literature exists regarding GAs and the basic model is capable of substantial modification in order to tailor it to specific settings. For example, the basic algorithm can be extended to include a partial imitation operator, whereby designers can examine (multiple) designs of other firms and if they wish, incorporate features of these designs into their own products. Birchenhall, Kastrinos and Metcalfe (1997) provides an example of how a GA could be modified to model learning by imitation in a population working with modular technologies10. Birchenhall (1995) demonstrates how the problem of automatic replacement of parents can be overcome. The key argument in this section is that the GA can incorporate learning mechanisms that bear close parallel with the heuristics adopted by product designers. Due to bounded rationality (Simon, 1955) on the part of product designers regarding the potential payoffs from product R&D, designers tend to employ search heuristics such as problem decomposition (Cooper, 2000), local search (incremental trial and error) (Helfat, 1994) and reuse of proven components (imitation of prior innovations) (Birchenhall, Kastrinos and Metcalfe, 1997). These heuristics represent beliefs about what is ‘feasible or at least worth attempting’ (Nelson and Winter, 1977, p. 57) and are embedded in a technological paradigm. It is further argued that the recombination operator links well with a long-standing view of innovation as recombination (Schumpeter, 1934 ) and that the population-based nature of the algorithm bears parallel with the competitive, market-driven, nature of product design.



4.1 GAs as a Markov Chain The GA can be formulated as a finite-dimension11 Markov chain, wherein each state corresponds to a possible state of the underlying population of bit-strings. This short technical sub-section is included in order to demonstrates this formulation and to provide additional intuition regarding the workings of the GA.



9



As an example, Arthur’s (1989) work on ‘lock-in’ points out that the ‘best’ technology may not win due to network effects. 10 Directed search implies that selection criteria and variety generating criteria are linked. In neoDarwinian selection this is not the case. Biological organisms cannot be optimised in a bottom-up fashion, as only the entire phenotype is evaluated. There are no viable credit assignment algorithms for isolated genetic structures or behavioral traits (Fogel, 2000). 11 The number of states is usually large O(2N * population size) but the chain is of finite dimension.
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Depending on the form of genetic operators implemented in the algorithm, the transition probabilities between states will vary. As usual, the probability of being in any state after n transitions is given by π Pn , where π is the initial state vector and Pn is the transition matrix raised to the power of n. If only a crossover operator is implemented (no mutation), states with uniform bit string populations will be absorbing. For example, in a case where there is single–point crossover, roulette wheel selection and no mutation, the state transition matrix has the form (Fogel, 2000):  Ia 0  P=  R Q Where Ia is an identity matrix (a * a) describing the absorbing states, R is a t * a transition submatrix describing transitions to an absorbing state, Q is a t * t transition submatrix describing transitions to transient states (non-absorbing), and a and t are positive integers. The behaviour of this chain satisfies 0   Ia Pn =  n  NnR Q  where Pn is the n-step transition matrix, Nn = It + Q +Q2 + …+ Qn-1, and It is the t * t identity matrix. As n goes to infinity: Ia 0  lim P n =   − 1 n →∞  ( It − Q ) R 0  The matrix (It-Q)-1 is guaranteed to exist (Fogel, 2000), therefore given infinite time, the chain will transition with probability one, to an absorbing state (this need not be the ‘global’ best state). There are 2k absorbing states, out of a possible 2km. If mutation is allowed, then the absorbing states will become transient but depending on the mutation rate may become meta-stable12. In such cases, the population will remain in a narrow band of states before transitioning to another meta-stable state. Ideally, if the object is to attempt global optimisation, the Markov chain should be irreducible, in that each state can communicate with every other state (i.e. there is a positive probability that statei could transition to statej for all i,j. One way of ensuring this is to adopt elitist selection whereby the best-to-date solution is always maintained in the population between generations. In this case, the search can be made to globally converge and the Markov chain may be represented as 1 0 P =   R Q



12



The GA literature refers to the transitioning to these meta-stable states as ‘premature convergence’. In these states, the search process can become stagnant for long periods.
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where P is the transition matrix. The global solution is denoted as state 1 (if several equal, global solutions exist, they can be amalgamated into a single equivalence class). 1 is a 1*1 identity matrix describing the absorbing state, R is a strictly positive t * 1 transition submatrix, Q is a t * t transition submatrix, and t is a positive integer. Therefore the state containing the global optima is the only absorbing state, all the other states are transient. Therefore, the chain will converge asymptotically to the global optima once elitist selection and variation operators which allow every state to communicate with every other state.



5.0 CONCLUSIONS The objective of this working paper is to propose and develop a conceptual framework which can be used to provide insight into the impact of product architecture on the process of product design of assembled products and the evolution of these designs over time. Product architectures encompass a wide spectrum of alternative component interconnection structures, and associated connectivity standards between components. The choice of architecture constrains both current design possibilities and the future evolutionary design paths. The determination of a suitable architecture which balances ease of current product development with future evolutionary potential is a non-trivial design task. Section two of this paper contrasts Simon’s concept of decomposable systems with that of modularity and it was demonstrated that fully decomposable systems represent an extreme form of modularity. Section three introduced the NK model in order to focus attention on the importance of the nature of interconnectedness between system components. It was demonstrated that the degree and form of interconnectedness is a key factor in explaining the ease or difficulty that is faced in attempting to improve the quality of a product design. As the value of K increases in a product system the related landscape becomes more difficult to search. Selecting a particular modular architecture explicitly guides the value of K, the nature of the connections between components in modules and the nature of connections between modules. This may serve to reduce the dimensionality of the design space faced by the designer, but may also preclude the attainment of a global maximum design. The NK model points out that any definition of modularity needs to embed a complete definition of the connection structure within and between modules. The practical adoption of modular architectures in product design can be anticipated from a complexity perspective as design of complex assembled products from individual components in a non-modular fashion is unlikely to prove successful. Attempts to design a large system (complex product) in a bottom-up fashion using granular components is likely to result in unpredictable emergent properties at product level, as the interactions between components become increasingly difficult to anticipate. Successful design and control of systems with unpredictable emergent properties is highly problematic. Hence, modular architectures represent an attempt by designers to overcome the inherent design problems posed by complex systems. Consideration of what system architectures, provide best opportunities for designers can only be fully addressed once the search heuristics employed by designers are understood. Substantial literature on organisational learning and specifically learning in R&D departments, has provided insight on this issue. It is posited that these
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heuristics can be incorporated in a suitably modified version of the genetic algorithm. The combination of a landscape generator (adapted NK model) and a search model (adapted GA) provides a framework which can be applied, using a simulation methodology, to assess the implications of differing forms of modular architecture for ease of product design and the evolution of these designs over time.
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