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UNIT I : INTRODUCTION



1.1 Design Flow The traditional static CMOS standard cell based design methodology is aimed at minimizing the overall gate area and delay. The design process was usually carried out in a top-down fashion with several distinct, relatively decoupled phases like high level synthesis, logic synthesis and physical design (See Fig.1.1). During high level synthesis, a Register Transfer Level (RTL) structure was generated which realized the given behavioral description. Temporal scheduling, and allocation and binding of hardware were the issues considered at this stage. The input to the logic synthesis phase was the RTL description of the circuit, and a cell library. The circuit was typically represented as a multi- level logic network, that was then optimized for various design objectives like area and delay for generating a gate level netlist implemented with the elements from the given cell library. The optimization phase itself consisted of two sub-phases: 1) Technology- independent optimization. 2)Technology-dependent optimization. The objective of the technology independent phase was to simplify the logic level netlist without making any assumptions about the underlying technology to be used for the actual implementation of the circuit. Each node in the multi- level logic network at this stage represented an arbitrarily complex function. The network was then optimized using Boolean and algebraic operations on nodes like node factoring, substitution, elimination, node simplification using don’t cares, etc. The technology-dependent phase took this netlist as input and transformed it for implementing and optimizing in a particular technology. The mapped netlist was then input to the physical design tools which placed and routed the netlist thereby realizing the physical layout of the circuit which had been optimized for area and delay. This flow was the de-facto standard until the mid-90s when most of the delay was in the gates. It made sense to de-couple logic synthesis from physical design and to focus more on area and delay minimization of gates during the logic synthesis phase. As process geometries scale down, interconnect becomes an important factor in determining the delay. This is mainly due to the following two reasons. First, the gate delay depends mostly on the output capacitance it drives, of which the net capacitance becomes the largest contributor. Second, the delay of the long nets, which depends on their capacitance, becomes large r than gate delays. This trend has resulted in a revision of the standard design flow. It has necessitated a much closer integration between logic synthesis and physical design so that more accurate estimation of the optimization parameters can be obtained. Another consequence of this trend has been a modification of the focus of traditional logic synthesis transformations to include 5



more interconnect specific optimizations. Some recent work has already started in this area, for instance wire-planning for logic decomposition .



At the heart of any logic synthesis transformation is the flexibility of changing the given network into a different network for improving some criteria, while still maintaining required input-output functionality. The input-output functionality specifies what the output(s) of the network should be for each input pattern. Depending of the transformation, this flexibility can be modeled and used in different ways.



1.2 Flexibility in Logic Synthesis Logic Synthesis is the process of transforming a set of Boolean functions, obtained from the RTL structure, into a network of gates in a particular technology. The
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task of logic synthesis is to transform one representation of a network into another , which is more desirable from the point of view of area, delay, power, testability, wireability and/or other criteria. Some common transformations include changes in the local functionality of a group of nodes (don’t care optimization), logic restructuring during timing optimization, gate resizing for meeting the area-delay constraints, modifying the wiring pattern between the nodes in the network, etc. Each of these transformations exploit the inherent flexibility of the network. Depending on the transformation at hand, this flexibility can be modeled in a particular fashion, thereby making it more suitable for manipulation by the synthesis algorithms. In the following two sections, the manner in which the inherent flexibility in a Boolean network is modeled in two important transformations in logic synthesis is presented.



1.2.1 Flexibility in Logic The transformations that exploit implementation flexibility of a node in a multilevel network are described here. This transformation is possible due to the fact that while it is absolutely necessary to maintain certain required input-output functionality of the network, it not always necessary to maintain the identical local functionality at every node in the network. This relaxation of criteria provides the flexibility to transform some nodes in the network and the environment of the node provides the information needed for exploiting this additional flexibility. The basic task for the logic synthesis transformation is to look at a node in a network and try to find different functions, that are more desirable from the point of view of the optimization criteria and can be used instead of the current one. A naive approach would try to replace the original function with all possible functions and see which one gives the best solution, while still satisfying the input-output functionality. However, this is computationally too extensive as the number of possible Boolean functions is very large. Furthermore, some Boolean functions cannot be used as the functionality of the network can change if these functions are used at the node. Over the past decade, a lot of research has focused on trying to mathematically characterize the flexibility at a node in order to eliminate the ad hoc nature of the search process. Incompletely Specified Functions (ISFs) and Boolean Relations are the most common formalisms used for representing the flexibility of a single-output node and a multiple-output node, respectively. An ISF consists of : a)The onset, b)The offset and c)The don’t care set. The minterms in the onset and offset have to produce 1 and 0, respectively. On the other hand, minterms in the don’t care set can produce either a 0 or a 1. For each assignment of a minterm in the don’t care set, a new function is obtained. This choice can be exercised to obtain several different functions at the node. A Boolean relation specifies several output values for each input minterm. For each input minterm, any output in the
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specified set can be chosen. As in the case of ISFs, depending on the choice of the output value for each input minterm, several functions can be derived. The best function in both cases is chosen depending on the optimization criteria. The most common criteria used is the minimization of area, typically modeled as the number of the literals in the factored form of the function at the node. These transformations are present to different extents in all commercial logic synthesis tools. It is necessary to realize that optimization is often limited by the expressive power of the formalisms chosen to represent the flexibility. This has resulted in the sustained effort for improving the power of the formalism used for representing the implementation flexibility of a node in a network. For instance, Boolean relations were introduced to represent the implementation flexibility of a multi-output node since ISFs (which were used to represent the flexibility of a single-output node) were shown to be inadequate.



1.2.2 Flexibility in Wiring Just as the functionality of some nodes in the network can be changed while keeping the overall network functionality unchanged, the wires between the nodes can also be changed without altering input-output behavior of the circuit. The basic task of this synthesis transformation is to replace one wire with another, in order to optimize the circuit for certain criteria. The typical criterion used in the past to select such a change was routability (i.e. whether the new wire is predicted to be easier to implement in the final layout than the one it is replacing). A lot of work has been done in the past decade for characterizing the set of wires that can replace a given wire in the network, without affecting its functionality. Most of the previous work in this area involved adding redundant wires and thereby rendering some of the original wires in the network redundant and hence candidates for removal. This approach is commonly called Redundancy Addition and Removal. More on this topic is covered in subsequent chapters. Another set of techniques performed rewiring by modeling the problem of wire reconnections by a flow graph and then solving the problem using maxflow- mincut algorithm on the flow graph. These techniques do not affect the functionality of the nodes in the network and are suitable for use during the later stages of the design flow when it may be undesirable to perturb the network substantially.



1.3 Focus of this Work In this report, a new formalism, Sets of Pairs of Functions to be Distinguished (SPFDs), for expressing flexibility during some logic synthesis transformations is presented. 1.3.1 Report Outline Chapter 2 contains all preliminaries, including the definitions and terminology that will be used in the rest of this report. As mentioned before, flexibility in logic is a wellresearched problem. In Chapter 3, the SPFD scheme is presented in detail. How an SPFD attached to a node/wire can be used to represent its information content is also described. This provides an intuitive explanation of what a node contributes to its surrounding network.
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UNIT II : PRELIMINARIES In this chapter, some basic definitions and concepts that are essential for describing the work presented in this report are presented. 2.1 Boolean Functions and Relations
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2.4 Binary Decision Diagrams Binary Decision Diagrams (BDDs) are compact representations of recursive Shannon decompositions. The decomposition is done with the same order along every path from the root to the leaves. BDDs are unique for a given variable ordering and hence are canonical forms for representing Boolean functions. They can be constructed from the Shannon’s expansion of a Boolean function by : 1) deleting a node whose two child edges point to the same node 2) sharing isomorphic subgraphs. Technically the result is a Reduced Ordered BDD (ROBDD), which shall henceforth be referred to as a BDD. BDDs can be used for representing and efficiently
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manipulating sets. The Shannon decomposition and the BDD of a simple function is shown in Figure 2.1.[5]



2.5 Combinational and Seque ntial Circuits Definition : A circuit is combinational if it computes a function which depends only on the values of the inputs applied to the circuit; for each input value, there is a unique output value. All circuits with an underlying acyclic topology are considered combinational and can be modeled as a Boolean network. There are circuits containing cycles that are combinational also but these are unusual and are not considered in the rest of this report.



FSMs provide a behavioral view of sequential circuits. They can be used to describe the transitional behavior of these circuits. They can be used to distinguish among a finite
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number of classes of input histories: these classes are referred to as the internal states of the machine. FSMs are often represented graphically as a State Transition Graph (STG). Network Representation of Flexibility Another set of logic synthesis tools operate directly on a network representation of flexibility, and therefore do not need other representations described earlier i.e. they do not need to derive separate equations for representing don’t cares or other types of flexibility. These methods are based on determining satisfiability of certain conditions; in particular, whether a node is “testable for stuck-at-0” (or stuck-at-1).[1] A node is testable for stuck-at-0 if the functionality of the network would change upon replacing the node with constant 0. Similarly, for a node testable for stuck-at-1. A node that is not testable for stuck-at-0 or 1 is called redundant. Redundant nodes can be replaced by a constant, leading to further simplifications. For example, input x of the AND-gate in is not testable for stuck-at-0. After replacing it with a constant 0, the network can be further simplified. It was proved that if each node in the network is minimized so that it is prime and irredundant using the don’t care set DC = SDC+ODC+EXDC, then each wire of the network is irredundant. i.e. the network is 100% single stuck-at-1 and stuck-at-0 testable.



14



UNIT III : FPGA COMPONENTS 3.1 Introduction to High-Capacity FPDs Prompted by the development of new types of sophisticated field-programmable devices (FPDs), the process of designing digital hardware has changed dramatically over the past few years. Unlike previous generations of technology, in which board-level designs included large numbers of SSI chips containing basic gates, virtually every digital design produced today consists mostly of high-density devices. This applies not only to custom devices like processors and memory, but also for logic circuits such as state machine controllers, counters, registers, and decoders. When such circuits are destined for highvolume systems they have been integrated into high-density gate arrays. However, gate array NRE costs often are too expensive and gate arrays take too long to manufacture to be viable for prototyping or other low-volume scenarios. For these reasons, most prototypes, and also many production designs are now built using FPDs. The most compelling advantages of FPDs are instant manufacturing turnaround, low start- up costs, low financial risk and (since programming is done by the end user) ease of design changes. The market for FPDs has grown dramatically over the past decade to the point where there is now a wide assortment of devices to choose from. A designer today faces a daunting task to research the different types of chips, understand what they can best be used for, choose a particular manufacturers’s product, learn the intricacies of vendorspecific software and then design the hardware. Confusion for designers is exacerbated by not only the sheer number of FPDs available, but also by the complexity of the more sophisticated devices.



3.1 Definitions of Relevant Terminology The most important terminology used in this paper is defined below. • Field-Programmable Device (FPD) — a general term that refers to any type of integrated circuitused for implementing digital hardware, where the chip can be configured by the end userto realize different designs. Programming of such a device often involves placing the chip intoa special programming unit, but some chips can also be configured “in-system”. Another name for FPDs is programmable logic devices (PLDs); although PLDs encompass the same types of chips as FPDs, we prefer the term FPD because historically the word PLD has referred to relatively simple types of devices. • PLA — a Programmable Logic Array (PLA) is a relatively small FPD that contains two levels of logic, an AND-plane and an OR-plane, where both levels are programmable (note: although PLA structures are sometimes embedded into fullcustom chips, we refer here only to those PLAs that are provided as separate integrated circuits and are user-programmable).
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• PAL — a Programmable Array Logic (PAL) is a relatively small FPD that has a programmable AND-plane followed by a fixed OR-plane • SPLD — refers to any type of Simple PLD, usually either a PLA or PAL • CPLD — a more Complex PLD that consists of an arrangement of multiple SPLD- like blocks on a single chip. Alternative names (that will not be used in this paper) sometimes adopted for this style of chip are Enhanced PLD (EPLD), Super PAL, Mega PAL, and others. • FPGA — a Field-Programmable Gate Array is an FPD featuring a general structure that allows very high logic capacity. Whereas CPLDs feature logic resources with a wide number of inputs (AND planes), FPGAs offer more narrow logic resources. FPGAs also offer a higher ratio of flip- flops to logic resources than do CPLDs. • HCPLDs — high-capacity PLDs: a single acronym that refers to both CPLDs and FPGAs. This term has been coined in trade literature for providing an easy way to refer to both types of devices. We do not use this term in the paper. PAL is a trademark of Advanced Micro Devices. • Interconnect — the wiring resources in an FPD. • Programmable Switch — a user-programmable switch that can connect a logic element to an interconnect wire, or one interconnect wire to another • Logic Block — a relatively small circuit block that is replicated in an array in an FPD. When a circuit is implemented in an FPD, it is first decomposed into smaller subcircuits that can each be mapped into a logic block. The term logic block is mostly used in the context of FPGAs, but it could also refer to a block of circuitry in a CPLD. • Logic Capacity — the amount of digital logic that can be mapped into a single FPD. This is usually measured in units of “equivalent number of gates in a traditional gate array”. In other words, the capacity of an FPD is measured by the size of gate array that it is comparable to. In simpler terms, logic capacity can be thought of as “number of 2- input NAND gates”. • Logic Density—the amount of logic per unit area in an FPD. • Speed-Performance — measures the maximum operable speed of a circuit when implemented in an FPD. For combinational circuits, it is set by the longest delay through any path, and for sequential circuits it is the maximum clock frequency for which the circuit functions properly.
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3.2 Evolution of Programmable Logic Devices The first type of user-programmable chip that could implement logic circuits was the Programmable Read-Only Memory (PROM), in which address lines can be used as logic circuit inputs and data lines as outputs. Logic functions, however, rarely require more than a few product terms, and a PROM contains a full decoder for its address inputs. PROMS are thus an inefficient architecture for realizing logic circuits, and so are rarely used in practice for that purpose. The first device developed later specifically for implementing logic circuits was the Field-Programmable Logic Array (FPLA), or simply PLA for short. A PLA consists of two levels of logic gates:



Figure 1 - Structure of a PAL. a program- mable “wired” AND-plane followed by a programmable “wired” OR-plane. A PLA is structured so that any of its inputs (or their complements) can be AND’ed together in the AND-plane; each AND-plane output can thus correspond to any product term of the inputs. Similarly, each OR plane output can be configured to produce the logical sum of any of the AND-plane outputs. With this structure, PLAs are well-suited for implementing logic functions in sum-of-products form. They are also quite versatile, since both the AND terms and OR terms can have many inputs (this feature is often referred to as wide AND and OR gates). When PLAs were introduced in the early 1970s, by Philips, their main drawbacks were that they were expensive to manufacture and offered somewhat poor speed-performance. Both disadvantages were due to the two levels of configurable logic, because programmable logic planes were difficult to manufacture and introduced significant propagation delays. To overcome these weaknesses, Programmable Array Logic (PAL) devices were developed. As Figure 1 illustrates, PALs feature only a single level of programmability, consisting of a programmable “wired” AND plane that feeds fixed ORgates. To compensate for lack of generality incurred because the OR-plane is fixed, several variants of PALs are produced, with different numbers of inputs and outputs, and various sizes of OR-gates. PALs usually contain flip-flops connected to the OR- gate outputs so that sequential circuits can be realized. PAL devices are important because 17



when introduced they had a profound effect on digital hardware design, and also they are the basis for some of the newer, more sophisticated architectures that will be described shortly. Variants of thebasic PAL architecture are featured in several other products known by different acronyms. All small PLDs, including PLAs, PALs, and PAL- like devices are grouped into a single category called Simple PLDs (SPLDs), whose most important characteristics are low cost and very high pin-to-pin speed-performance. As technology has advanced, it has become possible to produce devices with higher capacity than SPLDs. The difficulty with increasing capacity of a strict SPLD architecture is that the structure of the programmable logic-planes grow too quickly in size as the number of inputs is increased. The only feasible way to provide large capacity devices based on SPLD architectures is then to integrate multiple SPLDs onto a single chip and provide interconnect to programmably connect the SPLD blocks together. Many commercial FPD products exist on the market today with this basic structure, and are collectively referred to as Complex PLDs (CPLDs). CPLDs were pioneered by Altera, first in their family of chips called Classic EPLDs, and then in three additional series, called MAX 5000, MAX 7000 and MAX 9000. Because of a rapidly growing market for large FPDs, other manufacturers developed devices in the CPLD category and there are now many choices available. All of the most important commercial products will be described in Section 2. CPLDs provide logic capacity up to the equivalent of about 50 typical SPLD devices, but it is somewhat difficult to extend these architectures to higher densities. To build FPDs with very high logic capacity, a different approach is needed. The highest capacity general purpose logic chips available today are the traditional gate arrays sometimes referred to as Mask-Programmable Gate Arrays (MPGAs). MPGAs consist of an array of pre- fabricated transistors that can be customized into the user’s logic circuit by connecting the transistors with custom wires. Customization is performed during chip fabrication by specifying the metal interconnect, and this means that in order for a user to employ an MPGA a large setup cost is involved and manufacturing time is long. Although MPGAs are clearly not FPDs, they are mentioned here because they motivated the design of the user-programmable equivalent: Field- Programmable Gate Arrays (FPGAs). Like MPGAs, FPGAs comprise an array of uncommitted circuit elements, called logic blocks, and interconnect resources, but FPGA configuration is performed through programming by the end user. An illustration of a typical FPGA architecture appears in Figure 2. As the only type of FPD that supports very high logic capacity, FPGAs have been responsible for a major shift in the way digital circuits are designed.
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Figure 2 - Structure of an FPGA.



Figure 3 summarizes the categories of FPDs by listing the logic capacities available in each of the three categories. In the figure, “equivalent gates” refers loosely to “number of 2-input NAND gates”. The chart serves as a guide for selecting a specific device for a given application, depending on the logic capacity needed. However, as we will discuss shortly, each type of FPD is inherently better suited for some applications than for others. It should also be mentioned that there exist other special-purpose devices optimized for specific applications (e.g. state machines, analog gate arrays, large interconnection problems). However, since use of such devices is limited they will not be described here. The next sub-section discusses the methods used to implement the user-programmable switches that are the key to the user-customization of FPDs.
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Figure 3 - FPD Categories by Logic Capacity.
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UNIT IV :SPFD 4.1 INTRODUCTION Rewiring is a technique that replaces a wire with another wire to achieve performance improvement or area reduction. Recently, it has received increased attention due to the need for the interaction between logic synthesis and layout design to solve the timing closure problem. The existing rewiring approaches include the automatic test pattern generation (ATPG) based redundancy Addition and removal[1][3], symmetry detection[2], and the SPFD (Set of Pairs of Functions to be Distinguished) based algorithms [4]. ATPG-based redundancy addition and removal is the earliest and widely used approach. It uses ATPG techniques to add a redundant wire (alternative wire) making the target wire redundant and removable. The advantage of the ATPG-based method is that it is capable of global rewiring, i.e., removing a target wire by adding an alternative wire which may possibly even be “far away” from the target wire in the circuit. However, when applied to LUT-based FPGAs, it is hard for the ATPG-based rewiring methods to take the advantage of the flexibility of k-input look- up tables (which can implement any k-input Boolean function). The SPFD-based rewiring algorithm was first proposed and applied to the LUTbased FPGA synthesis. It was successfully applied to the technology independent logic synthesis. The SPFD-based method has also been applied to floorplanning and placement of multi- level PLAs and low-power designs for FPGAs . The SPFD-based method can easily change a node’s internal function, which makes it especially attractive for LUT-based FPGA synthesis. However, existing SPFD-based rewiring algorithms only find alternative wires locally, requiring the destination node of the alternative wire to be the same as that of the target wire. In this report, existing SPFD-based rewiring algorithms generally are referred as SPFD-LR (SPFD-based local rewiring). We present an SPFD-based global rewiring algorithm, SPFDGR, which is capable of finding a global alternative wire whose destination node may be different from that of the target wire. We also apply it to LUT-based FPGA synthesis. Our main contributions are as follows:



1. We developed the theory and algorithm for solving a fundamental problem in SPFDbased rewiring: Given the set of in-pin functions of a node and the SPFD at the node’s outpin, we determine if there is a way to modify the node’s internal function so that the SPFD at the node’s out-pin can be satisfied. 2. We developed an SPFD-based global rewiring algorithm (SPFD-GR) using the concept of the dominators and node modification technique stated above, allowing global
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rewiring with the flexibility of changing internal node functions in the network to maximize the opportunity of rewiring. 3. When combined with a state-of-art multi- level/multi-way partitioning algorithm, SPFD-GR scales well to large designs. 4. Extensive experimental results show that the rewiring ability of SPFD-GR, in terms of the number of the target wires having alternative wire(s), is 1.45 and 3 times that of SPFD LR and an ATPG-based rewiring algorithm, respectively, for LUT-based FPGA synthesis. When applied to the postmapping area reduction under circuit depth restriction for large FPGA designs, SPFD-GR achieves an average of 17.1% in area reduction with little or no delay increase .



4.2 TERMINOLOGY AND DEFINITIONS This section reviews some terminology and definitions. The circuits referred in this paper are combinational circuits. A sequential circuit can be treated as a combinational circuit by assuming the outputs and inputs of sequential elements as the primary inputs and outputs of the circuit, respectively. We assume that the input circuit is a mapped K-LUT network, meaning that each logic cell (or node) in the circuit has a single out-pin p0 and up to K in-pins (p1, p2,…, pn, n K). Each pin is associated with a global logic function g0, g1, g2, …, gn, respectively, in terms of the primary inputs of the circuit. Each node has an internal logic function g0 = f(g1, …, gn) that defines the logic relationship between the out-pin and the in-pins of the node, and can be any K-input function. For wire q1-> q2, as shown in Figure 1, G2 is its source node and G3 is its destination node. Transitive fanout nodes of pin qi are the nodes on the paths from qi to a primary output (PO). Transitive fanout nodes of a node are the transitive fanout nodes of the node’s out-pin. A dominator of pin qi is a transitive fanout of qi through which all the paths from qi to POs must pass. A dominator of a wire is the dominator of the wire’s destination pin. For example, in Figure 1, G5 is the only dominator of pin p1, while both G3 and G5 are the dominators of pin q2 as well as wire q1-> q2.
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Given a function pair ( 1, 0), 1 0, 0 0 and 1. 0 = 0,function f is said to distinguish ( 1, 0) if either one of the following two conditions is satisfied:



where can be understood as f = 1 when second condition can be interpreted in the same way.



1 =1, or f = 0 when



0 =1 . The



An SPFD is a Set of Pairs of Functions to be Distinguished. It is usually represented as P = {( 11, 10), ( 21, 20), …, ( m1, m0)}. Function f is said to satisfy an SPFD if f distinguishes all the function pairs in the SPFD set. An atomic SPFD pair is a function pair in which the two functions are the minterms which are expressed by the input functions of a node. An atomic SPFD is an SPFD that contains only one or several atomic SPFD pair(s). SPFD is described as a new way to express the “don’t-care” conditions and provide flexibility to implement a node.



4.3 REVIEW OF SPFD CALCULATION First, a brief review of the method proposed for SPFD calculation is given. For an existing logic network, the calculation of the SPFDs usually consists of two steps: 1) Traverse the entire circuit from primary inputs (PIs) to primary outputs (POs) and calculate the logic functions at all pins. 2) Calculate the SPFDs backward from POs to PIs. At each pin, the SPFD calculation methods is done according to the following 3 cases: a) At each PO, Oi, the SPFD has only one function pair, P = {(fi1, fi0)}, where fi1 is the on-set function of Oi, and fi0 is the off-set function of Oi.
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b) At a node’s out-pin, the SPFD is the union of its fanout pins’ SPFDs. c) For the in-pins of a node, once its out-pin SPFD has been obtained, the in-pin SPFDs are obtained by decomposing its out-pin SPFD into atomic SPFD pairs and assigning the function pairs backwards to in-pins. The SPFD-based rewiring algorithm is done in the following way: Given a target wire wr with destination node G, as shown in Figure 2, if there is another alternative wire wa whose function satisfies the SPFD S={( 11, 10), ( 21, 20), …} assigned to wr, wa can be used to replace wr. Note that the alternative wire found by this process must have the same destination node as the target wire. Therefore, we refer this operation as local rewiring (SPFD-LR).



4.4 SPFD-BASED GLOBAL REWIRING ALGORITHM In this section, the SPFD-based global rewiring algorithm, named SPFD-GR is given. The general global rewiring problem can be formulated as follows: Given target wire wr with destination node G1, can we add at most one wire to some node GD in the network with possible modification of the internal function of GD and other nodes in the circuit so that we can remove wr while preserving functions at the network’s primary-output? (Figure 3.)



This problem can be divided into two cases: 1) When GD= G1, the problem can be solved using SPFD-LR; 2) When GD G1 and the SPFD on wr is not empty, we must determine how to select GD and how to perform the logic transformation. This paper solves the second case (considerably more difficult), and our solution in fact also subsumes the first one. We make use of the concept of dominators of a wire (e.g. GD in Figure 3), which is widely used. The effect of removing the target wire must pass through its dominators to any PO. Therefore, after removing wr, if we have a way to modify the internal functions of some dominator GD and possibly other nodes so that GD’s out-pin SPFD is satisfied, 24



then, we have a way to keep the logic functions of all POs unchanged. This idea can be formulated to the following algorithm.



SPFD-based Global Rewiring Algorithm (SPFD-GR): Given a target wire wr and one of its dominators GD (GD G1) as shown in Figure 3, Step 1) Temporarily remove wr from G1 and re-calculate the output function of G1; * Step 2) Propagate G1’s new output function through its transitive fanouts until reaching GD; Step 3) Try to modify GD without wire addition so that fD distinguishes the SPFD at GD’s out-pin. If successful, go to Step 6. Otherwise, go to the next step; Step 4) Try to modify GD by adding a new wire wa so that fD distinguishes the SPFD at GD’s out-pin. If successful, go to Step 6; or try another candidate wire and repeat this step. If no candidate is left, go to the next step; Step 5) (Fail) Restore the functions of G1 and its transitive fanouts until GD. Return fail. Step 6) (Success) Permanently remove wr, and Update the internal function of transitive fanouts of GD as necessary. Update the SPFDs from the changed nodes close to Pos backwards to the destination node of the wire selected as the next target wire. Return success. For a given target wire wr, in order to find an alternative wire, the algorithm will go through all of its dominators one by one from the destination node of wr to primary outputs until an alternative wire is found or exhaust all dominators. The SPFD-GR algorithm, assumes that the target wire is given. The way to choose a target wire depends on the application. When our objective is to minimize the circuit area, we select a wire that enables deletion of a node or packing of the node with some other nodes. For example, if we can replace a wire which is the only fanout of some nodes, we can achieve area reduction. To maximize area reduction, we developed an edge distribution heuristic. When we distribute an atomic SPFD pair of the output of a LUT to its inputs, we may have different input ordering. We can also use the natural ordering of a node’s inputs. In this



25



paper, we propose a fanout-oriented input ordering heuristic. We first choose the input edge that has the largest fanout number to assign an atomic SPFD. Therefore, the edge with fewer fanouts will have fewer atomic SPFDs. As a result, this edge is easier to be replaced by another one. A point worth noting in Figure 3 is that G1 is also a dominator of wr. Therefore, the SPFD-GR is also capable of doing local rewiring. The difference of both methods in local rewiring is that SPFD-GR “cares” whether the SPFD at the out-pin of a node can be satisfied, while SPFD-LR “cares” whether the SPFD at an input of a node can be satisfied by another node’s out-pin function. For example, in Figure 3, we check whether the SPFD of GD’s out-pin can be satisfied by a combination of p1, p2, …, and wa. In Figure 2, we only verify whether the SPFD of input wire wr can be satisfied by wa. Therefore, SPFD-GR can find more local rewiring cases than SPFD-LR does. However, SPFD-LR is faster and covers enough local rewiring cases. Therefore we still use SPFD-LR to do local rewiring in our experiments.



4.5 THEORY OF SPFD-BASED GLOBAL REWIRING As shown in the previous section, the key steps in the SPFDGR algorithm are based on answering to the following two questions: (1) For a node in the circuit, given its in-pin functions and out-pin SPFD, is there a way to modify the internal function of the node so that its out-pin function still distinguishes its out-pin SPFD? (2) If the answer to question 1 is “no”, can we add a wire to the node and modify the node’s internal function so as to make its out-pin function distinguish its out-pin SPFD? We call this problem the node modification problem. In the following two subsections, we will present two efficient checking procedures to solve the node modification problem. We consider two cases: i) modifying a node without adding a wire; and ii) modifying a node by adding a wire. 4.5.1 Node Modification without Wire Addition Given a node’s in-pin functions, the output function of the node can be expressed as the sum of minimum product terms of the in-pin functions, which is defined as follows: Definition 1: Let Â = { â0, â1, …, âN-1} (N = 2n, n is the number of inputs of the node), where âi (0 i N-1) is a minimum product term of the node’s in-pin functions, called MP-term, i.e. âi is in the form of
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where gi (1 i n) is the global function at the node’s i-th input. Given a function pair ( 1, 0), ái = ( 1+ 0) âi is called the restricted MP-term. Given a function pair ( 1, 0). Let f be a logic function, f á = ( 1+ 0)f is called the restricted function of f. The restricted function and the original function have the following relationship: Lemma 1: In other words, f distinguishes ( 1, 0) if and only if f á distinguishes ( 1, 0). To choose a proper node function, we can try every combination of the MP-terms, i.e. to check if f distinguishes the SPFD at the node’s out-pin. However, the time complexity of this simple approach is too high . For single-pair SPFD, the following theorem provides a more efficient approach to perform the above checking with only time complexity. This is much more efficient and quite affordable for a node with a small number of inputs, usually 4 or 5 for LUT-based FPGAs. Theorem 1: Given a node whose out-pin SPFD is P = {( 1, 0)} and in-pin functions are g1, g2, …, gn, where n is the input number of the node, if each non-empty restricted MP-term ái =( 1+ 0) âi satisfies one of the following conditions, Then there exists a function that distinguishes ( as following,



1, 0). Moreover, f can be constructed



Then there exists a function that distinguishes ( ð1, ð0).Moreover, f can be constructed as following,



Proof: Actually, Equation (3) gives us a way to construct the internal function of a node when the condition in Theorem 1 has been satisfied. For node G in Figure 1, we can get G’s internal function by substituting gi in each MP-term of (3) with pi and f with p0. We can also use the method proposed in [19] to construct the internal function. Examples can be found in [21]. In fact, we can show that the conditions in Theorem 1 are also necessary for a node to have an output function that distinguishes ( 1, 0). The proof is not included in this paper due to the page limitation.
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Theorem 1 assumes that the SPFD at the output of a node has a single function pair. In practice however, the SPFD at a node’s out-pin may contain several function pairs. The following theorem demonstrates a way to combine the function pairs. Theorem 2: Given the SPFD, P = {( 11, 10), ( 21, 20), …, ( m1, m0)}, at a node’s out-pin, and a function which distinguishes all the pairs in P, without loss of generality, suppose



Proof: The condition in Theorem 2 is only a sufficient condition, but no longer a necessary condition (different from Theorem 1). In Theorem 2, function is needed to classify the functions in each pair into ’s on-set function and off- set functio n. Since the node’s initial output function must distinguish the SPFD at its out-pin, we can simply use it as . 4.5.2 Node Modification With Wire Addition Given a node, if no combination of its in-pin functions distinguishes its out-pin SPFD, we can try to add a wire to the node so that the combination of the in-pin functions, including the new wire’s function, distinguishes the out-pin SPFD. The following algorithm gives us an efficient way to determine which wire can be added into the node. Wire Addition Algorithm: Step 1) Calculate the MP-term set, B = { â0, â1, …, âN-1} (N = 2n). The non-empty MPterms can be classified into three sets, B0, B1 and B2, where B0 is the set whose members satisfy ( 1+ 0) âi 0; B1 is the set whose members satisfy ( 1+ 0) âi 1; and B2 is the set whose members do not satisfy any of these conditions. Let and . If B2 = , then we can successfully modify the node without adding a wire, and we can use the method in the previous subsection, return success. Otherwise, it is necessary to add a wire, and go to the next step. Step 2) Choose a candidate node in the network from which we want to link a wire to G’s new in-pin pn+1. Suppose its function is gn+1. For each , let , calculate and . If both satisfy either ri then we can add this wire. Go to the next step.
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0, or ri



1 (ri



0),



Otherwise, find another candidate node and repeat this step, until all nodes have been tried, return fail. Step 3) Using the calculation results in Steps 1 and 2 to get the G’s output function that distinguishes ( 1, 0):



Step 4) Use a method similar to the one used in the previous section to calculate G’s internal function according to (4). Return success.



Theorem 3: The wire addition algorithm is correct. Proof: As B2 is a sub-set of B, which is usually very small, the checking procedure in the above algorithm does not consume too much time. In addition, B1 and B2 remain the same for any candidate node. Therefore, they can be re-used in the computation. Example 1 (Node modification with wire addition): Given the in-pin functions g1 and g2 as shown in Figure 4, the SPFD at G’s out-pin p0 is SPFD0 = {( 1, 0)}, where and . We carry out the wire addition algorithm in the following steps: 1)Condition checking (without wire addition):



Thus, we can set B0= wire.



, B1={ á1, á2} and B2={ á0}. As B2
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, it is necessary to add a



2) Try to add a wire from g3 = x1x2, check



3) The conditions are satisfied. Therefore we can add the wire from g3 to G and obtain that distinguishes ( 1, 0). 4) Finally, we get G’s internal function
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CONCLUSION The technique of rewiring is used to replace a wire with another wire, in order to achieve performance improvement or area reduction. The existing rewiring approaches include the automatic test pattern generation (ATPG) based redundancy Addition and removal, symmetry detection, and the SPFD (Set of Pairs of Functions to be Distinguished) based algorithms. This report presents an SPFD-based global rewiring (SPFD-GR), which is capable of finding alternative wires far away from the target wire. This technique was thoroughly analyzed and applied to various test-circuits and the results obtained showed a marked decrease in the LUT’s os the original circuits. This technique was basically used to identify and remove redundant wires in an LUT based circuit and the concept of functional modification of the LUT’s was utilized to modify the basic functionalities of the LUT’s and hence obtain area minimization.
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