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Figure: A normal distribution biased to get desired frequencies in specific parts of the space. Here we use φ = {75%, 25%} on {] − ∞, 0], [0, +∞[}. P.E.JACOB
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Figure: Normal biased to get the same frequency in each of 5 bins. P.E.JACOB
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Setting Partition the state space X =



d [



Xi



i=1



Desired frequencies φ = (φ1 , . . . , φd ) such that



X



φi = 1



i



Penalized distribution ∀i ∈ {1, . . . , d}



∀x ∈ Xi
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First algorithm



Algorithm 1 Wang-Landau with deterministic schedule (γt ) 1: Init ∀i ∈ {1, . . . , d} set θ0 (i) ← 1/d. 2: Init X0 ∈ X . 3: for t = 1 to T do 4: Sample Xt from Kθt−1 (Xt−1 , ·), MH kernel targeting πθt−1 . 5:



Update the penalties: log θt (i) ← log θt−1 (i) + γt (1IXi (Xt ) − φi )



6:



end for
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Flat Histogram Issues with the first version Choice of γ has a huge impact on the results. Flat Histogram Define the counters: νt (i) :=



t X



1IXi (Xn )



n=1



Flat Histogram (FH) is reached when: νt (i) max − φi < c t i∈{1,...,d} P.E.JACOB
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Flat Histogram



Idea Instead of decreasing γt at each time step t, decrease only when the Flat Histogram criterion is reached. In practice Denote by κt the number of FH criteria reached up to time t. Use γκt instead of γt at time t. If FH is reached at time t, reset νt (i) to 0 for all i.
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Wang–Landau with Flat Histogram Algorithm 2 Wang-Landau with stochastic schedule (γκt ) 1: Init as before: X0 , θ0 (i). 2: Init κ0 ← 0. 3: for t = 1 to T do 4: Sample Xt from Kθt−1 (Xt−1 , ·), MH kernel targeting πθt−1 . 5: If (FH) then κt ← κt−1 + 1, otherwise κt ← κt−1 . 6: Update the penalties: log θt (i) ← log θt−1 (i) + γκt (1IXi (Xt ) − φi ) 7:



end for
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Understanding the algorithm Pros and cons . . . it works much better than the first version. . . however it is a bit tricky to analyse. Putting a label on the algorithm It is an adaptive MCMC algorithm, ie the kernel changes at every time step. Here the target distribution changes at every time step but the proposal stays the same. Between two FH, γκt stays constant, so there is no diminishing adaptation. Hence the FH version is a bit more complicated than the deterministic version. P.E.JACOB
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Understanding the algorithm



A reasonable first step Proof that FH is met in finite time. (under strong assumptions) Note: it means the desired frequencies are reached, when γ stays constant. ⇒ it might be a hint that the diminishing γ does not play a big part in the algorithm.
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FH is met in finite time



To be sure that eventually, for any c > 0: νt (i) − φi < c max t i∈{1,...,d} we want to prove: ∀i ∈ {1, . . . , d}
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Various updates Right update log θt (i) ← log θt−1 (i) + γ (1IXi (Xt ) − φi )



(1)



Wrong update θt (i) ← θt−1 (i) [1 + γ (1IXi (Xt ) − φi )] ⇔ log θt (i) ← log θt−1 (i) + log [1 + γ (1IXi (Xt ) − φi )]



(2)



(actually not wrong if ∀i φi = d1 )
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Assumptions



From now on, there are only two bins: d = 2. Additionally: Assumption The bins are not empty with respect to µ and π: ∀i ∈ {1, 2}



µ(Xi ) > 0 and π(Xi ) > 0



Assumption The state space X is compact.
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Assumptions Assumption The proposition distribution Q(x, y ) is such that: ∃qmin > 0



∀x ∈ X



∀y ∈ X



Q(x, y ) > qmin



Assumption The MH acceptance ratio is bounded from both sides: ∃m > 0 ∃M > 0 ∀x ∈ X
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Theorem Theorem Consider the sequence of penalties θt introduced in the WL algorithm. We define: Zt = log



θt (1) = log θt (1) − log θt (2) θt (2)



Then:



Zt L1 −−−→ 0 t t→∞ and consequently, with update (1) (FH) is reached in finite time for any precision threshold c, whereas this is not guaranteed for update (2). P.E.JACOB
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Consequence Recall νt (i) :=



t X



1IXi (Xn )



n=1



Using update (1), and starting from Z0 = 0: Zt = log θt (1) − log θt (2) = (νt (1)γ (1 − φ1 ) − (t − νt (1))γφ1 ) − (νt (2)γ (1 − φ2 ) − (t − νt (2))γφ2 ) = νt (1) (2γ) − t (2γφ1 ) using νt (1) + νt (2) = t and φ1 + φ2 = 1. Hence if



L1 Zt −− → t − t→∞



0 then



νt (1) L1 −−−→ φ1 t→∞ t P.E.JACOB
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Proof ● ● ● ● ● ● ● ● ●
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Figure: We prove that Zt returns below a given horizontal bar whenever it goes above it, and it does so in finite time. It then implies Zt /t → 0. P.E.JACOB
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Parallel Interacting Chains A parallel version of the algorithm runs N chains in parallel (see e.g. F.Liang, JSP 2006). Target the same distribution (k)



(k)



Each new value (Xt ) is drawn from a MH kernel Kθt−1 (Xt−1 , ·) using the same penalties (θt ). Interaction between chains To update θt use an average: N 1 X (k) 1IXi (Xt ) N k=1



instead of 1IXi (Xt ). P.E.JACOB
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Parallel Interacting Chains Reaching Flat Histogram
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Parallel Interacting Chains Stabilization of the log penalties 10
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Figure: log θt against t, for N = 1 P.E.JACOB
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Figure: log θt against t, for N = 10 P.E.JACOB



Wang-Landau



22/ 25



The algorithm Unsettled issues Flat Histogram in finite time Parallel Interacting Chains



Parallel Interacting Chains Stabilization of the log penalties 10
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Figure: log θt against t, for N = 100 P.E.JACOB
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Removing the schedule Desired frequencies Under some assumptions, we can prove that for fixed γ we obtain the desired frequencies. Behaviour of the penalties For fixed γ, θt does not converge but seems stable, and its variations decrease with the number of chains. Time averages P Does 1t Pts=1 log θs (i) converge to something? Does 1t ts=1 θs (i) converge to something? To something useful? P.E.JACOB



Wang-Landau



24/ 25



The algorithm Unsettled issues Flat Histogram in finite time Parallel Interacting Chains



Bibliography Atchad´e, Y. and Liu, J. (2010). The Wang-Landau algorithm in general state spaces: applications and convergence analysis. Statistica Sinica, 20:209–233. Wang, F. and Landau, D. (2001). Determining the density of states for classical statistical models: A random walk algorithm to produce a flat histogram. Physical Review E, 64(5):56101. An Adaptive Interacting Wang-Landau Algorithm for Automatic Density Exploration, with L. Bornn, P. Del Moral, A. Doucet. The Wang-Landau algorithm reaches the Flat Histogram criterion in finite time, with R. Ryder. P.E.JACOB



Wang-Landau



25/ 25



























[image: Approximation of Dynamic, Stochastic, General ...]
Approximation of Dynamic, Stochastic, General ...












[image: Curse of Dimensionality in Approximation of Random Fields Mikhail ...]
Curse of Dimensionality in Approximation of Random Fields Mikhail ...












[image: Improvement in finite sample properties of the Hansen ...]
Improvement in finite sample properties of the Hansen ...












[image: numerical approximation of the boundary control for the ...]
numerical approximation of the boundary control for the ...












[image: Properties of Supertree Methods in the Consensus ...]
Properties of Supertree Methods in the Consensus ...












[image: Approximation of the solution of certain nonlinear ODEs ...]
Approximation of the solution of certain nonlinear ODEs ...












[image: The Dynamics of Stochastic Processes]
The Dynamics of Stochastic Processes












[image: The Euler approximation in state constrained ... - Semantic Scholar]
The Euler approximation in state constrained ... - Semantic Scholar












[image: Efficient approximation of the solution of certain ...]
Efficient approximation of the solution of certain ...












[image: Approximation of the Invariant Probability Measure of ...]
Approximation of the Invariant Probability Measure of ...












[image: The Euler approximation in state constrained optimal control]
The Euler approximation in state constrained optimal control












[image: EFFICIENT APPROXIMATION OF THE SOLUTION OF ...]
EFFICIENT APPROXIMATION OF THE SOLUTION OF ...












[image: Capabilities of the Discrete Dipole Approximation for ...]
Capabilities of the Discrete Dipole Approximation for ...












[image: Features and capabilities of the discrete dipole approximation code ...]
Features and capabilities of the discrete dipole approximation code ...












[image: Properties of Water]
Properties of Water












[image: Challenges In Simulation Of Optical Properties Of ...]
Challenges In Simulation Of Optical Properties Of ...












[image: DIOPHANTINE APPROXIMATION IN BANACH SPACES to appear in J ...]
DIOPHANTINE APPROXIMATION IN BANACH SPACES to appear in J ...












[image: Dynamical and Correlation Properties of the Internet]
Dynamical and Correlation Properties of the Internet












[image: Stochastic resonance in a suspension of magnetic dipoles under ...]
Stochastic resonance in a suspension of magnetic dipoles under ...












[image: Application of stochastic programming to reduce uncertainty in quality ...]
Application of stochastic programming to reduce uncertainty in quality ...












[image: Algorithmic Computation and Approximation of ...]
Algorithmic Computation and Approximation of ...












[image: Legendre Pseudospectral Approximation of ...]
Legendre Pseudospectral Approximation of ...















Properties of the Stochastic Approximation Schedule in ...






the desired frequencies. Behaviour of the penalties. For fixed Î³, Î¸t does not converge but seems stable, and its variations decrease with the number of chains. 






 Download PDF 



















 984KB Sizes
 1 Downloads
 225 Views








 Report























Recommend Documents







[image: alt]





Approximation of Dynamic, Stochastic, General ... 

We also extend the method to solving Hansenks real business ...... r>. 1 #a '$4k>-$. % #' a$4n> % 4z>. 4w>. 1 4c>. 4g>. 1. )# !R Î´$ !Îš ! G. 4 k>-$. % Î¾ ! W.














[image: alt]





Curse of Dimensionality in Approximation of Random Fields Mikhail ... 

Curse of Dimensionality in Approximation of Random Fields. Mikhail Lifshits and Ekaterina Tulyakova. Consider a random field of tensor product type X(t),t âˆˆ [0 ...














[image: alt]





Improvement in finite sample properties of the Hansen ... 

Available online xxxx. Jagannathan and Wang ..... is asymptotically Ï‡2-distributed with Nâ€“K degrees of freedom. 2 For example, the ...... close to the true data. 6 URL is http://mba.tuck.dartmouth.edu/pages/faulty/ken.french/data_library.htm. 21.














[image: alt]





numerical approximation of the boundary control for the ... 

Oct 11, 2006 - a uniform time T > 0 for the control of all solutions is required. This time T depends on the size of the domain and the velocity of propagation of waves. In general, any semi-discrete dynamics generates spurious high-frequency oscilla














[image: alt]





Properties of Supertree Methods in the Consensus ... 

rational choice among liberal SMs would best be guided by knowledge of the ..... American Mathematical Society, Providence, Rhode Island. ..... Building on these data,. Howell et al. ... rates for the human mitochondrial control region appear.














[image: alt]





Approximation of the solution of certain nonlinear ODEs ... 

polynomial system solving, condition number, complexity. 2000 MSC: 65H10 ... in [0,l],. (1). Email address: [email protected] (Ezequiel Dratman) .... the comparison between the stationary solutions of (2) and (4). In the second part of the ...














[image: alt]





The Dynamics of Stochastic Processes 

Jan 31, 2010 - after I obtained the masters degree. ...... were obtained joint with Jan RosiÅ„ski, under a visit at the University of Tennessee, USA, in April, 2009.














[image: alt]





The Euler approximation in state constrained ... - Semantic Scholar 

Apr 13, 2000 - Abstract. We analyze the Euler approximation to a state constrained control problem. We show that if the active constraints satisfy an independence con- dition and the Lagrangian satisfies a coercivity condition, then locally there exi














[image: alt]





Efficient approximation of the solution of certain ... 

May 24, 2011 - ing an Îµ-approximation of such a solution by means of a homotopy contin- .... the point of view of its solution by the so-called robust universal ...














[image: alt]





Approximation of the Invariant Probability Measure of ... 

Sep 14, 2007 - Since Pg E 9+the last summand tends to zero as k*~. Therefore we ... which is not a consequence of (ii)' and lim sup,,, Pmgmd Pg. Of course.














[image: alt]





The Euler approximation in state constrained optimal control 

Apr 13, 2000 - IN STATE CONSTRAINED OPTIMAL CONTROL. A. L. DONTCHEV AND WILLIAM W. HAGER. Abstract. We analyze the Euler approximation to ...














[image: alt]





EFFICIENT APPROXIMATION OF THE SOLUTION OF ... 

an Îµ-approximation of such a solution by means of a homotopy continuation .... view of its solution by the so-called robust universal algorithms (cf. [26], [8], [16]).














[image: alt]





Capabilities of the Discrete Dipole Approximation for ... 

solution of the system of 3Nd complex linear equations, where. Nd is the number of .... [9] M. A. Yurkin, V. P. Maltsev, and A. G. Hoekstra, â€œThe discrete dipole.














[image: alt]





Features and capabilities of the discrete dipole approximation code ... 

4Computational Science research group, Faculty of Science, University of Amsterdam, ... M.Y. is supported by the program of the Russian Government â€œResearch ... [2] M. A. Yurkin and A. G. Hoekstra, â€œThe discrete dipole approximation: an ...














[image: alt]





Properties of Water 

electron presence. Electron density model of H2O. 1. How many hydrogen atoms are in a molecule of water? 2. How many oxygen atoms are in a molecule of ...














[image: alt]





Challenges In Simulation Of Optical Properties Of ... 

computational time. It is partly based on recently published results [9,10] but also contains new data and conclusions. ACCURACY. The agreement between the ...














[image: alt]





DIOPHANTINE APPROXIMATION IN BANACH SPACES to appear in J ... 

DIOPHANTINE APPROXIMATION IN BANACH SPACES. LIOR FISHMAN, DAVID SIMMONS, AND MARIUSZ URBANSKI to appear in J. ThÃ©or. Nombres Bordeaux http://arxiv.org/abs/1302.2275. Abstract. In this paper, we extend the theory of simultaneous Diophantine approxima














[image: alt]





Dynamical and Correlation Properties of the Internet 

Dec 17, 2001 - 2International School for Advanced Studies SISSA/ISAS, via Beirut 4, 34014 Trieste, Italy. 3The Abdus ... analysis performed so far has revealed that the Internet ex- ... the NLANR project has been collecting data since Novem-.














[image: alt]





Stochastic resonance in a suspension of magnetic dipoles under ... 

Mar 27, 2001 - TomÃ¡s AlarcÃ³n and AgustÄ±n PÃ©rez-Madrid. Departament de FÄ±sica Fonamental and CER on Physics of Complex Systems, Facultat de FÄ±sica, ...














[image: alt]





Application of stochastic programming to reduce uncertainty in quality ... 

A process analysis of a large European pork processor revealed that in current ... [20] developed a discrete event simulation software package that incorporates.














[image: alt]





Algorithmic Computation and Approximation of ... 

Some categories have multiple criteria to classify subcategories. ... measures that can be used to compute semantic similarity on other kinds of ontologies. ...... meaningful to use a Ïƒc threshold because in applications such as search engines,.














[image: alt]





Legendre Pseudospectral Approximation of ... 

are not known, at least not for large values of N. Instead, computer-codes have been developed ..... As can be seen, the ratios seem to support that the implemented method is of fourth-order accuracy in the time step ..... A, 365(2007), 278â€“283.


























×
Report Properties of the Stochastic Approximation Schedule in ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















