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Proportional Bandwidth Sharing Using Bayesian Inference in SDN-based Data Centers Purnima Murali Mohan, Dinil Mon Divakaran* , Mohan Gurusamy Department of Electrical & Computer Engineering National University of Singapore, Singapore E-mail: [email protected], [email protected], [email protected] Abstract—With the evolution of software-defined networking (SDN) paradigm, traffic management in data center networks has become flexible and scalable. The existing solution using OpenFlow, the rate-guaranteeing mechanism, is inefficient as it limits the rate of the flows by dropping batches of packets to achieve the desired throughput. In this paper, we propose BASIS, a solution based on Bayesian inference for providing proportional Quality of Service (QoS) guarantees to tenants in a datacenter network. With BASIS, the bandwidth of an outgoing congested link will be shared among the competing flows in proportion to the weights chosen by them. We use Bayesian inference to capture the history of flow arrival rates and their offered load using a single queue, and estimate the differential drop probabilities of flows in a way that respects the weights assigned to them on arrival. Unlike the rate-limiting approach, BASIS proactively drops a packet of a flow probabilistically to achieve the desired throughput and avoids dropping batches of packets. We evaluate the proposed solution in an emulated SDN platform and show that BASIS achieves the desired throughput with lesser number of packet drops than the existing approaches. Index Terms—Software Defined Networks, OpenFlow, Data center, QoS, Bayesian Inference.



I. I NTRODUCTION Software Defined Networking (SDN) paradigm enables dynamic and adaptive management of a network. Recently there has been an immense interest in SDN related research as it brings to networks, the benefits of programmability and easy management leading to faster innovation. The separation of the control plane from the data plane reduces the complexity of the networking elements, while the centralized view enables easy management of the network by the controller. Due to its flexible and dynamic means to manage a network using simple APIs, SDN has become attractive to be applied to data centers, cloud networks, wide area networks, etc. OpenFlow [1], the first standard communication interface between the control and data plane of the SDN architecture, was initially launched as an application experimentation in a campus network. In new generation Internet applications such as VOD, VoIP, QoS mechanisms are very important to prioritize and separate traffic of different applications. For e.g., a data center serving the live streaming video application will need a higher QoS priority level than a web server application to guarantee throughput. Though network QoS has been studied extensively, there is no well-known QoS mechanism that is widely deployed in data centers to provide proportional QoS guarantees. With proportional QoS guarantees, bandwidth of an outgoing congested link in a (data center) network is shared among * Dinil Mon Divakaran is currently with the A*STAR Institute for Infocomm Research (I2 R)



the competing flows in proportion to the weights chosen by them. This concept generalizes the weighted fair queuing or the weighted version of the more practical and well-known deficit round-robin (DRR) scheduling [2]. Though scheduling (such as DRR) is a proven way to achieve proportional QoS guarantees, they often employ multiple queues. A system of static and pre-defined queues is inflexible; and on the other hand, a system of dynamic queues is difficult to manage in high throughput network devices such as switches and routers. Maintaining the simplicity of single-queueing system, our solution here uses probabilistic packet dropping to deliver proportional QoS guarantees to the subscribed flows or tenants. The algorithm we develop here samples arriving packets at a queue to estimate the drop probability of different flows, while serving packets in First in, First out (FIFO) order. Packet sampling is used in a congestion management algorithm called QCN (quantized congestion notification), which provides Layer-2 congestion notifications to end hosts [3]. The feedback is used by the end-hosts to adapt their rates accordingly. The work in [4] builds on top of QCN to provide approximate fairness by adjusting the feedback messages according to the desired rates. These works do not depend on packet drops to achieve the rates. While probabilistic dropping has been used in the wellknown active queue management (AQM) policy called random early detection (RED) [5], RED did not differentiate flows — neither when estimating the drop probability nor when deciding to drop packets. Some works have used sampling to detect large long-lived flows [6] as well as to probabilistically drop and thereby punish large flows [7]. An AQM to achieve approximate fairness using single FIFO queue was proposed in [8]. This work samples arriving packets to estimate the rates of flows, which is then used to estimate drop probability. The drop probability for a flow i is (1 − r¯/ri ), where r¯ is the targeted fair rate, and ri the current rate of the flow. The proposal in [9] extended this to achieve weighted fair queuing solution using differential drop over a single queue, by adding weights to the estimation of rates. However, the history of flow rates captured by these works are limited by the buffer size. A recent work in [10] uses SDN capability to dynamically monitor and control the network for QoS routing. However it uses multiple queues for differentiating traffic classes, whereas we deliver QoS guarantees to flows belonging to different classes using a single queue. In this work, we propose BASIS (BAyeSian Inference based QoS provisioning for SDN). BASIS uses Bayesian inference



to estimate the drop probabilities to deliver rates proportional to weights of subscribed flows in a network. To the best of our knowledge, there exists no prior work that uses Bayesian inference to achieve proportional rate guarantees. The differential dropping mechanism in BASIS assumes TCP or TCPfriendly flows at the end-hosts that will respond to packet drops by reducing their congestion windows. Packets of a flow are dropped with probability estimated for that particular flow proactively before the event of congestion to deliver QoS guarantees. This avoids batches of packets being dropped as in the case of rate-limiting approach to guarantee throughput. As our approach proactively drops a packet of a flow that is more likely to congest the bottleneck link, it offers better Quality of Experience (QoE) to end users with lesser latency. II. P ROPORTIONAL Q O S IN AN O PEN F LOW BASED DATA C ENTER NETWORK There are multiple ways in which quality of service (QoS) can be provided to flows of tenants in a data center network. The approach used in the currently well-established SDN protocol, OpenFlow, is to guarantee rates to flows by rate-limiting the flows. We carried out detailed experiments to study rate guaranteeing solution in OpenFlow [11]. This study revealed that the mechanism dropped batches of packets from the flows. There are two disadvantages with this: (i) TCP flows often and frequently switch from congestion avoidance to slow-start resulting in inefficient use of bandwidth, (ii) Dropping batches of packets is unnecessary, as a flow can be slowed down by dropping just one packet. In this work, we focus on probabilistically dropping packets of flows to provide proportional QoS guarantees. The mechanism we develop here does not require changes in packet headers or modifications to any existing protocols in the TCP/IP stack. We develop a Layer-2 differential drop mechanism, which coordinates with the OpenFlow controller [12] to provide proportional QoS guarantees to flows in a data center network. We achieve proportional QoS guarantees, by dropping packets of flows probabilistically at a switching node (router). The estimated packet drop probability of a flow is dependent on its contribution to the system load, the weight (given as input by a tenant), and the current system load. For a network, a set of weights W is defined. A tenant chooses one of these weights, say, wi . The tenant informs the OpenFlow controller, the weight wi as well as the IP addresses of the VMs. All flows originating or terminating at these IP addresses will be assigned the weight wi . When a new flow arrives at a switching node, it contacts the OpenFlow controller. Following the protocol, the controller returns the information required for routing the flow. In addition, the switch will also fetch the weight associated with the flow (identified by the IP address of the flow). In general, a tenant can assign different weights to different flows. III. BASIS: DESIGN AND ALGORITHM In this section, we describe the detailed design of our proposed BASIS. With SDN, we collect the statistics to estimate contributions of every flow even before congestion. That is to say, we have prior knowledge of a flow’s contribution to the load (queue at the outgoing link), before the link becomes



congested. At time t, we learn two instantaneous values; (i) Load at the queue at time t, (ii) Estimates of contribution of different flows to this measured load at time t. Using this prior knowledge and current event, we use Bayes’ theorem as shown in Algorithm 1 to estimate the posterior probability that a flow f contributed to the current congestion and thereby calculate the drop probability for that flow. The drop probability is calculated based on the estimated posterior probability and the weight wi initially assigned to that flow by the tenant. The tenants choose weights from a set of weights W , and assign them to each of its flows for differentiated services. The OpenFlow switch fetches this weight associated with the flow based on the packet header information by probing the OpenFlow controller. When the flow arrives at the switch, the Flow ID and IP address information is obtained from the packet header. By hashing these two fields, the flow is identified and the associated weight is fetched from the controller. Let φ be a threshold for the load. Whenever the load is greater than φ, the system estimates the contribution of flows to the load. Let θ be another threshold that defines congestion; i.e. the system is considered as being congested if the load is greater than θ; where the load is the fraction of queue (at the outgoing link) occupied. A. Estimating contribution of flows and the prior probability Contributions of flows to load are estimated by sampling the arriving packets, and storing information of sampled packets in a buffer. We use probabilistic sampling; and therefore only a fraction of the arriving packets will be ‘hit’. This also means that, the number of packets sampled from a large (long-lived) flow is going to be likely greater than the number of packets sampled from small short-lived) flows. Let β be the probability for sampling. Let B denote the buffer containing information (packet header) of sampled packets. The buffer is taken up for processing only when it fills up. Once processed, the buffer is cleared of all information (that is, buffer size is set to zero). The buffer is also cleared at regular intervals (lest we take into account the obsolete information); the interval is long enough to allow the buffer to fill up at ‘medium’ load. The contribution of each flow is estimated as a fraction of packets of a flow to the total number of packets in the buffer B. The prior statistics on the load at the buffer is collected and whenever the load goes greater than φ, the system collects estimates on the contributions of different flows to this measured load. The probability of a flow f contributing to congestion is denoted as e(f ). The average of e(f ) over time is the prior probability of flow f , denoted as p(f ). Averaging of e(f ) is done whenever buffer B is full using an exponential moving average. When the buffer is full, the prior probability p(f ) for the flow f is updated using the current estimate e(f ) as follows.   α = 0; e(f ), p(f ) = α.p(f ) + (1 − α).e(f ), 0 < α < 1;  p(f ), α = 1;



(1)



When the weighting factor α = 0, the prior probability is updated only with the current estimate for each flow f . This setting of α will not be of much use for estimating prior



Algorithm 1 BASIS(P, Q) 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16: 17: 18: 19:



if l > φ then if β > random(0,1) then B ← B.append(FlowID(P)); if B.isFull() then Compute p(fi ) using Eq.1; Update(µl , σl ); B ← B.reset(); end if end if if l > θ then Compute γ¯ (fi ) using Eq.5 γ¯ (fi ) = Normalize(γ(fi )); if γ¯ (fi ) > random(0,1) then Drop(P); return; end if end if Enqueue(P, Q); end if



probability since the past behavior of flow f is completely lost. Similarly for the case of α = 1, the prior probability is never updated. Whenever buffer B is processed, the load/congestion l in the system is known. This allows us to estimate the distribution of the load for an estimated prior probability of a flow p(f ). Assume that for a given prior probability, the distribution of load follows Normal distribution. The more the number of buffer instances we process to estimate a prior probability, the better the estimation of the mean load, µl and its standard deviation, σl . The value of µl and σl is updated using the current measurements when buffer B is full using a numerically stable algorithm due to Knuth [13]. Once the distributions of load for various prior values are known, we can compute the likelihood probability. Upon a packet arrival at the queue Q, the function in Algorithm 1 is called. The following steps are executed whenever l > φ. Step 1: Let β be the probability of packet sampling. Using β, probabilistically decide to select the current packet P for performing the following steps. Step 2: Find the flow to which the packet belongs to, by hashing the fields constituting the flow identification. Let the flow be f . Step 3: Store the packet information in buffer B. Step 4: If buffer B is full, perform the following actions: (i) Find the contribution of all flows in the buffer. The contribution of each flow is estimated as the fraction of packets of a flow to the total number of packets buffered in B (assuming constant packet size). For each flow f , denote this as the current estimate e(f ). Ignore flows that contribute less than the fractional value c. (ii) Update the prior probability p(f ) of flow f from previous estimates by averaging with the current estimate. (iii) For each flow f , update the µl and σl of load l using the current measurement. (iv) Reset buffer B (clear the contents; set buffer size to zero).



Fig. 1: Bottleneck link scenario. B. Estimating the drop probability of packets of a flow The drop probability of a flow is estimated based on the current event (congestion) and the prior probability of a flow’s contribution (to the load). This happens only at times of congestion; i.e., when the load is greater than θ. The actions taken on the arrival of a packet at time t when the outgoing link is congested are given below. Step 1: Find the flow f to which packet P belongs. Step 2: The prior probability of flow f 0 s contribution to the system load is p(f ). Note, the current load l > θ. Given p(l), the probability distribution of load for p(f ), compute the posterior probability using Bayes’ theorem. p(f |l) ∝ p(l|f ).p(f )



(2)



Note, in the final equation, the denominator is just the normalizing factor. p(l|f ).p(f ) , p(f |l) = P A p(l|f ).p(f )



(3)



where A is the set of active flows. Step 3: Similarly compute the posterior probability for all active flows, and normalize by their weights. (i) Initially each tenant chooses a weight wi , i ∈ {1, . . . n} from a defined a set of weights for the network; W = {w1 , w2 , ...wn }



(4)



(ii) The tenant sends wi along with the IP addresses of the VMs to the OpenFlow controller. (iii) When a flow f arrives at the switch, the switch fetches the weight wi associated with that flow using the IP address of the flow and uses it to calculate the drop probability of the flow thereby differentiating flows from different tenants. For the flow f , the posterior probability from Step 2 is now recalculated using its associated weight wi and denoted by γ(f ). γ(f ) =



p(f |l) wi



(5)



(iv) Normalize γ(f ) in the range [0,1] and denote it by γ¯ (f ). (v) Probabilistically decide to drop the packet from flow f with the drop probability of γ¯ (f ). IV. P ERFORMANCE S TUDY A. Simulation Setting We setup the network topology as shown in Fig. 1 with m = 10 and bottleneck link capacity 100Mbps using Mininet1



TABLE I: Set of flows with increasing flow weights and their expected throughput.
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Flow ID Flow1 Flow2 Flow3 Flow4 Flow5



Source Rate (Mbps) 15 20 25 30 35



Flow Weight 1 2 3 4 5



Expected throughput (Mbps) 6.67 13.33 20 26.67 33.33
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TABLE II: Set of flows with decreasing flow weights and their expected throughput.



Flow1 Flow2 Flow3 Flow4 Flow5



Source Rate (Mbps) 15 20 25 30 35



Flow Weight 5 4 3 2 1



Expected throughput (Mbps) 15 20 25 26.6 13.4



with OpenVswitch (OVS)2 supporting OpenFlow v1.3. The OpenFlow switches S1 and S2 communicate to the SDN controller NOX3 through the OpenFlow protocol. We conduct the Bayesian based experiments with the value of α set to 0.3 discounting older observations of prior values faster. This estimation of α was concluded after analyzing all the possibilities of the weighting factor. 1) Performance metrics: We use the following three performance metrics to evaluate the proposed BASIS algorithm for proportional QoS in a Data center network. • Congestion window: In TCP, this value increases linearly until a packet loss is detected. Using the congestion window, the congestion between the sender and receiver is determined and hence a means to stop link overload. • Packet Drop Ratio: This is the ratio of the number of lost packets of a flow to the total number of packets sent. • Average throughput: This is the average throughput of a flow. The available bandwidth in a bottleneck link has to be proportionally shared among multiple flows so that expected throughput is realised for every flow. 2) Comparisons: We compare the performance of bandwidth sharing for the proposed BASIS with other existing QoS mechanisms as given below. • Rate-limiter (RL) • Priority Queues (PQ) In the PQ method, different queues have different priorities. Based on the weight chosen for that flow, the SDN controller assigns each flow to a queue with the respective priority. In the RL approach, whenever a flow arrives, based on the residual bandwidth available and the weight of the new flow, the controller recalculates the rate-limiter values and reallocates bandwidth for all the flows. We evaluate the performance of these approaches in comparison with BASIS using two scenarios as shown in Table I and Table II. The former describes a scenario of five flows with increasing source rates and increasing weights; i.e., Flow1 has the lowest priority and 1 ”Mininet,”
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Fig. 2: Increasing weight scenario: Congestion window behaviour for Bayesian based proportional bandwidth sharing. 1000 800 cwnd (segments)
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Fig. 3: Increasing weight scenario: Congestion window behaviour for rate-limiting based bandwidth sharing. Flow5 the highest. Whereas the latter presents a decreasing weight scenario with the same source rate as in the former. B. Analysis of Results 1) Increasing weight scenario: The Table I describes the increasing weight scenario. Here, Flow5 has the highest weight and hence the highest priority i.e. drop probability of a flow is inversely proportional to its weight. The expected throughput is calculated theoretically, i.e., the bottleneck link capacity is shared between the flows based on its weights capped by their source rates. For example, Flow5 shares one-third of the bottleneck link capacity (100 Mbps) which is 33.33 Mbps and Flow1 shares 1/15 of the bottleneck link capacity which is 6.67 Mbps. For Flow5, had the source rate been 30 Mbps, the expected throughput would have been capped by this source rate and the excess 3.33 Mbps will be shared by other flows based on their weights. We will see this capping on the source rate in the the next Section IV-B2. Fig. 2 and Fig. 3 show the congestion window plot for the increasing weights scenario using BASIS and RL respectively. It is observed that in Fig. 3, the congestion window for Flow1 and Flow2 repeatedly go to slow-start with MSS (Maximum Segment Size) of one and two. The RL mechanism drops consecutive packets from these low-priority flows, leading to timeouts. Consequently, the TCP flows switch from the stable congestion-avoidance phase to slow-start phase. The packet drop plot in Fig. 5 also supports this observation, where batches of packets are dropped in the 100-150s window. Obviously, such an approach that drops batches of packets is not just unnecessary, but also inefficient. Besides, when
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Fig. 4: Increasing weight scenario: Packets dropped for Bayesian based proportional bandwidth sharing.



Fig. 7: Increasing weight scenario: Comparing packet drops 1200
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Fig. 5: Increasing weight scenario: Packets dropped for ratelimiting based bandwidth sharing. 30 25



400 350



RL PQ BASIS Expected



20 15 10



140 160 Time (s)



180



200



Fig. 8: Decreasing weight scenario: Congestion window behaviour for Bayesian based proportional bandwidth sharing.
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Fig. 6: Increasing weight scenario: Throughput comparison.



Fig. 9: Decreasing weight scenario: Congestion window behaviour for rate-limiting based bandwidth sharing.



multiple packets are dropped, all the dropped packets have to be retransmitted; hence leading to inefficient use of the constrained bandwidth. With TCP, the source rate of a flow can be decreased even with a single packet drop. In BASIS, we drop packets randomly. Packets belonging to a flow are dropped probabilistically; and this is done in a proactive way, by estimating the contribution of flows towards the congestion that is building up. Fig. 4 demonstrates that only a few packets are dropped due to the Bayesian approach. The congestion window behaviour for the PQ is similar to the RL. But the congestion windows of flows never go to the initial window size; and continue in congestion-avoidance phase. The average throughput and the packet drop ratio of the approaches RL and the PQ based QoS mechanism are compared with BASIS in, Fig. 6 and Fig. 7, respectively. It is observed that the priority queue is not able to achieve the required throughput; particularly it over-penalizes the flows



with lower weight (or priority) as it has the least source rate. Whereas in the RL approach, since the accurate rates are set, it is able to achieve the required throughput as desired; but results in batches of packet drops as shown in Fig. 5 and Fig. 7. However the Bayesian based QoS mechanism achieves the desired throughput, with 96% lesser number of packet drops compared to the RL, and 94% lesser number of packet drops compared to the PQ. The RL approach has the inherent disadvantage—the rates need to be calculated as and when flows join or terminate, requiring the controller to communicate to the switches frequently. Also, while BASIS samples a single queue to provide proportional QoS, PQ requires multiple queues for flows with different priorities. 2) Decreasing weight scenario: We also evaluate our algorithm in a decreasing weight scenario as shown in Table II. In this scenario, with the same source rates, Flow1 has the highest weight (or priority) of five. Thus the Flow1 ideally shares one-
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SDN enabled Data center based on Bayesian Inference. The most interesting aspect of our solution is that it can be used to provide various bandwidth sharing solutions, such as fairqueueing, weighted fair queueing, and priority scheduling just by varying the flow weights and hence their drop probabilities. On the other hand, RL based on OpenFlow is not flexible as it does not allow an operator to implement many other QoS guaranteeing schemes. The results show that RL drops batches of packets upon congestion to provide proportional QoS guarantees, whereas our algorithm achieves the desired throughput by probabilistically dropping a packet of a flow that is more likely to congest the bottleneck link even before the event of congestion. The PQs on the other hand, drops packets when the queues are full and also does not guarantee the desired throughput. The proposed BASIS guarantees the desired throughput in SDN based Data centers with 97% lesser number of packet drops compared to RL and 96% lesser number of packet drops compared to PQ. Thus, BASIS delivers proportional QoS guarantees with lesser number of packet drops enabling better QoE to the end users.



0.2



VI. ACKNOWLEDGEMENT



Average throughput (Mbps)



30 RL PQ BASIS Expected



25 20 15 10 5 0



Flow1 Flow2 Flow3 Flow4 Flow5 Flows



Fig. 10: Decreasing weight scenario: Throughput comparison. Packet Drop Ratio (%)



1.4 RL PQ BASIS



1.2 1 0.8 0.6



0 Flow1 Flow2 Flow3 Flow4 Flow5 Flows



This research work was supported by MoE ACRF Tier 1 FRC Grant No: R-263-000-C04-112, NUS, Singapore.



Fig. 11: Decreasing weight scenario: Comparing packet drops.
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V. C ONCLUSIONS In this paper, we proposed an efficient algorithm, BASIS to provide proportional QoS guarantees to the tenants of a
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