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Abstract: Optical Burst Transport networks employ burst transmission in WDM ring architectures and are promising candidates for MANs. We investigate QoS differentiation in OBT, and compare its performance to IEEE 802.17 Resilient Packet Ring (RPR) Standard. 2006 Optical Society of America
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1. Introduction Large-scale deployment of WDM/SONET has increased the transmission capacity in metropolitan area networks (MANs). However, as point-to-point connections require each intermediate node to process data, the accumulated delay caused by multiple O/E/O conversions degrades performance in the optical link. The situation is further exacerbated with the need for dynamically allocating bandwidth, due to the advent of user-oriented applications such as real-time video, VoIP, online gaming, and wireless access. Some relief has been brought about by a WDM architecture based on Re-configurable Optical Add-Drop Muxes (ROADMs), whereby the ability to remotely provision a link by a network operator has reduced provisioning times from weeks to a matter of minutes. However, remote provisioning does not imply automatic, on-demand instantaneous bandwidth allocation in response to changes in traffic. An alternative approach to dynamic bandwidth allocation in the Internet core has been proposed via Optical Burst Switching (OBS) [1]. In OBS, the granularity of bandwidth allocation has been changed from lambda to lambda-time. Furthermore sub-lambda traffic grooming and packet aggregation into data bursts at the edge of the network enhance efficiency. An out-of-band control header is first sent to reserve resources and configure switches along the data path, following which the data burst is transmitted (with suitable offset time) and switched alloptically in a bufferless manner at each intermediate node. One of the main problems in OBS is that of burst contention, which arises when an incoming burst contends for resources allocated to one or more scheduled bursts. Due to the bufferless approach, burst contention results in burst loss. Several approaches have been proposed to minimize (but not eliminate) burst loss, and further, they depend on immature optical buffering techniques. With the intention to realize OBS in a real network, we have previously proposed the Optical Burst Transport (OBT) network, which is a scalable and cost-efficient solution for Metro rings [2]. OBT leverages the advantages of OBS and WDM rings, while using a token-based medium access scheme to resolve the OBS contention issue. Recently, we demonstrated the OBT protocol in a 3 node, 2.5 Gbps network testbed [3]. Furthermore, we have enhanced the OBT protocol with spatial reuse property to overcome the inefficiencies of token-based medium access, and also introduced an optical layer protection scheme specifically designed to reduce burst loss during a failure and provide SONET like resiliency [4]. In this paper, we introduce Quality-of-Service (QoS) differentiation in OBT and compare its features and performance to IEEE 802.17 Resilient Packet Ring (RPR), a recent standard for next generation MANs. 2. QoS in OBT QoS differentiation schemes can focus on providing different levels of quality to different Classes of Service (CoS), where the quality could be based on bandwidth guarantees, delay and jitter guarantees and/or loss guarantees. In OBS, the bandwidth guarantees are implicitly provided by supporting the loss guarantees, as the bursts travel from the source to the destinations in all-optical form [5]. Since burst loss is a major factor, OBS provides QoS to different CoS by providing different levels of burst loss. In OBT however, since bursts are never lost, QoS is
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provided by varying the levels of delay and jitter and by providing different bandwidth guarantees. In this regard, OBT is very similar to RPR (which also does not drop packets) and as a result, we borrow heavily from the RPR standard in defining the CoS to which QoS differentiation needs to be provided. Specifically, we define 3 CoS termed A, B and C. Class A is meant for high priority - low latency, low jitter traffic (real time), Class B for bounded jitter, near-real time traffic and Class C for best-effort transport. The RPR standard further divides Class A into A0 and A1 and Class B into B-CIR (committed information rate) and B-EIR (excess information rate). In RPR, where all packets are converted from optical to electronic form (O-E) for processing, QoS is provided by having rate controllers / traffic shapers at each node for each add queue (corresponding to a CoS), that limit and smooth the add traffic [6]. Also scheduling of frames from the add and transit traffic is performed such that priority is given to transit traffic (buffered in transit queues) over the add traffic. As shown in Fig. 1(a), single and dual transit queues can be implemented, with the latter giving more flexibility for QoS provisioning, as the transit traffic can now be divided into Primary (PTQ) and Secondary (STQ) queues. Lastly, each packet is converted back from electronic to optical form for transmission on the fiber link. It should be noted here that RPR is a standard that is designed for operation on a single wavelength and as such the maximum bandwidth is limited to the maximum bit rate possible on a single wavelength. On the other hand, in OBT, we provide QoS differentiation by taking advantage of the fact that OBT is inherently based on WDM as shown in Fig. 1(b). One wavelength is reserved for the out-of-band control signal, which is converted (O-E-O) at each node. The other wavelengths are used for data bursts and are transported directly from source to destination in a single hop by employing optical bypass at intermediate nodes. Each node maintains Virtual Output Queues (VOQ) for every other destination node in the network. Further, the VOQs are sub-divided into queues for the 3 different classes as in RPR. Note that the RPR standard leaves VOQ implementation as an option to vendors. The difference is that there are no transit queues in OBT as transit traffic is optically bypassed.



Fig. 1(a) Basic RPR Node structure



Fig. 1(b) OBT Node structure



Bandwidth guarantees are preallocated by provisioning as follows. Class A is reserved bandwidth at a lambda granularity (i.e. 1 or more wavelengths). The lambda is time shared among the nodes but the bandwidth is not reclaimable, i.e. if a node has no Class A traffic destined for the other nodes, it will simply release the token and not use it to send lower priority traffic. Class A allocation can be made more efficient by dividing into subclass A0 and A1, where in the latter case the reserved bandwidth is reclaimable. In this paper however, we ignore the A subclasses. Class B is allocated bandwidth at a sub-lambda granularity corresponding to the CIR and the line rate. For example, if the line rate is 10Gbps shared by 10 nodes, then the time average throughput per node is 1Gbps, even though the instantaneous bandwidth is the full 10Gbps. Then if the CIR is 500 Mbps, Class B is allocated half the predetermined MaxBurstSize. The MaxBurstSize is a parameter that depends on several factors as illustrated in [2]. The EIR is similarly a suitable fraction of the MaxBurstSize. Bandwidth allocated to B-CIR and B-EIR is reclaimable; i.e. if a node does not have enough Class B data to send, it can send Class C data instead. Bandwidth is not allocated for Class C, which is only sent on a sub-lambda opportunistic basis. Delay and jitter differentiation is implemented via different burst assembly algorithms for the different classes. Burst assembly for Class A traffic at a node is time based, for Class B it is length and time based and for Class C is length based. By requiring every node to send Class A traffic when the token for the wavelength reserved for Class A arrives, we bound the delay by the maximum round-trip time around the ring. Since Class B and C share the other wavelengths, we provide bounds in a unique way. When a token arrives for a wavelength designated to Class B and C, the scheduler checks to see if there is enough B and C data to meet the MaxBurstSize. If there is, then the burst is built up with priority given to Class B up to its CIR plus EIR fractions. The rest is filled up with Class C. If there is
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not enough traffic, then the scheduler checks to see if another parameter, defined as MaxRoundTrip has been met. The MaxRoundTrip parameter is applicable only to Class B-CIR traffic and is designed to put a bound on the delay for this class. If the number of roundtrips since the last time Class B data was transmitted is equal to MaxRoundTrip, then Class B data is transmitted up to the CIR fraction of the MaxBurstSize. In this way at lower loads, the Class B aggregation happens on a time basis, and at higher loads on a length basis, while Class C is solely on a length basis. 3. Simulation and Discussion We simulated the OBT QoS protocol and the results are presented in Fig. 2. The network comprises of 5 nodes with a total circumference of 200km. We use 3 wavelengths, 1 dedicated to the control channel at a bit-rate of 1.25 Gpbs, and the other 2 for data at 2.5 Gbps. One wavelength is reserved for Class A and the other is shared by Class B and C as described above. MaxBurstSize is 200kB, and MaxRoundTrip is 1. CIR and EIR are both 250 Mbps. Poisson traffic arrival has been used where the data packets take the form of Ethernet frames ranging from 64 to 1518 bytes. Fig. 2(a) shows the average delay performance of our QoS protocol under various network load conditions. Note that Class A and B remain bounded even under high load, while Class C experiences very high delays. Fig. 2(b) presents a 500ms snapshot of the burst delays from Node 1 to Node 3 under two load conditions. Class A has low latency and jitter, while Class B is bounded and Class C has unbounded high jitter. It is worthwhile to mention that the data presented here accounts for propagation as well as queuing delay before the burst enters the ring, unlike in [6] which shows propagation and queuing delay for RPR packets only after they have entered the ring and not the queuing delay in the add queues. Part of the reason is that in RPR there could be queuing delays at every intermediate node, while in OBT there is no queuing once the burst enters the ring, due to optical bypass. In fact, the traffic meant for bypass can be a significant portion (40-60%) of the overall traffic through the node. 20 18
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Fig. 2 (a) Overall Average Burst Delay vs. Network Load
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Fig 2(b) Burst Delay Node 1 to Node 3



4. Conclusion In this paper, we illustrate a simple QoS protocol for delay, jitter and bandwidth differentiation for three CoS in Optical Burst Transport networks. Simulation results show that we can guarantee bandwidths, while achieving tight bounds on delay and jitter for real time and near real time traffic. Thus we can provide QoS differentiation in OBT, it compares favorably to RPR QoS performance, and overall it is better suited to WDM based network architectures. 5. References [1] [2] [3] [4] [5] [6]
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