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Abstract Quantum transport processes in molecular systems, such as nonadiabatic electron transfer in proteins, can be treated as quantum relaxation processes in fluctuating environments. A thermally equilibrium environment can be conveniently modeled by a thermal bath of harmonic oscillators. The simplest two-state dissipative dynamics became popular within such a setting under the label of spin-boson model. An interesting and highly nontrivial physical situation emerges, however, when a charge transferring medium possesses nonequilibrium degrees of freedom which can strongly influence the transport process, or when a strong time-dependent electric field is externally applied. For example, long range electron transfer mediated by protein complexes in a biological cell membrane can be driven by nonequilibrium two-state conformational fluctuations induced by some related biochemical processes like ATP hydrolysis (chemically driven electron transfer). Accordingly, some parameter of underlying quantum subsystem, e.g., a tunneling coupling between the donor and acceptor states of transferring electron, or a corresponding energy difference between electronic states can acquire (within a spin-boson model description) an explicit time-dependence, become a stochastic process. We developed a general theoretical framework based on the approach of quantum master equations in strong external fields which allows one to investigate the influence of nonequilibrium fluctuations and periodic electrical fields on such and similar quantum transport processes in different systems of interest. A number of highly nontrivial, nonlinear and nonequilibrium features emerges due to the influence of nonequilibrium stochastic and periodic fields which violate the thermal detailed balance. This work reviews both the general theoretical approach and its particular implementations.
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Chapter 1 Introduction Dynamics of open quantum systems, i.e., quantum systems interacting with a dissipative environment, presents one of the fundamental problems in the nonequilibrium statistical physics. Moreover, this problem is also of prominent importance for many applications in physics, physical chemistry and physical biology. It can be exemplified by relaxation of a two-level quantum system coupled to the vibrational degrees of freedom of an environment. This latter problem acquired an immense popularity under the label of spin-boson problem [1–3]. Many physically totally different problems can be mathematically unified within such a formal description, e.g., the relaxation dynamics of a nuclear spin 1/2 in solids, the tunneling of defects in metals, the relaxation dynamics of atoms in optical cavities, to mention but only a few. Another important example is provided by the donor-acceptor electron transfer reactions in various molecular structures [4–8]. For spatially extended quasi-periodic molecular structures like those formed by protein α-helices [9, 10], or DNAs more quantum states are generally required to describe charge transfer processes. Here, a multi-state tunneling problem naturally emerges with the tight-binding model serving as one of simplest theoretical frameworks. The primary problem is to account for the influence of the environmental degrees of freedom on the quantum dynamics of interest. Many different approaches have been developed to handle this challenging problem. The fundamental methodology consists in separating the whole considered system into the two mutually interacting parts: the dynamical subsystem with a small number of degrees of freedom and a thermal bath represented by a huge number of degrees of freedom which are in the thermal equilibrium. A most general quantum-mechanical description is provided by the density operator of the whole system which depends both on the variables of the considered dynamical subsystem (relevant variables) and the variables of the thermal bath (irrelevant variables). The dynamical behavior of a small quantum subsystem is in the focus of interest with the thermalized, bath degrees of freedom
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serving as a source of randomness in the relevant dynamics. This randomness should be effectively eliminated from an averaged, course-grained description of the system of interest. A corresponding averaging procedure results in a contracted, reduced dynamics which generally entails memory effects, decoherence and dissipation. Different approaches have been developed within this general line of thinking. Within a variety of different approaches, the method of path integrals in real time [1, 2, 11–13] and the projection operator method [15–20] provide some of the most frequently used tools. The path integral approach gives a most natural connection of the dissipative quantum dynamics to both the classical dynamics and the stochastic processes. This approach is, however, technically somewhat tedious in applications. The projection operator method appeals by its generality and technical elegance. It allows one to obtain formally exact generalized master equations (GMEs) for the reduced density matrix in an economic way. However, by and large such exact GMEs cannot be analytically elaborated further without invoking some kind of a perturbation technique with accompanying approximations. For example, already a seemingly simple spin-boson model cannot be solved analytically exactly. The weak-coupling approximation of the system-bath coupling is one of the most useful and frequently used in practice. Moreover, a strong-coupling problem can sometimes be mapped onto a (different) weak-coupling problem in a canonically transformed basis of the whole system. The projection operator method, combined with appropriate canonical transformations improved by variational approaches, presents a powerful and general method of wide acceptance. This well-established methodology is, however, also rather demanding. It is also not easy to implement beyond simplest approximations on the level of practical implementations. A complementary popular methodology consists in modeling the thermal bath influence through a classical stochastic field which acts upon the considered dynamical system. Formally, this methodology corresponds to introduction of randomly fluctuating time-dependent forces in the Hamiltonian of considered quantum system [21–24] and finding subsequently the stochastically averaged evolution of the considered system which is governed by the stochastic Liouville-von-Neumann equation. This methodology is known under the label of stochastic Liouville equation (SLE) approach [23–30]. Due to a central limit theorem reasoning the classical random forces with Gaussian statistics are most frequently used in this kind of modeling. The Gaussian white noise serves here as a simplest implementation for the corresponding classical stochastic bath. It corresponds to a bath with an infinite spectrum of excitations. This model can be solved exactly in a number of cases [24,27,29–32]. All the thermal baths have, however, finite energy spectra. This circumstance gives rise to temporal autocorrelations in the bath generated classical stochastic fields. Gaussian Markov noise with the exponentially decaying temporal autocorrelations
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presents one of the simplest models of such colored noise [27, 33]. However, even in the simplest case of a two-state tunneling system this model cannot be solved exactly except for some limiting cases (see, e.g., in [34] for the Landau-Zener model with a stochastic modulation). One must invoke some approximations; e.g., in the case of a weakly colored Gaussian noise some kind of cumulant expansions [27,28,35] can be used. There exists but a different possibility. Continuous state noises can be approximated by noises with a large number of discrete states (e.g., by a discretization of a continuous diffusion process in a potential). The Markovian discrete state noises provide here a rather general framework for a formally exact stochastic averaging [23, 36, 37]. Moreover, the two-state Markovian noise (dichotomous noise) presents such simplest discrete noise case which allows for an exact study of simplest two-level quantum systems driven by it [38–44]. Furthermore, the multistate case of exciton transfer in molecular aggregates with many quasi-independent noise sources modeled by independent two-state Markovian noises is also quasi-analytically solvable, in a sense that it can be reduced to the solution of a system of linear differential equations with constant coefficients [45]. The discussed dichotomous noise can serve to model a quasi-spin 1/2 stochastic bath variable. In the case of electron transfer in molecular systems such quasi-spin stochastic variable can simulate, for example, the bistable fluctuations of a charged molecular group nearby the donor, or acceptor site, or the conformational fluctuations of a bistable molecular bridge. A well-known drawback of the SLE approach consists, however, in the asymptotic equipopulation of the energy levels of quantum system which occurs for arbitrary energy differences [27, 29, 30]. This means that the SLE approach corresponds formally to an infinite bath temperature; at least, the thermal energy kB T should be larger than a characteristic energy scale of the quantum system, e.g., larger than the energy width of the corresponding excitonic band. This corresponds to a hightemperature approximation [29, 30, 40, 45]. The reason for this intrinsic restriction is that the stochastic field unidirectionally drives the quantum system without getting modified by the system’s feedback (no back reaction). This drawback within the SLE approach requires some ad hoc corrections to enforce the correct thermal equilibrium [31, 46, 49]. Nevertheless, SLE approach remains very useful over the years in many applications, notably in the nuclear magnetic resonance (NMR) theory [29, 47], the theory of exciton transfer in molecular aggregates [29] and in the theory single-molecular spectroscopy [48]. A combined approach has been used in several works [49–51]. Initially, it was aimed to model the influence of relaxation processes in the thermal bath [49], or to account for non-Gaussian large-amplitude fluctuations of molecular charged groups [50]. However, it has been recognized that the addition of a classical noise
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to dissipative quantum dynamics generally violates the detailed balance symmetry at the environmental temperature [52]. Therefore, the stochastic field in such combined approach corresponds essentially to a nonequilibrium noise. It has been shown theoretically that a nonequilibrium non-Gaussian (e.g., two-state) noise can regulate the quantum transition rates by several orders of magnitude [50, 52–54]. Moreover, it can pump energy into the quantum system causing thereby various nonequilibrium and nonlinear effects such, for example, as a noise-induced enhancement of thermally assisted quantum tunneling [55], an inversion of populations in a two-level dissipative system [56], a noise-induced absolute negative mobility in quantum transport [57], and a fluctuation-induced transport of quantum particles within a tight-binding description [58]. From a thermodynamical perspective these nonequilibrium effects are due to a virtual presence of two heat baths of different nature: one having the temperature of environment T (modeled by a thermal bath of harmonic oscillators bilinearly coupled to the studied system), another one with a virtually infinite temperature Tσ = ∞ (stochastic bath). In this intuitive picture, a nonequilibrium stochastic field is expected to heat up the quantum-mechanical degrees of freedom causing all possible nonequilibrium effects. Dynamics of such quantum dissipative systems driven far from thermal equilibrium by nonequilibrium fluctuations is in the focus of present work. The situation here is similar in spirit to one in the physics of classical Brownian motors [59–63] (see, e.g., introductory reviews [64, 65] and Ref. [66] for a comprehensive review and further references). In essence, we have developed the following methodology and applied it to several simplest archetypal models of general interest. The nonequilibrium stochastic field is represented by an external time-varying classical field in the Hamiltonian of quantum system. This field is treated in avoiding further approximations until it remains practically possible. First, a formally exact generalized master equation is obtained which includes the external field both in the dynamical part and in the dissipative kernel of GME exactly. Subsequently, the dissipative kernel is expanded to the lowest, second order in the system-bath coupling. [In a properly canonically transformed basis this scheme allows one to study the opposite limit of strong dissipation/weak tunneling as well.] The overall procedure results in approximate generalized master equations for the reduced density matrix of the considered quantum system, where the external field is not only included exactly in the dynamical part, but it also modifies the dissipative kernel in a very profound way. Namely, the dissipative kernel becomes a retarded functional of the driving field. Thereby the field influence on quantum dynamics is taken rigorously into account within the given order of the system-bath coupling. A corresponding modification of the dissipative kernel becomes crucial in strong fields. It is responsible for the emergence of highly nontrivial effects described in this work.
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The developed approach allows one to treat stochastic and time-periodic fields on equal grounds to some extent. The influence of a time-periodic driving on the dissipative quantum dynamics has been investigated in Refs. [56, 67–71]. The relevant work has been done at the same time and in parallel to several other research groups elaborating similar [72–74], or different [75–78] approaches which reconcile in some approximations [3, 71, 79, 80]. The difference between the stochastic fields and the periodic fields enters our approach on the level of averaging of the corresponding field-driven generalized master equations. Here, generally, one must refer to some further approximations based on the separation of time scales of the external driving, the contracted quantum dynamics, and the decay of dissipative kernels in the generalized master equations. Nevertheless, in the case of dichotomous fluctuations this averaging can be done exactly without further approximations [55, 81, 82]. Spin-boson model driven by such dichotomous Markovian fluctuations presents one instance of general interest which has been studied in detail [55, 56, 69, 70, 82]. Infinite dissipative tight-binding model in the regime of incoherent tunneling hopping (strong dissipation) and weak tunneling, and the same model in the absence of dissipation present two other important instances where an exact averaging is possible for a broad class of stochastic and periodic processes. Some explicit examples are given in Ref. [58, 83, 84]. This work is structured as follows. Quantum dynamics in stochastic fields modeled by non-Markovian discrete state processes with uncorrelated jumps is considered in Chapter 2. Here, a formally exact averaging of the quantum evolution over the stationary realizations of such stochastic fields is provided. The general results are illustrated by a novel Laplace-transformed exact solution of averaged two-state quantum dynamics driven by a symmetric non-Markovian two-state field. The earlier results for a quantum two-state dynamics driven by dichotomous Markovian field are reproduced as a particular limiting case. This chapter contains also the results on averaging the Kubo oscillator, which are used in the following, as well as a mini-introduction into the projection operator formalism. The Chapter 3 outlines the general formalism of dissipative quantum dynamics in strong time-varying fields within the reduced density matrix approach. The corresponding weak-coupling generalized master equations and the generalized Redfield equations are presented there. These equations serve as a basis for subsequent applications. The Chapter 4 contains a simplest implementation of our general approach which manifests the origin and basic features of strongly nonequilibrium phenomena described in the subsequent chapters in more complex models. Stochastically and periodically driven spin-boson model is considered in Chapter 5. The Chapter 6 is devoted to the phenomenon of noise-induced absolute negative mobility in quantum transport and to dissipative quantum rectifiers. Concluding remarks are drown in the Chapter 7.



Chapter 2 Quantum dynamics in stochastic fields 2.1



Stochastic Liouville equation approach



ˆ Let us consider an arbitrary quantum system with the Hamilton operator H[ξ(t)] which depends parametrically on a classical stochastic process ξ(t). This process can take on either continuous or discrete number values. Accordingly, the Hamiltonian ˆ acquires randomly in time different operator values H[ξ(t)] ˆ H which generally do 0 ˆ ˆ not commute, [H[ξ(t)], H[ξ(t )]] 6= 0. The problem is to average the corresponding quantum dynamics in the Liouville space which is characterized by the Liouville-von-Neumann equation d ρ(t) = −iL[ξ(t)]ρ(t) dt



(2.1)



for the density operator ρ(t) over the realizations of noise ξ(t). L[ξ(t)] in Eq. (2.1) ˆ stands for the quantum Liouville superoperator, L[ξ(t)](·) = ~1 [H[ξ(t)], (·)]. In other words, one has to find the noise-averaged propagator hS(t0 + t, t0 )i = hT exp[−i



Z



t0 +t t0



L[ξ(τ )]dτ ]i,



(2.2)



where T denotes the time-ordering operator.



2.2



Non-Markovian vs. Markovian discrete state fluctuations



We specify this problem for a discrete state noise with N states ξi (cf. Fig. 2.1). The
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Figure 2.1: Typical trajectory of the considered process



noise is generally assumed to be a non-Markovian renewal process which is fully characterized by the set of transition probability densities ψij (τ ) for making transitions within the time interval [τ, τ + dτ ] from the state j to the state i. These probability densities must obviously be positive and obey the normalization conditions N Z X i=1



∞



ψij (τ )dτ = 1,



(2.3)



0



for all j = 1, 2, ..., N. The subsequent jumps are assumed to be mutually uncorrelated. The residence time distribution (RTD) ψj (τ ) in the state j reads obviously ψj (τ ) =



X i



ψij (τ ) = −



dΦj (τ ) . dt



(2.4)



The survival probability Φj (τ ) of the state j follows then as Φj (τ ) =



Z



∞



ψj (τ )dτ.



(2.5)



τ



This is the most general description used in the continuous time random walk (CTRW) theory [85–88]. Several particular descriptions used for such non-Markovian processes of the renewal type are worth to mention. The approach in Ref. [89] with the time-dependent



2.2 Non-Markovian vs. Markovian discrete state fluctuations
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aging rates kij (t) for the transitions from state j to state i corresponds to a particular choice XZ τ ψij (τ ) := kij (τ ) exp[− kij (t)dt]. (2.6) i



0



The Markovian case corresponds to time-independent transition rates kij (τ ) = const. Any deviation of ψij (τ ) from the strictly exponential form which yields a time-dependence of the transition rates kij (τ ) amounts to a non-Markovian behavior. Furthermore, the survival probability Φj (τ ) in the state j is given by Φj (τ ) = exp[−



N Z X i=1



τ



kij (t)dt]



(2.7)



0



within the time-dependent rate description and Eq. (2.6) can be recast as ψij (τ ) := kij (τ )Φj (τ ).



(2.8)



The introduction of time-dependent “aging” rates is one possible way to describe the non-Markovian effects. It is not unique. A different and a more general standpoint is to define [90]: ψij (τ ) := pij (τ )ψj (τ )



(2.9)



P with i pij (τ ) = 1. The interpretation is as follows. The process stays in a state j for a random time interval characterized by the probability density ψj (τ ). At the end of this time interval it jumps into another state i with a generally timedependent conditional probability pij (τ ). Evidently, any process of the considered type can be interpreted in this way. By equating Eq. (2.8) and Eq. (2.9) and taking into account ψj (τ ) := −dΦj (τ )/dτ one can see that the approach in Ref. [89] can be reduced to that in Ref. [90] with the time-dependent transition probabilities kij (τ ) pij (τ ) = P i kij (τ )



(2.10)



and with the non-exponential probability densities ψj (τ ) which follow as ψj (τ ) = Rτ P γj (τ ) exp[− 0 γj (t)dt] with γj (τ ) := i kij (τ ). The description of non-Markovian effects with the time-dependent transition probabilities pij (τ ), is rather difficult to deduce from the sample trajectories of an experimentally observed random process ξ(t). In view of Eq. (2.10) the same is valid for the concept of time-dependent rates. These rates cannot be measured directly from the sample trajectories. On the contrary, the RTD ψj (τ ) and the timeindependent pij (with pii := 0) can routinely be deduced from sample trajectories
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measured, say, in a single-molecular experiment. Fig. 2.1 makes these assertions almost obvious. The study of the statistics of the residence time-intervals allows one to obtain the corresponding probability densities ψj (τ ) and, hence, the survival probabilities Φj (τ ). Furthermore, the statistics of the transitions from one state into all other states allows one to obtain the corresponding pij . The interpretation of experimental data in terms of rates kij (τ ) can, however, be readily given as kij (τ ) = −pij



d ln[Φj (τ )] , dτ



(2.11)



if one wishes to use this particular language to describe the non-Markovian effects. Moreover, the description with constant pij provides a consistent way to construct the stationary realizations of ξ(t) and hence to find the quantum evolution averaged correspondingly [91].



2.3



Noise-averaging of quantum propagator: stationary vs. nonstationary procedure



The task of performing the noise-averaging of the quantum dynamics in Eq. (2.2) can be solved exactly due the piecewise constant character of the noise ξ(t) [23, 37]. Indeed, let us consider the time-interval [t0 , t] and to take a frozen realization of ξ(t) assuming k switching events within this time-interval at the time-instants ti , t0 < t1 < t2 < ... < tk < t.



(2.12)



Correspondingly, the noise takes on the values ξj0 , ξj1 , ..., ξjk in the time sequel. Then, the propagator S(t, t0 ) reads S(t, t0 ) = e−iL[ξjk ](t−tk ) e−iL[ξjk−1 ](tk −tk−1 ) ...e−iL[ξj0 ](t1 −t0 ) .



(2.13)



Let us assume further that the process ξ(t) has been prepared in the state j0 at t0 . Then, the corresponding k−times probability density for such noise realization is Pk (ξjk , tk ; ξjk−1 , tk−1 ; ...; ξj1 , t1 |ξj0 , t0 ) = Φjk (t − tk )ψjk jk−1 (tk − tk−1 )...ψj1 j0 (t1 − t0 )



(2.14)



for k 6= 0 and P0 (ξj0 , t0 ) = Φj0 (t−t0 ) for k = 0. In order to obtain the noise-averaged propagator hS(t|t0 , j0 )i conditioned on such nonstationary initial noise preparation in the state j0 one has to average (2.13) with the probability measure in (2.14) (for k = 0, ∞). This task can be easily done formally by use of the Laplace-transform
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R∞ ˜ [denoted in the following as A(s) := 0 exp(−sτ )A(τ )dτ for any time-dependent R ˜ 0 , j0 )i = ∞ exp(−sτ )hS(t0 + τ |t0 , j0 )idτ reads quantity A(τ )]. The result for hS(s|t 0 ˜ 0 , j0 )i = hS(s|t



 X −1 ˜ ˜ A(s)[I − B(s)] , i



ij0



˜ ˜ where the matrix operators A(s) and B(s) reads in components Z ∞ ˜ Akl (s) := δkl Φl (τ )e−(s+iL[ξl])τ dτ,



(2.15)



(2.16)



0



and ˜kl (s) := B



Z



∞



ψkl (τ )e−(s+iL[ξl ])τ dτ ,



(2.17)



0



correspondingly, and I is the unity matrix. To obtain the stationary noise averaging it necessary to average (2.15) over the stationary initial probabilities pst j . The averaging over the initial distribution alone is, however, not sufficient to arrive at the stationary noise-averaging in the case of non-Markovian processes since the noise realizations constructed in the way just described remain still not stationary. This principal problem is originated from the following fact. By preparing the quantum system at t0 = 0 in a nonequilibrium state ρ(0), the noise will be picked up at random in some initial state ξj with the probability pst j (stationary noise). However, every time when we will repeat the preparation of quantum system in its initial state, the noise will already occupy a (random) state ξj for some unknown and random time interval τj∗ (setting a clock at t0 = 0 is initial for quantum system, but not for the noise which is assumed to start in the infinite past, cf. Fig. 2.1, where ξj = ξ1 at t0 = 0). Therefore, in a stationary setting a proper conditioning on and averaging over this unknown time τj∗ is necessary. The corresponding procedure implies that the mean residence time hτj i is finite, hτj i = 6 ∞, and yields a different residence time distribution for the (0) (0) initial noise state, ψj (τ ). Namely, ψj (τ ) = Φj (τ )/hτj i [92]. Only for Markovian (0) processes where Φj (τ ) is strictly exponential1 , ψj (τ ) coincides with ψj (τ ). With (0) ψj (τ ) instead of ψj (τ ) for the first sojourn in the corresponding state and for the time-independent pij , the noise realizations become stationary [91–93]. The corresponding expression for the quantum propagator averaged over such stationary 1



This observation can be rationalized as follows. Let us consider a sojourn in the state j characterized by the survival probability Φj (τ ). The corresponding residence time interval [0, τ ] can be arbitrarily divided into two pieces [0, τ1 ] and [τ1 , τ ]. If no memory effects are present, then Φj (τ ) = Φj (τ − τ1 )Φj (τ1 ). The only nontrivial solution of this latter functional equation which decays in time reads Φj (τ ) = exp(−γj τ ), with γj > 0.
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noise realizations has been obtained in Ref. [91], cf. Eqs. (25), (29) there. In a slightly modified form it reads ˜ ˜ hS(s)i = hS(s)i static −



X ij



−1 ˜ ˜ ˜ ˜ C(s) − A(s)[I − P D(s)] P A(s)



 pst j , ij hτj i



(2.18)



˜ where hS(s)i static is the Laplace-transform of the statically averaged Liouville propagator X e−iL[ξk ]τ pst (2.19) hS(τ )istatic := k, k



pst j = limt→∞ pj (t) are the stationary probabilities which are determined by a system of linear algebraic equations [91, 93], X pst pst j = pjn n , hτj i hτn i n



(2.20)



and P is the matrix of transition probabilities pij (“scattering matrix” of the random ˜ ˜ process ξ(t)). Furthermore, the auxiliary matrix operators C(s) and D(s) in (2.18) read in components: Z ∞ Z τ −(s+iL[ξ ])τ l e Φl (τ 0 )dτ 0 dτ (2.21) C˜kl (s) := δkl 0



0



and ˜ kl (s) := δkl D



Z



∞



ψl (τ )e−(s+iL[ξl ])τ dτ .



(2.22)



0



The very same averaging procedure can be applied to any system of linear stochastic differential equations (with the fixed initial vector ρ(0)) instead of the operator equation (2.1).



2.3.1



Kubo oscillator



A very important application of this general result is the averaging of Kubo oscillator [36, 87] ˙ Φ(t) = i[ξ(t)]Φ(t) .



(2.23)



This particular problem appears in the theory of optical line shapes, in the nuclear magnetic resonance and related areas [21, 36], and in the single molecular spectroscopy [48]. It appears also naturally within our approach, see below, where Φ(t)
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corresponds to a diagonal matrix element of the evolution operator of quantum system with fluctuating eigenenergies. In the context of the stochastic theory of spectral line shapes [21, 36, 48], [ξ(t)] in Eq. (2.23) corresponds to a stochastically modulated frequency of quantum transitions between the levels of a “two-state atom”, or between the eigenstates of a spin 1/2 which are caused by the action of a resonant laser, or magnetic field, respectively. The spectral line shape is determined through the corresponding stochastically averaged propagator of Kubo oscillator as [36] I(ω) =



1 ˜ lim Re[S(−iω + η)] . π η→+0



(2.24)



Note that the limit η → +0 in Eq. (2.24) is necessary for the regularization of the corresponding integral in the quasi-static limit hτj i → ∞. By identifying L[ξk ] with −k in Eq. (2.18) we obtain after some algebra X 1 − ψ˜k (s − ik ) pst pst k k − (2.25) 2 s − i (s − i ) hτ k k ki k k  X 1 − ψ˜l (s − il )  1 − ψ˜n (s − in ) pst 1 n + pmn ˜ s − i lm s − i hτ I − P D(s) l n ni n,l,m



˜ hS(s)i =



X



˜ nm (s) = δnm ψ˜m (s − im ). The corresponding line shape follow immediately with D from Eq. (2.25) by virtue of Eq. (2.24). This result presents a non-Markovian generalization of the earlier result by Kubo [36] for arbitrary N-state discrete Markovian processes. The generalization consists in allowing for arbitrary non-exponential RTDs ψk (τ ), or, equivalently, in accordance with Eq. (2.11) for time-dependent transition rates kij (τ ). This generalization was obtained first in Ref. [91] for a P particular case, pst j = hτj i/ k hτk i, which corresponds to an ergodic process with uniform mixing (i.e., in a long time run each state j is visited equally often) and presents one of important results. Let us further apply this result to the case of two-state non-Markovian noise with p12 = p21 = 1 and pst 1,2 = hτ1,2 i/[hτ1 i + hτ2 i]. Then, Eq. (2.25) yields after some simplifications: ˜ hS(s)i = ×



(1 − 2 )2 hτk i 1 + s − ik hτ1 i + hτ2 i (hτ1 i + hτ2 i)(s − i1 )2 (s − i2 )2 k=1,2 X



[1 − ψ˜1 (s − i1 )][1 − ψ˜2 (s − i2 )] . 1 − ψ˜1 (s − i1 )ψ˜2 (s − i2 )



(2.26)



With (2.26) in (2.24) one obtains the result for the corresponding spectral line shape which is equivalent to one obtained recently in Ref. [94] using a different method. It is reproduced within our treatment as a particular two-state limiting case. Moreover,
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in the simplest case of Markovian two-state fluctuations with ψ˜1,2 (s) = 1/(1+hτ1,2is) and with zero mean, hξ(t)i = hτ1 i1 + hτ2 i2 = 0, this result simplifies further to ˜ hS(s)i =



s2



s + 2χ . + 2χs + σ 2



(2.27)



p p In (2.27), σ = hξ 2 (t)i = |2 − 1 | hτ1 ihτ2 i/(hτ1 i + hτ2 i) is the root mean squared (rms) amplitude of fluctuations. Moreover, χ = ν/2 + iσ sinh(b/2) is a complex frequency parameter, where ν = 1/hτ1 i + 1/hτ2i is the inverse of the autocorrelation time of the considered process 2 which has the autocorrelation function hξ(t)ξ(t0)i = σ 2 exp(−ν|t − t0 |). Furthermore, b = ln(hτ1 i/hτ2 i) = ln |2 /1 | is an asymmetry parameter. The spectral line shape corresponding to (2.27) has been first obtained by Kubo [36]. It reads [36, 52], I(ω) =



1 σ2ν . π (ω + 1 )2 (ω + 2 )2 + ω 2 ν 2



(2.28)



Moreover, the expression (2.27) can be readily inverted to the time domain. It is very important that the corresponding averaged propagator hS(t)i of Kubo oscillator [58], i h p p χ (2.29) hS(t)i = e−χt cos( σ 2 − χ2 t) + p sin( σ 2 − χ2 t) , σ 2 − χ2



is complex when the process ξ(t) is asymmetric, b 6= 0. This correlates with the asymmetry of the corresponding spectral line shape, I(−ω) 6= I(ω). Derived in a different form [95] (for a two-state Markovian process with a nonzero mean and in totally different notations) an expression equivalent to (2.29) is used in the theory of single-molecular spectroscopy [95–97]. For symmetric dichotomous process (with b = 0) Eq. (2.29) reduces to the expression (6.10) (with ω0 = 0) in Ref. [35].



2.3.2



Averaged dynamics of two-state quantum systems driven by two-state stochastic fields



The just outlined non-Markovian stochastic theory of quantum relaxation can be exemplified by a two-state quantum system, 1 H(t) = E1 |1ih1| + E2 |2ih2| + ~ξ(t)(|1ih2| + |2ih1|), 2



(2.30)



under the influence of a two-state non-Markovian stochastic field ξ(t) = ±∆ with equal RTDs, ψ1 (τ ) = ψ2 (τ ) = ψ(τ ). This stochastic field causes (dipole) transitions between two states, |1i and |2i, and is zero on average. 2



Note that throughout this work ν is the inverse of the autocorrelation time. It is equal to the sum of two rates.
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The considered simple model is very rich indeed. In particular, it allows one to study the problem of quantum decoherence of a two-state atom under the influence of two-state “1/f α ” noises exhibiting long range time-correlations with a power law decay [98, 99]. This presents an important problem of general interest. It is also of current interest in the context of solid state quantum computing. It is convenient to express the Hamiltonian (2.30) in terms of Pauli matrices, σ ˆz := |1ih1| − |2ih2|, ˆ σ ˆx := |1ih2| + |2ih1|, σˆy := i(|2ih1| − |1ih2|) and the unity matrix I, 1 1 1 ˆ H(t) = ~0 σ ˆz + ~ξ(t)ˆ σx + (E1 + E2 )I, 2 2 2



(2.31)



where 0 = (E1 − E2 )/~. Then, the dynamics of the density matrix of the quantum P σi ] in terms of two-state quantum system can be given as ρ(t) = 21 [Iˆ + i=x,y,z σi (t)ˆ a classical spin dynamics (with components σi (t) = Tr(ρ(t)ˆ σi )) in a magnetic field. This latter one occurs on a Bloch sphere of unity radius (i.e., the (scaled) magnetic moment is conserved 3 , |~σ (t)| = 1). It reads, σ˙ x (t) = −0 σy (t),



σ˙ y (t) = 0 σx (t) − ξ(t)σz (t),



(2.32)



σ˙ z (t) = ξ(t)σy (t) .



The above outlined theory can readily be applied to the averaging of 3-dimensional system of linear differential equations (2.32) over the stationary realizations of ξ(t). After some algebra, the following result is obtained for the Laplace-transformed averaged difference of populations hσz (t)i = hρ11 (t)i−hρ22 (t)i with the initial condition σz (0) = 1, σx,y (0) = 0 (i.e., the state “1” is populated initially with the probability one): h˜ σz (s)i =



s2 + 20 2∆2 A˜zz (s) , − ˜zz (s) s(s2 + Ω2 ) τ s2 (s2 + Ω2 )2 B



(2.33)



where 2 ˜ ˜ + iΩ)ψ(s ˜ − iΩ)) A˜zz (s) = 20 [1 − ψ(s)]{(Ω − s2 )(1 − ψ(s ˜ + iΩ) − ψ(s ˜ − iΩ)]} − 2iΩ s [ψ(s



˜ ˜ + iΩ)][1 − ψ(s ˜ − iΩ)], − ∆2 s2 [1 + ψ(s)][1 − ψ(s ˜ ˜ + iΩ)][1 + ψ(s ˜ − iΩ)] ˜zz (s) = 2 [1 − ψ(s)][1 B + ψ(s 0 ˜ ˜ + iΩ)ψ(s ˜ − iΩ)), + ∆2 [1 + ψ(s)](1 − ψ(s 3



(2.34)



This means that each and every stochastic trajectory runs on the Bloch sphere. The averaged Bloch vector h~σ (t)i is, however, contracted |h~σ (t)i| ≤ 1, since hσi (t)i2 ≤ hσi2 (t)i. Thus, the averaged density matrix hρ(t)i is positively defined in the considered model always, cf. [35], independently of a particular model used for the stochastic driving ξ(t).
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p and Ω := 20 + ∆2 . Furthermore, τ is the mean residence time between the field’s alternations. Note that for the considered initial condition, hσx (t)i = hσy (t)i = 0 for all times. For 0 = 0 the result in (2.33)-(2.34) reduces to one for Kubo oscillator ˜ = 1/(1 + τ s), (2.26) with identical ψ1,2 (τ ). Moreover, for the Markovian case, ψ(s) it reproduces the result for the averaged populations h˜ ρ11 (s)i = (1/s + h˜ σz (s)i)/2 and h˜ ρ22 (s)i = (1/s − h˜ σz (s)i)/2 in [38, 39]. Namely, s2 + 2νs + ν 2 + 20 h˜ σz (s)i = 3 , s + 2νs2 + (∆2 + 20 + ν 2 )s + ∆2 ν



(2.35)



where ν = 2/τ is the inverse autocorrelation time. The same result (2.35) can also be reduced from a more general solution for the Markovian case with an asymmetric field of non-zero mean [42]. It possesses several remarkable features. First, the asymptotic difference of populations is zero, hσz (∞)i = lims→0(sh˜ σz (s)i) = 0. In other words, the steady state populations of both energy levels are equal to 1/2, independently of the energy difference ~0 . One can interpret this result in terms of a “temperature” Tσ of the (quasi-)spin system. It is formally introduced assuming an asymptotic distribution of the Boltzmann-Gibbs form, hρnn (∞)i = P exp[−En /kB Tσ ]/ n exp[−En /kB Tσ ]. Then4 , Tσ :=



kB ln



~  0



hρ22 (∞)i hρ11 (∞)i







(2.36)



for two-level systems. In accord with this definition, the fact of equal asymptotic populations, hρ22 (∞)i = hρ11 (∞)i = 1/2 can be interpreted in terms of an infinite temperature Tσ = ∞. This is a general point. Stochastic bath corresponds to a virtually infinite temperature [29, 30]. For this reason, such stochastic approach to describe relaxation processes in quantum systems is suitable for sufficiently high temperatures kB T  ~|0 | only, if the aim was to model an environment at the thermal equilibrium [29, 30]. The asymmetry of stochastic perturbations does not change this important conclusion, see in [42]. Second, the relaxation to the steady state can be either coherent, or incoherent, depending on the noise strength and the autocorrelation time. In particular, an approximate analytical expression for the rate k of incoherent relaxation, hρ11 (t)i = [1 + exp(−kt)]/2, has been obtained in a limit of small Kubo numbers, K := ∆/ν  1, which corresponds to a weakly colored noise [35, 37] [38, 39, 42]. This analytical result reads k= 4



∆2 ν ν 2 + 20



(2.37)



This is a standard definition of the temperature of a spin subsystem in nuclear magnetic resonance and similar areas [47]. It is used also to introduce the parlance of negative temperatures.
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and shows a resonance feature versus ν at ν = 0 . Similar resonance feature is known also in the theory of nuclear magnetic resonance for a weakly colored Gaussian noise [47]. Note that in [42] (see Eq. (23) therein with a corresponding rms of fluctuations instead of ∆) this remarkable result has been obtained for asymmetric fluctuations of tunneling coupling with a non-vanishing mean value hξ(t)i = 6 0. This corresponds to a quantum particle transfer between two sites of localization separated by a fluctuating tunneling barrier. Similar problem with the inclusion of dissipation has been elaborated in [55] within a stochastically driven spin-boson model. Another important solution is obtained for h˜ σx (s)i with the initial condition σx (0) = 1. It reads, 2∆2 20 Ω2 A˜xx (s) s2 + ∆2 − , (2.38) h˜ σx (s)i = ˜xx (s) s(s2 + Ω2 ) τ s2 (s2 + Ω2 )2 B where ˜ ˜ + iΩ)][1 − ψ(s ˜ − iΩ)], A˜xx (s) = [1 − ψ(s)][1 − ψ(s ˜ ˜ + iΩ)][1 − ψ(s ˜ − iΩ)] ˜xx (s) = 20 [1 + ψ(s)][1 B − ψ(s ˜ ˜ + iΩ)ψ(s ˜ − iΩ)). + ∆2 [1 − ψ(s)](1 − ψ(s



(2.39)



The importance of the solution (2.38) is due to the following fact. In a rotated quasi-spin basis, σ ˆx → σ ˆz , σ ˆz → σ ˆx , σ ˆy → σ ˆy , the considered problem becomes mathematically equivalent to the problem of delocalization of a quantum particle in a symmetric dimer with the tunneling coupling 0 under the influence of a dichotomously fluctuating energy bias ξ(t). Therefore, it describes a delocalization dynamics and, in particular, allows one to determine whether this dynamics is coherent or incoherent, depending on the noise parameters. For the Markovian case Eq. (2.38) reduces to 5 h˜ σx (s)i =



s2 + νs + ∆2 . s3 + νs2 + (∆2 + 20 )s + 20 ν



(2.40)



Note that the denominators in Eq. (2.35) and Eq. (2.40) are different6 . In a more general case of asymmetric Markovian noise, the corresponding denominator is actually a polynomial of 6th order in s, see in [42]. In the considered case of symmetric 5



The corresponding dynamics also shows a resonance feature against ν in a certain limit [44]. A remarkable feature is, however, that the both corresponding secular cubic equations have the same discriminant, D(∆, ν, 0 ) = 0, separating domains of complex and real roots. Hence, the transition from a coherent relaxation (complex roots are present) to an incoherent relaxation (real roots only) occurs at the same values of noise parameters, independently of the initial conditions. The corresponding phase diagram separating regimes of coherent and incoherent relaxation (judging from the above criterion) has been found in [44]. It must be however remembered that the weights of the corresponding exponentials are also important for the character of relaxation process. These weights depend strongly on the initial conditions. 6
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noise it factorizes into the product of two different polynomials of 3d order, those in the denominators of Eq. (2.35) and Eq. (2.40). Thus, for a general initial condition the relaxation of a two-level quantum system in a two-state Markovian field can be 6th-exponential. As a matter of fact, this seemingly simple, exactly solvable model can exhibit an unexpectedly complex behavior even in the simplest Markovian case of a colored noise driving. However, for certain initial conditions the general solution being a fraction of two polynomials of s can be simplified (reduced) further, in particular, to the result in Eq. (2.35) and Eq. (2.40). In a general case of non-Markovian noise, the analytical solutions in Eqs. (2.33) and (2.38) can be inverted to the time domain numerically with some reliable numerical procedures available [100].



2.4



Projection operator method: an introduction



Before proceeding with the effects of quantum dissipation, we shall introduce following Ref. [101] the projection operator technique with an example which is very important in itself. For this goal, let us consider a somewhat more general dynamics than (2.32),     σ˙ x (t) 0 −(t) 0 σx (t) ~σ (t) ˆ σ (t),(2.41) :=  σ˙ y (t)  =  (t) 0 −∆(t)   σy (t)  := B(t)~ dt σ˙ z (t) 0 ∆(t) 0 σz (t) 



and ask the question: How to obtain a single closed equation for the evolution of σz (t) without any approximation, for arbitrary time-dependence of the parameters governing the dynamics? The use of a projection operator method provides an elegant way to solve this problem [101]. The key idea is to project the whole space dynamics onto its corresponding subspace of the reduced dimensionality using a projection operator P with the idempotent property P 2 = P. In the present case, the choice of the projection operator is natural, 



   σx (t) 0 P  σy (t)  =  0  := ~σ0 (t) . σz (t) σz (t)



(2.42)



The use of such projection operator allows one to split identically the whole dynamics into the “relevant” (i.e., that of interest), ~σ0 (t), and “irrelevant”, ~µ(t), parts correspondingly, ~σ (t) ≡ P~σ (t) + (1 − P)~σ (t) := ~σ0 (t) + ~µ(t) by applying P and 1 − P (complementary projection operator) to Eq. (2.41). From the system of two
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coupled linear equations for ~σ0 (t) and ~µ(t), d~σ0 (t) ˆ σ0 (t) + P B(t)~ ˆ µ(t), = P B(t)~ dt d~µ(t) ˆ σ0 (t) + (1 − P)B(t)~ ˆ µ(t), = (1 − P)B(t)~ dt



(2.43)



a single integro-differential equation for ~σ0 (t) can readily be derived: d~σ0 (t) ˆ σ0 (t) = P B(t)~ dt Z t  Z t ˆ ˆ ) (1 − P)B(t ˆ 0 )~σ0 (t0 )dt0 + P B(t)T exp dτ (1 − P)B(τ 0 0  Z t t ˆ ˆ dτ (1 − P)B(τ ) ~µ(0) . (2.44) + P B(t)T exp 0



Finally, the exponential matrix operations in (2.44) can be done to the end, without any approximation. This takes time and yields the required single exact closed equation7 for σz (t) [101], Z t σ˙ z (t) = − ∆(t)∆(t0 ) cos[ζ(t, t0)]σz (t0 )dt0 0



+ ∆(t) sin[ζ(t, 0)]σx (0) + ∆(t) cos[ζ(t, 0)]σy (0) . In Eq. (2.45), a time-dependent phase Z t 0 ζ(t, t ) = (τ )dτ



(2.45)



(2.46)



t0



is introduced which is a functional of the time-varying parameter (t). Most remarkably, the projection of the entire dynamics onto the some subspace generally entails memory effects. In other words, a nonlocality in time emerges for the reduced space dynamics. Moreover, the dependence on the initial conditions in the excluded subspace is also generally present.
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Within the path-integral approach, the same equation can be derived from a non-interacting blip approximation (NIBA) result of the dissipative spin-boson model [2, 102] by putting formally there the strength of the system-bath coupling to zero. Astonishingly enough, NIBA turns out to be exact in the singular limit of zero-dissipation [2].



Chapter 3 Dissipative quantum dynamics in strong time-dependent fields 3.1



General formalism



Let us consider an arbitrary N-level quantum system which is characterized by a time-dependent Hamilton operator HS (t) and interacts with a thermal bath characterized by a Hamilton operator HB . The system-bath interaction can also in general be time-dependent. It is characterized by a Hamilton operator VSB (t) which depends both on the variables of considered system and on the thermal bath variables. The total Hamiltonian H(t) reads H(t) = HS (t) + VSB (t) + HB .



(3.1)



The dynamics of the density operator ρ(t) of the whole system is governed by the corresponding Liouville-von-Neumann equation, cf. Eq. (2.1). Furthermore, the reduced density operator of interest is obtained by taking a partial trace of ρ(t) over the bath variables, i.e. ρS (t) = TrB ρ(t). The average < A > of any operator A which depends on the variables of the system of interest only can obviously be calculated as the corresponding trace over the system variables, < A >= TrS (ρS (t)A). Thus, such reduced density operator ρS (t) contains all the necessary information required to describe the time-evolution of the system of interest. The task is to obtain a closed equation of motion for ρS (t). It can be solved by applying to ρ(t) a properly chosen projection operator Π, which projects the whole dynamics onto the subspace of the considered quantum system excluding the bath variables, i.e. ρS (t) = Πρ(t). A proper choice for the projection operator with the idempotent property, Π2 = Π, is Π := ρB TrB [15–17], where ρB = exp(−βHB )/ZB is the equilibrium density operator of the bath; ZB = TrB exp(−βHB ) is the corresponding statistical sum, and β = 1/(kB T ) is the inverse temperature. Then, ρ(t) can identically be splited
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as ρ(t) ≡ ρB ⊗ ρS (t) + η(t), where η(t) = Qρ(t) represents a cross-correlation term. Moreover, Q := 1 − Π is the complementary projection operator with the properties QΠ = ΠQ = 0, Q2 = Q. By applying Π and Q to the Liouville-von-Neumann equation for ρ(t), the two coupled linear operator equations for ρS (t) and η(t) can be obtained which yield a single closed equation for ρS (t) after eliminating the η(t) variable. The exact equation for the reduced density operator, thus obtained, reads Z t ρ˙S (t) = −iLS (t)ρS (t) − Γ(t, t0 )ρS (t0 )dt0 + I0 (t), (3.2) 0



where Γ(t, t0 ) = TrB [LSB (t)SS+B (t, t0 )QLSB (t0 )ρB ] is the memory kernel. In Eq. (3.3), Z t 0 SS+B (t, t ) = T exp{−i [LS (τ ) + LB + QLSB (τ )]dτ }



(3.3)



(3.4)



t0



˜ S (t), (·)]/~, LB (·) = is a Liouville evolution operator. Furthermore, LS (t)(·) = [H [HB , (·)]/~, LSB (t)(·) = [V˜SB (t), (·)]/~ are the corresponding Liouville operators, ˜ S (t) := HS (t)+ < VSB (t) >B is the renormalizated Hamiltonian of the where H dynamical system and V˜SB (t) := VSB (t)− < VSB (t) >B is the correspondingly redefined system-bath coupling 1 . Moreover, I0 (t) in Eq. (3.2) I0 (t) = −iTrB (LSB (t)SS+B (t, 0)µ(0))



(3.5)



is the initial correlation term. Note that the GME (3.2)-(3.5) is still exact in the subspace of the quantum system for a quantum evolution started at t0 = 0, i.e. no approximations have been made so far [19, 20, 103]. Generally, a reduced quantum evolution contains some dependence on the initial conditions µ(0) in the excluded subspace. However, for a factorized (uncorrelated) initial preparation ρ(0) = ρB ⊗ ρS (0) (µ(0) = 0) the initial correlation term vanishes identically, I0 (t) = 0. This standard class of initial preparations is assumed in the following. 1



This is a very important point. The generalized quantum thermal forces acting on the system from the bath side should be unbiased on average. This means that the thermal average < ... >B := TrB (ρB ...) of a properly defined system-bath coupling, < V˜SB (t) >B := TrB (ρB V˜SB (t)), should be zero, i.e. < V˜SB (t) >B = 0. For this reason, the systematic, mean-field like contribution < VSB (t) >B of the thermal “force” should be separated from the very beginning and included in ˜ S (t) without change of the Hamiltonian of the whole system. Obviously, this can always been H done. Such trivial renormalization is always assumed in the following (with “tilde” omitted when applicable).
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3.1.1



Weak-coupling approximation



In the second order approximation with respect to the system-bath coupling VSB (t) (weak-coupling limit) one has to put LSB (t) → 0 in SS+B (t, t0 ), Eq. (3.4). MoreP over, let us assume a factorized form of the coupling VSB (t) = 21 α κα (t)ˆ γα ξˆα + h.c. where γˆα are the system operators, ξˆα are the bath operators, and κα (t) are coupling strength functions. The complete set γˆα is assumed to be closed under the P commutation relations [ˆ γα , γˆβ ] = ˆδ with αβδ being some structural conδ αβδ γ stants defining a corresponding Lie algebra with generators γˆα . The Hamiltonian P γα + h.c. in the HS (t) is represented as a linear superposition HS (t) = 21 α bα (t)ˆ corresponding algebra. For N-level quantum systems the following set of basic operators with obvious commutation relations is very convenient in use. It is given by the operators γˆnm := |nihm| with ket-vectors |ni providing an orthonormal vector basis, hn|mi = δnm , in the corresponding Hilbert space of N-level quantum system. The representation of the system Hamiltonian in the corresponding basis reads X HS (t) = Hnm (t)ˆ γnm , (3.6) nm



∗ with Hnm (t) = Hmn (t). It is evident that any quantum system with a discrete number of states can be represented in this way. The system-bath coupling can be chosen in the form X VSB (t) = κnm (t)ˆ γnm ξˆnm , (3.7) nm



† with κmn (t) = κ∗nm (t) and ξˆmn = ξˆnm . Moreover, the dissipative operator kernel in Eq. (3.2) in the given approximation reads n h i X Γ(t, t0 )(·) = κnn0 (t)κmm0 (t0 ) Knn0 mm0 (t − t0 ) γˆnn0 , S(t, t0 )ˆ γmm0 (·) (3.8) n,n0 ,m,m0



h io γmm0 , −Kn∗0 nm0 m (t − t0 ) γˆnn0 , S(t, t0 )(·)ˆ where 0



S(t, t ) = T exp{−i



Z



t t0



LS (τ )dτ }



(3.9)



is the Liouville evolution operator of the considered system. It includes the external field influence exactly. Furthermore, Knn0 mm0 (t) :=



1 ∗ < ξˆnn0 (t)ξˆmm0 >B = Km 0 mn0 n (−t), ~2



(3.10)



is the autocorrelation tensor of the thermal force operators ξˆnn0 (t) := eiHB t/~ξˆnn0 e−iHB t/~. An expression formally similar to Eq. (3.8) has been obtained for a particular case
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of spin 1/2 system (with a time-independent system-bath coupling) in Ref. [17]. For the reduced density matrix, ρnm (t) := hn|ρS (t)|mi the following generalized master equation (GME) follows: X XZ t ρ˙nm (t) = −i Lnmn0 m0 (t)ρn0 m0 (t) − (3.11) Γnmn0 m0 (t, t0 )ρn0 m0 (t0 )dt0 , n0 m0



n0 m0



0



where Lnmn0 m0 (t) = ~1 [Hnn0 (t)δmm0 − Hm0 m (t)δnn0 ] is the Liouville superoperator in the supermatrix representation and the kernel reads Xn 0 ∗ Γnmn0 m0 (t, t0 ) = κnk0 (t)κkn0 (t0 )Knk0 kn0 (t − t0 )Uk0 k (t, t0 )Umm 0 (t, t ) (3.12) kk 0



+ − −



0 ∗ 0 0 ∗ κk0 m (t)κm0 k (t0 )Kmk 0 km0 (t − t )Unn0 (t, t )Uk 0 k (t, t )



∗ κnk0 (t)κm0 k (t0 )Kk∗0 nkm0 (t − t0 )Uk0 n0 (t, t0 )Umk (t, t0 )



o κk0 m (t)κkn0 (t0 )Kk0 mkn0 (t − t0 )Unk (t, t0 )Uk∗0 m0 (t, t0 ) ,



Rt where Umm0 (t, t0 ) := hm|T exp{− ~i t0 HS (τ )dτ }|m0 i is the evolution operator of the considered quantum system in the Hilbert space. This is the most general form of weak-coupling GME in arbitrary external fields. Generalized master equations of a similar form have been derived making use of different methods and in different notations in Refs. [52, 54, 67]. The kernel (3.12) satisfies two important properties which must be obeyed in any case, Γnmn0 m0 (t, t0 ) = Γ∗mnm0 n0 (t, t0 ) (imposed by the P requirement that ρS (t) must be Hermitian, ρS (t) = ρ†S (t)), and n Γnnn0 m0 (t, t0 ) = 0 (conservation of probability, TrS ρS (t) = 1 for all times). The field-driven GME (3.11) has been used in particular applications described below.



3.1.2



Markovian approximation: Generalized Redfield Equations



The integro-differential equations (3.11)-(3.12) are, however, non-local in time (i.e., are “non-Markovian”, if to use a commonly accepted parlance which, however, has no such precise meaning as in the theory of stochastic processes). The time nonlocality makes their use complicate. A corresponding, local in time, Markovian approximation is therefore very useful in practice. There are several ways to do such Markovian approximation. The most popular one is to make a back propagation, ρS (t0 ) = S −1 (t, t0 )ρS (t) + O(κ2 ), in the kernel of GME making use of the Liouville evolution operator S(t, t0 ) of the dynamical subsystem. The corresponding master equation for the reduced density matrix, which is a generalization of the Redfield equations [105], reads: X X ρ˙nm (t) = −i Lnmn0 m0 (t)ρn0 m0 (t) − Rnmn0 m0 (t)ρn0 m0 (t), (3.13) n0 m0



n0 m0
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with a time-dependent relaxation tensor XZ tnX [ κnl (t)κkk0 (t0 )Knlkk0 (t − t0 )Ulk (t, t0 )Un∗0 k0 (t, t0 )δmm0 Rnmn0 m0 (t) = kk 0



0



l



+ − −



0 ∗ 0 0 ∗ κlm (t)κkk0 (t0 )Kmlk 0 k (t − t )Um0 k (t, t )Ulk 0 (t, t )δnn0 ] ∗ 0 κnn0 (t)κkk0 (t0 )Kn∗0 nk0 k (t − t0 )Um0 k (t, t0 )Umk 0 (t, t ) 0



0



0



κm0 m (t)κkk0 (t )Km0 mkk0 (t − t )Unk (t, t



)Un∗0 k0 (t, t0 )



o dt0 .



(3.14) ∗ This relaxation tensor satisfies two important properties, Rnmn0 m0 (t) = Rmnm 0 n0 (t) P d (ρS (t) is Hermitian), and n Rnnn0 m0 (t) = 0 ( dt TrS ρS (t) = 0). The obtained generalization of Redfield equations consists primarily in taking the influence of timedependent fields and a time-dependent system-bath coupling on the relaxation tensor into account. In addition, the upper limit of integral in (3.14) is the current time t (instead of ∞) – this in itself softens already the known problem with the violation of positivity of quantum evolution [106] by Redfield equations on the initial time scale for some initial conditions2 ). In disregarding the influence of external time-dependent fields on the relaxation tensor, by using the basis of eigen-states of time-independent HS , and by putting t → ∞ in (3.14), the standard form of Redfield relaxation tensor is reproduced from our generalization. It must be stressed that the nature of the thermal bath still was not specified. It can be either bosonic, or fermionic, or, possibly, a spin bath [104]. The corresponding autocorrelation tensor (3.10) has to be calculated for every particular microscopic model. We have applied the just outlined approach to several popular models of increasing complexity.



2



This problem can be resolved by the so-called slippage of the initial conditions, see in [107–109]. Moreover, within the weak-coupling approximation the effect of dissipation should be taken into account to the second order of the system-bath coupling in the relaxation rates (i.e., in the solutions of Redfield equations), rather than in the kernels only. The dissipation-induced frequency shifts (Lamb shifts at T = 0) should also be very small (against the corresponding eigen-frequencies of quantum evolution in the absence of dissipation). Otherwise, the theory needs a renormalization. Notwithstanding these important restrictions, the Redfield equations provide one of the most basic tools and are of wide use in many areas of physics and physical chemistry [8, 47, 110–113].



Chapter 4 Quantum relaxation in a driven two-level system As a simplest, but very insightful application, let us consider a two-level quantum system with time-dependent eigenenergy levels 1 , (0) ˜1 (t)]|1ih1| + [E (0) + E ˜2 (t)]|2ih2|, HS (t) = [E1 + E 2



(4.1)



which is coupled to the bath of independent harmonic oscillators with the spectrum {ωλ }, HB =



X λ



1 ~ωλ (b†λ bλ + ), 2



(4.2)



where b†λ and bλ are the bosonic creation and annihilation operators, correspondingly. The interaction with the thermal bath is assumed to cause the relaxation transitions between the eigenstates of the dynamical system (“longitudinal” interaction). Such transitions are absent otherwise and require either emission, or absorption of bath phonons. The interaction is chosen in the form ˆ VSB = ξ(|1ih2| + |2ih1|) , 1



(4.3)



These levels can correspond, e.g., to spatially separated localization sites of a transferring (excess) electron in a protein [10]. If such electronic states possess very different dipole moments (the difference can reach 50 D [114]), an external time-dependent electric field will modulate the energy difference in time due to a Stark effect. Such electric field dependence of the electronic energy levels can be very strong indeed [114, 115]. A large modulation of the local electric field can be induced, e.g., due attachment/detachment of an ATP molecule/products of its hydrolysis. A substantial shift of the electronic energy levels can be induced thereby [116]. In a simplest setting, the corresponding modulation of an energy level can be modeled by a two-state Markovian process [117]. The chemical source of driving force can also be substituted by a direct application of a stochastic electric field [117,118]. This latter possibility has been demonstrated experimentally for some ion pumps [118].
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with ξˆ =



X



κλ (b†λ + bλ )



(4.4)



λ



(here and in many other places below, the coupling constants κ’s are included into ˆ and bear an additional index λ refereeing to the corresponding bath mode). ξ’s From a phenomenological perspective, the considered model presents an analogy of the model in Sec. 2.3.2, where a classical random two-valued force is replaced by a quantum operator force which has a Gaussian statistics. Moreover, an additional time-dependence of the energy levels is assumed. The corresponding bath correlation function K(t) := K1221 (t) reads Z ∞ ~ω 1 J(ω)[coth( K(t) = ) cos(ωt) − i sin(ωt)]dω. (4.5) 2π 0 2kB T with the bath spectral bath density 2π X 2 J(ω) := 2 κ δ(ω − ωλ ). ~ λ λ



(4.6)



[For ω < 0, it is convenient to define formally J(ω) := −J(−ω)]. A very important point is that the autocorrelation function of quantum thermal forces is complex. This property is crucial in order to have a thermal equilibrium at the finite temperatures. The application of GME (3.11), (3.12) to the present case yields a closed system of generalized master equations for populations pn (t) := ρnn (t), n = 1, 2, Z t p˙1 (t) = − [w12 (t, t0 )p1 (t0 ) − w21 (t, t0 )p2 (t0 )]dt0 , Z 0t [w12 (t, t0 )p1 (t0 ) − w21 (t, t0 )p2 (t0 )]dt0 , (4.7) p˙2 (t) = 0



with kernels



2



˜ t0 )], w12 (t, t0 ) = 2Re[K(t − t0 ) exp(i0 (t − t0 ) + iζ(t, ˜ t0 )], w21 (t, t0 ) = 2Re[K(t − t0 ) exp(−i0 (t − t0 ) − iζ(t,



(4.8)



(0) (0) ˜ t0 ) is a functional of time-dependent driving, Eq. where 0 = (E1 − E2 )/~ and ζ(t, (2.46), with ˜(t) = [E˜1 (t) − E˜2 (t)]/~. One assumes that ˜(t) fluctuates (randomly, or periodically) around zero mean value. In order to obtain the quantum relaxation averaged over the fluctuations of ˜(t) one must perform a corresponding stochastic averaging of GME (4.7). For arbitrary stochastic processes ˜(t), this task cannot be solved exactly and one must refer to various approximations. 2



One can immediately see that if K(t) were real, than the forward and backward rate kernels would always be equal, like in the infinite temperature limit of a stochastic bath.



4.1 Fast fluctuating energy levels: decoupling approximation



4.1



29



Fast fluctuating energy levels: decoupling approximation



If a characteristic time scale of ˜(t) fluctuations τ is very small in comparison with the characteristic relaxation time scale τr , i.e. τ  τr , then one can use a decoupling approximation to obtain the dynamics averaged correspondingly, hp1,2 (t)i . Namely, ˜ t0 )p1,2 (t0 )i ≈ hexp(±iζ(t, ˜ t0 )i hp1,2 (t0 )i . For such fast fluctuations of the hexp(±iζ(t, energy levels, the relaxation dynamics follows to hp1,2 (t)i with the superimposed small-amplitude fast fluctuations with the amplitude which diminishes when τ /τr becomes smaller. A subsequent Markovian approximation for the averaged dynamics yields a master equation description hp˙1 (t)i = −hW12 (0 )i hp1 (t)i + hW21 (0 )i hp2 (t)i , hp˙2 (t)i = hW12 (0 )i hp1 (t)i − hW21 (0 )i hp2 (t)i



with the averaged transition rates [52] Z ∞ ~ω e kB T n(ω)J(ω)I(0 − ω)dω, hW12 (0 )i = Z−∞ ∞ hW21 (0 )i = n(ω)J(ω)I(0 − ω)dω,



(4.9)



(4.10)



−∞



where n(ω) = 1/[exp(~ω/(kB T )) − 1] is the Bose function, and I(ω) is the spectral ˙ line shape of a Kubo oscillator Φ(t) = i˜ (t)Φ(t) (see above). From Eqs. (4.9), (4.10) one can immediately see that in the absence of fluctuations, where I(ω) = δ(ω), the thermal equilibrium, p1 (∞) = e−~0 /kB T p2 (∞), is attained independently of the model J(ω), for arbitrary temperatures T , and the thermal detailed balance, p2 (∞)W21 (0 ) = p1 (∞)W12 (0 ) is fullfield always at the thermal bath temperature T . In other words, the temperature Tσ of the considered TLS, defined through Eq. (2.36), coincides with the temperature of the thermal bath T , Tσ = T . The thermal equilibrium between TLS and thermal bath is attained asymptotically. This is in a sharp contrast with the stochastic bath modeling in Sec. 2.3.2, where p1 (∞) = p2 (∞) and Tσ = ∞. Furthermore, one can immediately see that the thermal equilibrium at the bath temperature T becomes destroyed either by periodic, or by stochastic nonequilibrium fluctuations. Then, generally Tσ 6= T . In other words, either periodic, or stochastic (thermally nonequilibrium) field drives the system out of the thermal equilibrium with the thermal bath. This is the reason for the emergence of a diversity of nonequilibrium physical effects described below. The origin of these effects in a more complex situation can be traced back to their onset in the simplest model under discussion.
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Figure 4.1: (a) The averaged relaxation rate of TLS, Γ0 (0 ), in the units of κ20 /(~2 Ω0 ), versus the noise amplitude σ (in the units of Ω0 ) for the averaged energy bias 0 = 0.4Ω0 and the thermal bath temperature T = 0.25~Ω0 /kB and γ = 0.05Ω0 . (b) The effective temperature of TLS, Tσ , in units of ~Ω0 /kB versus the noise amplitude σ (in units of Ω0 ) for the same set of parameters of TLS and the environmental temperature T . At σ ≈ 0.6Ω0 , where TLS is maximally cooled, the lower level is populated with the probability closed to one. On the contrary, for σ ≈ 1.4Ω0 the upper level becomes populated with the probability closed to one – an almost complete inversion of populations occurs. The model assumptions are well justified for the coupling constant κ0  0.05~Ω0 such that Γ0 (0 )  γ.



4.1.1



Control of quantum rates



The first very important result is a possibility to regulate the transition rates by many orders of magnitude by rapidly fluctuating discrete stochastic fields [50,52–54]. This is possible when the spectral density of the bath J(ω) is sharply peaked around some vibrational frequencies. The effect can be demonstrated for a quantum Brownian oscillator model of the bath. It corresponds to a single quantum vibrational mode Ω0 which acquires a frictional broadening width γ due to a bilinear coupling to other environmental vibrational modes 3 . The corresponding spectral density 3



A fast (on the time scale of quantum relaxation transitions τr ) equilibration of this single mode with other vibrational modes is assumed. This imposes an important restriction τr−1 := hW12 (0 )i + hW21 (0 )i  γ which can always be justified by a proper choice of the coupling constant κ0 and which is frequently the case of single-phonon relaxation transitions in condensed molecular systems. Furthermore, the broadening of vibrational spectral lines in molecular systems γ exceeds typically γ > 5 cm−1 (in the spectroscopic units) what corresponds γ > 1012 1/s in the units of frequency. The considered relaxation transitions have to be slower. For example, the electron transfer can occur on msec time scale [10].
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reads [4]: J(ω) =



8κ20 γΩ0 ω . 2 2 ~ (ω − Ω20 )2 + 4γ 2 ω 2



(4.11)



Furthermore, let us consider a control scenario of quantum relaxation by a symmetric dichotomous Markovian noise ˜(t) = ±σ with I(ω) in (2.28) where 1,2 = ±σ. For the case4 ν  σ, this spectral line shape consists of two sharp peaks located at ω = ±σ and possessing the width ν. For ν  γ, what is typically the case, this latter broadening can be neglected. Then, I(ω) ≈ 21 [δ(ω − σ) + δ(ω + σ)], and the averaged rates become 1 [W12 (0 + σ) + W12 (0 − σ)] hW12 (0 )i ≈ 2 ~(0 −σ) (0 − σ)e kB T n(0 − σ) 4κ20 γΩ0  = ~2 [(0 − σ)2 − Ω20 ]2 + 4γ 2 (0 − σ)2 ~(0 +σ)  (0 + σ)e kB T n(0 + σ) + (4.12) [(0 + σ)2 − Ω20 ]2 + 4γ 2 (0 + σ)2 1 [W21 (0 + σ) + W21 (0 − σ)] hW21 (0 )i ≈ 2 (0 − σ)n(0 − σ) 4κ20 γΩ0  = 2 ~ [(0 − σ)2 − Ω20 ]2 + 4γ 2 (0 − σ)2  (0 + σ)n(0 + σ) + . [(0 + σ)2 − Ω20 ]2 + 4γ 2 (0 + σ)2 From Eq. (4.12) it follows immediately that if the quantum transition frequency 0 matches the vibrational frequency of the medium Ω0 the increasing of σ (by inducing some local electric field fluctuations in the medium) from zero to some finite value σ  γ can drastically reduce the relaxation rate Γ0 (0 ) = hW12 (0 )i + hW21 (0 )i and even practically block the relaxation transitions [50,52–54]. On the contrary, in the case of a frequency mismatch between 0 and Ω0 one can sharply enhance the rate of relaxation transitions by adjusting the noise amplitude σ properly [54], see in Fig. 4.1,a.



4.1.2



Stochastic cooling and inversion of populations



The second effect is connected with the blocking of the rate of backward transitions hW21 (0 )i relatively (the both rates can be actually drastically enhanced, cf. Fig. 4



This case presents a principal interest with respect to possible experimental realizations for molecular systems since a significant stochastic perturbation with the energy exceeding one kB T , ~σ ∼ 25 meV (at room temperatures), corresponds in the units of frequency σ ∼ 1013 1/s (and higher). The frequency ν of large amplitude bistable conformational fluctuations of molecular groups is typically much smaller.
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4.1, a) the forward rate hW12 (0 )i . This leads to a stochastic cooling of TLS, where the temperature Tσ of this latter one becomes smaller than the temperature of the environment, i.e., Tσ < T . This interesting effect is demonstrated in Fig. 4.1, b. A somewhat similar in spirit, but rather different in physics effect of a laser cooling (of the nuclear degrees of freedom) has been studied for polyatomic molecules both theoretically and experimentally [119]. Moreover, for σ > Ω0 a noise-induced inversion of steady state averaged populations takes place (the third very important effect under discussion), i.e., for a sufficiently small positive energy bias 0 the higher energy level becomes more populated, see Fig. 4.1, b, where this pumping effect is interpreted in terms of a negative temperature Tσ . In other words, the considered nonequilibrium noise of a sufficiently large amplitude is capable to pump quantum particles from the lower energy level to the higher one. This provides a possible archetype for quantum molecular pumps driven by nonequilibrium noise. Even more remarkable, before such inversion of population takes place with the increase of the noise amplitude σ, the ensemble of TLSs becomes first effectively cooled and then heated up – see in Fig. 4.1, b. For such pumping mechanism to work, an inverted transport regime [151], i.e., a regime where the forward rate becomes smaller with the increasing energy bias after reaching a maximum at max (which is located in the neighborhood of Ω0 in the present model case), is necessary. Loosely speaking5 , the inversion happens for σ > max and a sufficiently small energy bias 0 . A similar mechanism has been proposed in Ref. [56] within a spin-boson modeling of electron tunneling in proteins (with a strong dissipative coupling to low-frequency vibrational modes and a weak tunneling coupling, see below) driven by nonequilibrium conformational fluctuations, e.g., utilizing energy of ATP hydrolysis. The underlying mechanism seems quite general. Indeed, the inversion of populations occurs whenever the difference of averaged rates h∆W (0 )i := hW12 (0 )i − hW21 (0 )i becomes negative, h∆W (0 )i < 0, for a positive bias 0 > 0. In the discussed limiting case, h∆W (0 )i ≈ 21 [∆W (0 + σ) + ∆W (0 − σ)] with ∆W (−) = −∆W (). Thered fore, when σ exceeds max , where ∆W () achieves a maximum and d ∆W () < 0 for σ > max , the averaged difference of forward and backward rates becomes negative h∆W (0 )i < 0, for a positive energy bias 0 > 0, i.e. an inversion of populations takes place. In application to the quantum transport in a spatially extended system, a similar effect results in the noise-induced absolute negative mobility [57], see below. The existence of the static current-voltage characteristics with a negative differential conductivity part is important for the latter phenomenon to be possible. 5



More precisely, max corresponds to the maximum in the difference of forward and backward rates, rather than to the maximum of the forward rate alone.



4.2 Quantum relaxation in strong periodic fields



4.1.3
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Emergence of an effective energy bias



The fourth important effect, the onset of which can be seen already in the discussed archetype model, is rooted in a possible asymmetry of the unbiased on average fluctuations. Namely, let us consider the symmetric quantum system, 0 = 0, with asymmetric dichotomous fluctuations of the energy levels with zero mean, see in Sec. 2.3.1. Since in this case, the averaged propagator of the corresponding Kubo˜ t0 )]i 6= 0, it can be readily seen from Eq. oscillator is complex-valued, Im hexp[iζ(t, (4.8) after invoking the decoupling approximation that hw12 (t, t0 )i −hw21 (t, t0 )i 6= 0 even if 0 = 0. This means that an effective asymmetry emerges. Moreover, the above difference is proportional also to Im K(t − t0 ) 6= 0. If the autocorrelation function of the thermal bath, K(t), were real (like for a stochastic bath), then no asymmetry between the forward and backward rates could emerge in principle. Therefore, the discussed asymmetry does emerge due to a subtle interplay of the equilibrium quantum fluctuations of the thermal bath and nonequilibrium classical fluctuations of the energy levels, both of which are unbiased on average. Here is rooted the origin of quantum dissipative rectifiers put forward in Ref. [58, 83]. The very same effect can also be deduced from Eq. (4.10), since the corresponding spectral line I(ω), cf. Eq. (2.28), is asymmetric. Yet, an ultimate clearness is achieved in the slow-modulation limit of Kubo oscillator, K := σ/ν  1, like in Eq. (4.12) where the mean forward and backward rates are the static rates W12 () and W21 () averaged over the energy bias distribution, p(1,2 ) = hτ1,2 i/(hτ1 i + hτ2 i), correspondP P ingly, i.e., hW12 (0)i = j=1,2 p(j )W12 (j ) and hW21 (0)i = j=1,2 p(j )W21 (j ). In application to the quantum transport in spatially extended systems, the discussed driving-induced breaking of symmetry leads to a rectification current in the tightbinding Brownian rectifiers [58, 83], see below.



4.2



Quantum relaxation in strong periodic fields



The considered strongly nonequilibrium effects are present also in the case of a fast periodic driving, ˜(t) = A cos(Ωt + ϕ0 ), with a static phase ϕ0 which is uniformly distributed between 0 and 2π. Then, the corresponding spectral line shape form P 2 I(ω) is I(ω) = ∞ n=−∞ Jn (A/Ω)δ(ω − nΩ), where Jn (z) is the Bessel function of the first kind.
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The rate expressions (4.12) take over the form hW12 (0 )i = hW21 (0 )i =



∞ X



n=−∞ ∞ X



n=−∞



Jn2



A



e



Jn2



A



n(0 − nΩ)J(0 − nΩ) .



Ω Ω



~[0 −nΩ] kB T



n(0 − nΩ)J(0 − nΩ), (4.13)



Such expansion of the transition rates over different emission (absorption) channels with n emitted (absorbed) photons with the corresponding probabilities pn = Jn2 (A/Ω) is similar to one used by Tien and Gordon in a different context [3, 120]. For the averaged relaxation rate the above expression yields the same result as in [67] where the principal possibility to regulate quantum relaxation processes in condensed molecular systems by strong periodic external fields has been brought to attention. Moreover, the inversion of populations by periodic driving takes also place for the above model J(ω) and some properly adjusted parameters of the periodic driving. For a periodically driven spin-boson model (see below) and a strong systembath coupling, this latter effect has been theoretically predicted and described in Refs. [68,73] (see also [3] for a review and further references). For the case of a weak system-bath coupling the inversion of populations in the spin-boson model has been shown in Ref. [71].



4.3



Approximation of time-dependent rates



If external field is sufficiently slow on a characteristic time-scale, τd , of the kernels decay in Eq. (4.7), then the approximation of time-dependent rates which follow adiabatically to the time-variation of the energy levels can be applied, i.e., p˙1 (t) = −W12 ((t))p1 (t) + W21 ((t))p2 (t), p˙2 (t) = W12 ((t))p1 (t) − W21 ((t))p2 (t),



(4.14)



where W21 () = n()J() and W12 () = exp(~/kB T )W21 () are the static rates. For a discrete state noise, this approximation holds when hτj i  τd . Then, the corresponding rates become also the discrete state stochastic processes and the averaging method of Sec. 2 can be applied (with minor modifications). In this limiting case, the corresponding Laplace-transformed averaged populations can be given in an exact analytical form. In the considered case this corresponds basically to the averaging of a Kubo oscillator with imaginary frequency. The corresponding averaged solution can be analytically inverted to the time domain in the case of two-state Markovian fluctuations. It is generally bi-exponential. Two limiting cases are important which can be classified by the Kubo number KW of the rate fluctuations, i.e.



4.4 Exact averaging for dichotomous Markovian fluctuations
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by the standard deviation of the rate fluctuations multiplied with the corresponding autocorrelation time. In a slow modulation limit (in terms of the rate fluctuations), KW  1 and the (ensemble) averaged relaxation is approximately described by a quasi-static averaging of the time-dependent solutions of corresponding problems with a static, “frozen” energy bias randomly distributed. It is bi-exponential (and can be multi-exponential and anomalously slow in a more general case of multi-state fluctuations). The opposite limit of fast modulation (in terms of the rate fluctuations, KW  1) corresponds to the averaged rate description which is given above and which invokes the decoupling approximation and can involve (in addition) a slow modulation limit in terms of the energy level fluctuations, K  1. The averaged relaxation process remains approximately single exponential. In view of the presence of many different time scales the underlying physics is highly nontrivial. Therefore, it is very important to have a case study where the stochastic averaging is made exactly, i.e., without approximations connected with a clear separation of different time scales. The relevant study has been put forward in Ref. [81] and applied to stochastic spin-boson model in Refs. [56, 82].



4.4



Exact averaging for dichotomous Markovian fluctuations



Using the conservation of probabilities, the system of integro-differential equations (4.7) can be reduced to a single equation for the difference of populations σz (t) = p1 (t) − p2 (t). It reads Z t Z t 0 0 0 σ˙ z (t) = − f (t, t )σz (t )dt − g(t, t0 )dt0 (4.15) 0



0



with the integral kernels ˜ t0 )], f (t, t0 ) = f0 (t, t0 ) cos[0 (t − t0 ) + ζ(t, ˜ t0 )] , g(t, t0) = g0 (t, t0 ) sin[0 (t − t0 ) + ζ(t,



(4.16)



where f0 (t, t0 ) = f0 (t − t0 ) = 4 Re[K(t − t0 )],



g0 (t, t0 ) = g0 (t − t0 ) = −4 Im[K(t − t0 )] .



(4.17)



The kernel f (t, t0 ) in Eq. (4.15) is a stochastic functional of driving ˜(t) on the time interval [t0 , t] (posterior to t0 ) whereas σz (t0 ) is a functional of DMP for the times prior to t0 . The task of stochastic averaging of the product of such functionals, hf (t, t0 )σz (t0 )i, is highly nontrivial [121]. However, in the case ˜(t) = σα(t),
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where α(t) = ±1 is symmetric dichotomous Markovian process (DMP) with the unit variance and the autocorrelation time τc = 1/ν this task can be solved exactly due to a theorem by Bourret, Frisch and Pouquet [122] (for a different proof of this remarkable exact result, see Ref. [123]). It states hf (t, t0 + τ )α(t0 + τ )α(t0 )σz (t0 )i = hf (t, t0 + τ )ihα(t0 + τ )α(t0 )ihσz (t0 )i + hf (t, t0 + τ )α(t0 + τ )ihα(t0 )σz (t0 )i for τ ≥ 0. By passing to the limit τ → 0 and using the remarkable property of DMP, α2 (t) = 1 (without averaging), the above relation yields an important corollary [81]: hf (t, t0 )σz (t0 )i = hf (t, t0 )ihσz (t0 )i + hf (t, t0 )α(t0 )ihα(t0)σz (t0 )i .



(4.18)



This result is beyond the decoupling approximation (first term in the sum). The cross-correlation function hα(t)σz (t)i is get involved. The equation of motion for this cross-correlation function can be obtained due to the Shapiro-Loginov theorem [39, 124], D dσz (t) E d . (4.19) hα(t)σz (t)i = −νhα(t)σz (t)i + α(t) dt dt Making this generates an integro-differential equation for hα(t)σz (t)i, where the problem of decoupling of hα(t)f (t, t0 )σz (t0 )i emerges. This latter one can solved in the in the same way as in Eq. (4.18), namely hα(t)f (t, t0)σz (t0 )i = hα(t)f (t, t0)ihσz (t0 )i



+ hα(t)f (t, t0)α(t0 )ihα(t0 )σz (t0 )i .



(4.20)



All the averaged functionals like hf (t, t0)i, hα(t)f (t, t0 )i, hf (t, t0 )α(t0 )i, hα(t)f (t, t0 )α(t0 )i can be expressed in terms of the averaged propagator of the corresponding Kubo Rt oscillator S (0) (t − t0 ) = hexp[iσ t0 α(τ )dτ ]i given in Eq. (2.29) with χ = ν/2 (zero n asymmetry), and its derivatives S (n) (t) := σ1n dtd n S (0) (t) [81,82]. Applying the general results in Eqs. (4.18), Eq. (4.19) and (4.20) to Eq. (4.15) yields a closed system of two integro-differential equations [81, 82]: Z t d hσz (t)i = − S (0) (t − t0 )f0 (t − t0 ) cos[0 (t − t0 )]hσz (t0 )i dt 0 − S (1) (t − t0 )f0 (t − t0 ) sin[0 (t − t0 )]hα(t0)σz (t0 )i  + S (0) (t − t0 )g0 (t − t0 ) sin[0 (t − t0 )] dt0 , (4.21) d hα(t)σz (t)i = − νhα(t)σz (t)i dt Z t + S (2) (t − t0 )f0 (t − t0 ) cos[0 (t − t0 )]hα(t0 )σz (t0 )i 0 (1)



(t − t0 )f0 (t − t0 ) sin[0 (t − t0 )]hσz (t0 )i  + S (1) (t − t0 )g0 (t − t0 ) cos[0 (t − t0 )] dt0 .



+ S
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A subsequent Markovian approximation in Eq. (4.21) yields [81]: d hσz (t)i = −Γ0 hσz (t)i − Γ1 hα(t)σz (t)i − r0 , dt d hα(t)σz (t)i = −Γ1 hσz (t)i − (ν + Γ2 )hα(t)σz (t)i − r1 dt



(4.22)



with ∞







 ~ω coth Γk = J(ω)Ik (0 − ω)dω, 2kB T −∞ Z ∞ J(ω)Ik (0 − ω)dω , rk = Z



(4.23)



−∞



where Ik (ω) = (−ω/σ)k I(ω) and I(ω) is given in Eq. (2.28) with 1,2 = ±σ. It can be shown that all known limiting cases are reproduced from this remarkable result. Indeed, in the case of weakly colored noise K  1 (fast modulation limit of Kubo oscillator), the spectral line I(ω) becomes Lorentzian with the width D = σ 2 /ν. The same result holds in the white noise limit σ → ∞, ν → ∞, whereas D = const and K → 0. In these limits Γ1 is negligible small, Γ1 ≈ 0, and the relaxation is described by the averaged rate Γ0 . The precisely the same result can be obtained also for a white Gaussian noise ˜(t) with the intensity D. For every finite D the thermal equilibrium at T is however, in principle, destroyed. The spectral line I(ω) is getting narrower when ν increases (celebrated motional narrowing limit of NMR [21, 22]) and approaches zero when ν → ∞ (with σ kept constant). Such infinitely fast fluctuations have no influence on the considered rate process; the field-free description is reproduced and the thermal equilibrium is restored. In the slow modulation limit of Kubo-oscillator (K  1), I(ω) ≈ I2 (ω) ≈ 1 [δ(ω + σ) + δ(ω − σ)] and I1 (ω) ≈ 21 [δ(ω + σ) − δ(ω − σ)] (in neglecting the 2 corresponding line widths). In this case, the description of fluctuating rates which follow adiabatically to the energy levels variation is restored. The relaxation is generally bi-exponential with rates λ1,2 =



1p ν + Γ0 ± (Γ+ − Γ− )2 + ν 2 , 2 2



(4.24)



where Γ± = coth[~(0 ± σ)/2kB T ]J(0 ± σ) is the relaxation rate in the quasi-static limit and Γ0 = (Γ+ + Γ− )/2. Furthermore, if ν  Γ0 , λ1 ≈ ν (the corresponding exponent exp(−λ1 t) contributes, however, with a very small weight), λ2 ≈ Γ0 (with the weight which is equal approximately to one), and the relaxation is practically single exponential with the quantum rate Γ0 .



Chapter 5 Spin-boson model with fluctuating parameters Let us proceed further with an application of our general theory to the driven spinboson model. This model is of special importance since it emerges in very different domains of physics [1, 2], in particular, in the area of electron transfer in molecular systems.



5.1



Curve-crossing problem with dissipation V (x)



V1 V2 0



x0



x



Figure 5.1: Diabatic electronic curves. Two crossing points are possible for different curvatures [129].



The simplest case of two-state donor acceptor electron transfer can be consid-



5.1 Curve-crossing problem with dissipation
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ered as a curve-crossing problem within the description of two diabatic electronic states |1i and |2i with electronic energies V1 (x) and V2 (x) which depend on a nuclear coordinate x [7, 8, 127, 128] (cf. Fig. 5.1). Namely, after separating nuclear and electronic degrees of freedom within the Born-Oppenheimer approximation, the electron tunneling process coupled to the nuclear dynamics (modeled by a reaction coordinate x) can be described by the following Hamiltonian   2   2 pˆ pˆ + V1 (x, t) |1ih1| + + V2 (x, t) |2ih2| Htun (x, p, t) = 2M 2M   1 ~∆(t) |1ih2| + |2ih1| . (5.1) + 2 The time-dependent electronic curves in Eq. (5.1) 1 V1,2 (x, t) = MΩ21,2 (x ± x0 /2)2 ± ~0 /2 − d1,2 E(t), (5.2) 2 can generally have different curvatures in the parabolic approximation with minima energetically separated by ~0 and separated by distance x0 (the tunneling distance). Moreover, such electronic states generally possess electric dipole moments d1,2 (their coordinate dependence is neglected) and thus the discussed energy levels will generally dependent either on the stochastic microfields of the environment, or on an external electric field E(t) applied. The corresponding time-dependence can reflect also some (nonequilibrium) conformational dynamics. Furthermore, the tunneling matrix element ∆(t) can also parametrically depend on a nonequilibrium reaction coordinate which introduces an explicit stochastic time-dependence. Moreover, the reaction coordinate x is coupled to the rest of vibrational degrees of freedom. This introduces dissipation into the tunneling problem which can be modeled by a bilinear coupling of x to the thermal bath of harmonic oscillators [4, 12], h ci i 2 o 1 X n pˆ2i 2 + mi ωi xi − x . (5.3) HBI = 2 i mi mi ωi2 It is worth to notice that the frequencies Ω1,2 of the oscillator x can depend on the electronic state. In other words, the relevant vibration can become either softer, or more rigid depending on the electronic state. In the following we neglect this possible effect and assume that Ω1 = Ω2 = Ω0 , see but Refs. [125, 126, 129] for a different case. Moreover, one assumes that the reaction coordinate comes very rapidly (with respect to the time scale of electron transfer) into the thermal equilibrium with the bath oscillators. Then, a canonical transformation from “reaction coordinate + N bath oscillators to “N+1 new bath oscillators” brings the original problem into the spin-boson form [4] o X 1 1 1 X n p˜2λ 1 σz + ~∆(t)ˆ σx + x0 σ ˆz c˜i x˜i + +m ˜ λω ˜ λ2 x˜2λ , (5.4) H(t) = ~(t)ˆ 2 2 2 2 λ m ˜λ λ
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where (t) = 0 − (d1 − d2 )E(t)/~. The coupling between the quasi-spin and bosonic P 2 ˜ bath is characterized by spectral density 1 J(ω) = (π/2) i (˜ cλ / m ˜ λω ˜ λ )δ(ω − ω ˜ λ ) [1]. Moreover, assuming the Ohmic coupling between the reaction coordinate and the rest of vibrational modes, which corresponds in the classical limit to a viscous ˜ frictional force F = −η x˙ acting on the reaction coordinate x. leads to J(ω) = Ω40 ηω (ω2 −Ω2 )2 +4ω2 γ 2 ; γ = η/2M. This corresponds to the model of Brownian harmonic 0 p oscillator used in Eq. (4.11) (with κ0 = (~Ω0 )λ, where λ = Mx20 Ω20 /2 is the reorganization energy). The coupling strength can also be characterized by the diηx2 mensionless (Kondo) parameter α = 2π~0 = π2 ~Ωλ 0 Ωγ0 . The use of the representation of bosonic operators in Eq. (5.1) yields X 1 1 1 H(t) = ~(t)ˆ σz + ~∆(t)ˆ σx + σ ˆz η(t) κλ (b†λ + bλ ) 2 2 2 λ X 1 + ~ωλ (b†λ bλ + ) 2



(5.5)



λ



(“tilde” at ωλ is here omitted). To have formally a most general case we assume here in addition that the system-bath coupling can also be modulated in time, i.e., κλ → κλ η(t) with some time-dependent function η(t). The spin-boson model is used far beyond its particular derivation sketched above.



5.2



Weak system-bath coupling



Let us consider first the case of weak system-bath coupling. The corresponding generalized master equations are obtained by applying general Eqs. (3.11), (3.12) (in the representation of γˆnm ) to the considered spin-boson model. This yields after doing some lengthy and time-consuming calculations and changing finally to the quasi-spin basis the following GMEs: Z



t 0



0



Z



t



Γxx (t, t )σx (t )dt − Γxy (t, t0 )σy (t0 )dt0 − Ax (t), 0 0 Z t σ˙ y (t) = (t)σx (t) − ∆(t)σz (t) − Γyx (t, t0 )σx (t0 )dt0 0 Z t − Γyy (t, t0 )σy (t0 )dt0 − Ay (t), (5.6)



σ˙ x (t) = −(t)σy (t) −



0



0



σ˙ z (t) = ∆(t)σy (t), 1



˜ This definition is related to one in Eq. (4.6) as J(ω) = 2x20 J(ω)/~.
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with kernels Γxx (t, t0 )



=



Γyy (t, t0 )



=



Γxy (t, t0 )



=



2 2 η(t)η(t0 )Re[K(t − t0 )]Re[U11 (t, t0 ) + U12 (t, t0 )],



2 2 η(t)η(t0 )Re[K(t − t0 )]Re[U11 (t, t0 ) − U12 (t, t0 )],



2 2 η(t)η(t0 )Re[K(t − t0 )]Im[U11 (t, t0 ) − U12 (t, t0 )],



2 2 Γyx (t, t0 ) = − η(t)η(t0 )Re[K(t − t0 )]Im[U11 (t, t0 ) + U12 (t, t0 )],



(5.7)



and the inhomogeneous terms



Ax (t) = 2 Ay (t) = 2



Z



t



Z0 t 0



η(t)η(t0 )Im[K(t − t0 )]Im[U11 (t, t0 )U12 (t, t0 )]dt0 , η(t)η(t0 )Im[K(t − t0 )]Re[U11 (t, t0)U12 (t, t0 )]dt0 .



(5.8)



h i Rt i The evolution operator of driven TLS, Unm (t, t ) = hn|T exp − ~ t0 HD (τ )dτ |mi, which enters the above kernels, can be easily found numerically from the numerical solution of the corresponding Schr¨odinger equations for practically any regular timedependence. Moreover, in the case of a periodic driving, a Floquet expansion is conveniently applied, see in [130] and further references therein. Other options, e.g., to use a Magnus expansion [131] are also possible. Due to the unitarity of quantum evo∗ ∗ lution (in the absence of dissipation) U22 (t, t0 ) = U11 (t, t0 ) and U21 (t, t0 ) = −U12 (t, t0 ) with det[Unm (t, t0 )] = 1 for arbitrary time-dependence of (t). 0



The time-nonlocality of GMEs (5.6) makes them difficult for a numerical study. To have memoryless, Markovian description is, therefore, an advantage. If dissipation is very weak, this description suffices to capture the main influences of dissipation on the quantum dynamics, i.e., the emergence of an exponential relaxation (and decoherence) with some small rate constants and the dissipation-induced frequency shifts (Lamb shifts at T = 0). Both the relaxation rates and the frequency shifts are proportional (in the lowest order) to κ2λ (higher orders should be negligible – this yields a safe applicability region of the perturbation theory used, see also footnote on p. 42). Applying Eqs. (3.13), (3.14) to the considered dynamics yields the following driven Bloch-Redfield equations: σ˙ x (t) = −(t)σy (t) − Rxx (t)σx (t) − Rxz (t)σz (t) − Ax (t),



σ˙ y (t) = (t)σx (t) − ∆(t)σz (t) − Ryy (t)σy (t) − Ryz (t)σz (t) − Ay (t), σ˙ z (t) = ∆(t)σy (t)



(5.9)
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Figure 5.2: (a) Numerical comparison of the driven Bloch-Redfield equations of Ref. [71] (dotted line) and the path-integral GME of Ref. [77] (full line) for a high-frequency driving Ω  ω0 (from Ref. [71]). The both depicted numerical solutions practically coincide within the line width. The dashed-dotted line depicts a quasi-analytical solution (see in [71]) of the driven path-integral GME. It captures well the coarse features of the driven dynamics lacking some fine details. The time and frequencies are given in the units of ∆−1 and ∆, correspondingly. All parameters are given in the figure. (b) The corresponding long-time dynamics: the numerical solution of driven Bloch-Redfield equations (dotted line) is compared with the quasi-analytical solution of driven path-integral GME (full line). The both solutions agree well within the width of small-amplitude, driving induced oscillations. Insets show the analytical results for the rate of averaged relaxation ΓR (0 ) and the difference of asymptotic populations P∞ (0 ) := − limt→∞ σz (t). Rate of incoherent relaxation ΓR exhibits characteristic resonance peaks at multiple integers of the driving frequency Ω. These peaks are shifted replicas of the dc-driven (s = 0) rate with different weights. Thus, a suitable chosen bias can enhance or suppress the decay of populations. The asymptotic population difference P∞ exhibits a nonmonotonic dependence on the dc-bias 0 when combined with a high frequency field. For appropriate values of bias, a population inversion takes place (P∞ < 0 when 0 > 0, and vice versa).



with the relaxation matrix elements Z



t



η(t)η(t0 )Re[K(t − t0 )][|U11 (t, t0 )|2 − |U12 (t, t0 )|2 ]dt0 , Rxx (t) = Ryy (t) = 0 Z t Rxz (t) = 2 η(t)η(t0 )Re[K(t − t0 )]Re[U11 (t, t0 )U12 (t, t0 )]dt0 , 0 Z t Ryz (t) = −2 η(t)η(t0 )Re[K(t − t0 )]Im[U11 (t, t0)U12 (t, t0 )]dt0 . (5.10) 0



In the case of time-independent ∆(t) = const and time-independent system-bath coupling, η(t) = 1 (what is assumed herewith), the driven Bloch-Redfield equations of Ref. [71] follows readily (note the different signs of ∆ and  used throughout this work and in Ref. [71], as well as some other cited references).
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For constant bias (t) = 0 , and constant tunneling coupling ∆(t) = ∆, U11 (t, t0 ) = cos[ω0 (t − t0 )/2] − i U12 (t, t0 ) = −i



0 sin[ω0 (t − t0 )/2], ω0



∆ sin[ω0 (t − t0 )/2] , ω0



(5.11)



p where ω0 = 20 + ∆2 . Then, the derived equations reduce to the undriven BlochRedfield equations of Ref. [133] being thus a proper generalization of these latter ones to the field driven case. Some different weak coupling master equations for the driven spin-boson model have been derived in Ref. [77] using the path integral approach. The equation for σz (t) (not shown here) has the form of a single closed integro-differential equation of a rather involved form. In the limit of vanishing dissipation it reduces to Eq. (2.45) derived with a projection operator formalism. A sort of such integro-differential equation can be obtained by applying the projection operator procedure of Sec. 2.4 to the our driven Bloch-Redfield equations and expanding (what is an additional approximation) the corresponding dissipative part of the resulting integro-differential equations to the lowest order in the correlation function K(t). Whether such procedure yields precisely the same equation as in Ref. [77] remains an open problem. This nontrivial task has not been done thus far. Nevertheless, the numerical equivalence of the our driven Bloch-Redfield equations and the weak-coupling integro-differential equation of Ref. [77] has been shown in Ref. [71], both by comparison of the numerical solutions of both equations for the initial-to-intermediate part of the relaxation time scale and by comparison of the numerical solution of the Bloch-Redfield equation and an approximate analytical solution of the weak-coupling GME of path-integral approach on the whole relaxation time-scale. This numerical comparison has been done in a periodically driven case, (t) = −0 − s cos(Ωt), for the Ohmic bath with exponential cutoff, J(ω) = 4παωe−ω/ωc , where α is the dimensionless coupling strength (Kondo parameter) which has to be sufficiently small 2 . Both approaches agree quite well, see in Fig. 5.2. However, technically our approach is much simpler. It possesses a broad range of applications. For example, it allows one to study a mechanism of suppression of quantum decoherence by strong periodic fields for a two-level atom dynamics in an optical cavity [132]. The investigation of similar mechanisms can be important for quantum computing. 2



An important restriction is: α(∆/ω0 )2 ln(ωc /ω0 )  1 for ωc  ω0 . It comes from the requirement of the smallness of the frequency Lamb shift, ω0 → ωr , at T = 0. This restriction is most crucial for 0 = 0, where ω0 = ∆ and ωr = ∆r ≈ ∆[1 − α ln(˜ ωc /∆)] ≈ ∆ exp[−α ln(˜ ωc /∆)] ≈ ωc /∆)). Thus, this frequency shift is con∆( ω˜∆c )α/(1−α) (for α  1, to the linear order in α ln(˜ sistent with the renormalization on p. 45. For a large asymmetry 0  ∆, the validity range of Bloch-Redfield equations in α becomes broader.
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5.3



Strong system-bath coupling (polaron transformation)



Until this point the case of weak-coupling to quantum thermal bath (weak dissipation) has been considered. The developed theory is, however, not restricted to the case of weak dissipation only. In a combination with the method of canonical (unitary) transformations it allows one to study the different limit of strong dissipation and weak tunneling. Indeed, let us consider the spin-boson problem in Eq. (5.5) in the case of a strong coupling between the quasi-spin and the bath oscillators. As a primary effect, the bath oscillators will become shifted due to this coupling to new positions which depend on the spin state. If the tunneling coupling ∆ would be absent, then the small polaron canonical (and unitary, Uˆ † = Uˆ −1 ) transformation [1, 10, 134–139] X κλ 1 ˆ ˆ= Uˆ = exp[ σ ˆz R], R (Bλ† − Bλ ) (5.12) 2 ~ωλ λ κλ σ ˆz , Bλ = to the new basis of displaced bath oscillators Bλ† = U † b†λ U = b†λ + 2~ω λ κλ † † ˆ ˆz and boson-dressed spin states, |˜ ni := U |ni would diagonalize U bλ U = bλ + 2~ωλ σ the Hamiltonian solving thereby the problem of finding the eigenstates of the whole system exactly. For this reason, the corresponding canonically transformed basis of phonon-dressed quasi-spin states (polaronic states) and displaced bath oscillators suits well for an approximate treatment in the case of weak intersite tunneling and strong system-bath coupling. In the new polaronic basis the Hamiltonian reads, h i 1   1 ˆ ˆ H(t) = ~(t) |˜1ih˜1| − |˜2ih˜2| + ~∆(t) < eR >B |˜1ih˜2|+ < e−R >B |˜2ih˜1| 2 2   1 ˆ ˆ ˆ ˆ ~∆(t) [eR − < eR >B ]|˜1ih˜2| + [e−R − < e−R >B ]|˜2ih˜1| + 2 1X ˆ + ~ωλ (Bλ† Bλ + 1/2) − λI/4 (5.13) 2 λ



where ~ λ= 2π



Z



∞ 0



J(ω) dω ω



(5.14)



ˆ >B = exp[< R ˆ 2 >B /2] = exp[−D], is the reorganization energy. Since < exp[±R] R ∞ 1 where D = 4π [J(ω) coth(β~ω)/ω 2]dω and β = 1/(kB T ), the effective tunneling 0 coupling, ∆r := ∆ exp(−D), between the polaronic states is exponentially suppressed by the Debye-Waller factor [10, 135, 136]. For the very important case of Ohmic coupling, J(ω) = 4παω exp(−ω/ωc ), D → ∞ and ∆r → 0 due to the infrared divergence of the corresponding integral. One can try to remove this divergence by
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using instead of κλ in the polaron transformation some variational parameters to be found from the requirement of the minimum of (free) energy of the whole system [138]. An approximate solution of the corresponding variational problem by using a Peierls bound for the free energy [140] leads [138] to a self-consistent equation for ∆r which at T = 0 and for the symmetric case (t) = 0 reads, Z ∞ h i 1 J(ω) ∆r = ∆ exp − dω . (5.15) 4π 0 (ω + ∆r )2 Numerically, it can be solved by iterations. An approximate analytical asymptotical solution is also available in the limiting case ωc α ∆ for α < 1. It yields the cele  1−α [1,2,138,141,142] with ω ˜ c = Cωc , brated tunneling renormalization, ∆r = ∆ ω˜∆c where C is some constant which depends on the precise form of cutoff function in J(ω). In this case, the use of the variationally optimized polaron basis allows one to obtain a kind of the Bloch-Redfield description which interpolates well between the weak and strong dissipation cases (see for the undriven case in Ref. [138]). The corresponding generalization of this approach onto the driven case for an intermediated coupling strength α < 1 is yet to be done. Within our approach this generalization is rather straightforward. It is left but for a future study. We proceed further with the case of a strong coupling, α ≥ 1, where ∆r does iterate to zero for any fixed value of ωc what indicates the famous localization phase transition [1, 141, 142]. In this case, the discussed divergence is not removable. It is true. The polaronic states are strictly localized in this case. This is the very same feature which leads to the localization phase transition in the dissipative tight-binding model [2, 143, 144]. The second line in Eq. (5.13) presents a (small) time-dependent interaction between the dressed system and the bath which can be handled perturbatively in the lowest order of tunneling coupling ∆. Applying GME (3.11) to the considered case of Ohmic bath yields [55, 82] a GME in the form of Eqs. (4.15), (4.16) where f0 (t, t0 ) and g0 (t, t0 ) have but a different form, namely, f0 (t, t0 ) = ∆(t)∆(t0 ) exp[−Re Q(t − t0 )] cos[Im Q(t − t0 )], g0 (t, t0 ) = ∆(t)∆(t0 ) exp[−Re Q(t − t0 )] sin[Im Q(t − t0 )],



(5.16)



where Q(t) =



Z



0



t



dt1



Z



t1



K(t2 )dt2 + iλt/~



(5.17)



0



is a double-integrated autocorrelation function of the bath, K(t), in Eq. (4.5). For ∆(t) = const the same generalized master was derived in Ref. [72] using a different approach. It has been derived also in Ref. [79] using the path-integral method within the so-called noninteracting blip approximation (NIBA). In the case ∆(t) = const and (t) = const, it reduces to the NIBA master equation of Refs. [145–147].
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Strictly speaking, the driven NIBA master equation is valid by the outlined here derivation for α ≥ 1 at T = 0 and 0 = 0 (and sufficiently small ∆  λ/~ = 2αωc ). It can, however, be also used for α < 1 for an asymmetric case, 0 6= 0, and/or for T > 0, where the dynamics (in the absence of driving) is incoherent and where ∆r = 0. The parameter domain, where this latter condition is fullfield, is defined from the solution of a (more complicated than Eq. (5.15)) self-consistent equation for ∆r which generally depends on the static bias 0 , temperature T , cutoff ωc , It can be solved generally only numerically: in particular, for 0 6= 0 and T = 0, the renormalized tunneling coupling vanishes, ∆r = 0, already for α > 1/2. Moreover, even for zero energy bias, 0 = 0, the renormalized tunneling coupling vanishes for a sufficiently high temperature, παkB T > ~∆ [138]. Even more, for ∆r 6= 0, the incoherent tunneling regime holds obviously when kB T  ~∆r . Surprisingly however, for the symmetric situation, 0 = 0, the NIBA master equation turns out to be a very good approximation even for arbitrarily small α and T (including coherent dynamics) in the so-called scaling limit ωc  ∆ with ∆r fixed. This remarkable fact is rationalized within the path-integral approach [2]. Some understanding can be obtained by observing that in the limit of vanishing dissipation α → 0 the NIBA master equation is exact and it reduces to one in Eq. (2.45) (for the initial condition σz (0) = ±1). This is, however, a singular limit which must be handled with care.



5.3.1



Fast fluctuating energy levels



Next, let us consider incoherent quantum dynamics for time-independent tunneling matrix element ∆(t) = const. In the case of fast stationary fluctuating energy levels the procedure of Sec. 4 leads (after Markovian approximation) to the averaged dynamics in Eq. (4.9) with the averaged transition rates given by Z ∞ 1 2 hW12 (0 )i = ∆ Re ei0 t−Q(t) hΦ(t)i dt (5.18) 2 Z0 ∞ 1 2 ∆ Re e−i0 t−Q(t) hΦ∗ (t)i dt, (5.19) hW21 (0 )i = 2 0 where hΦ(t)i := hei



R t+τ τ



(t0 )dt0 ˜



i



(5.20)



is the averaged propagator of the corresponding Kubo oscillator. These averaged rates can be also given in the equivalent spectral representation form, like in Eq. (4.10), Z π 2 ∞ hW12 (0 )i = ∆ F C(ω)I(0 − ω)dω, 2 −∞ Z π 2 ∞ − k~ωT (5.21) hW21 (0 )i = ∆ e B F C(ω)I(0 − ω)dω, 2 −∞
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where 1 F C(ω) = 2π



Z



∞ −∞



exp[iωt − Q(t)]dt



(5.22)



is the Franck-Condon factor3 (it describes spectral line shape due to multi-phonon transitions [7, 148, 149]), and I(ω) is the spectral line shape of the Kubo oscillator, ˙ Φ(t) = i˜ (t)Φ(t). The result in Eq. (5.18) is in essence the Golden Rule result generalized to fast fluctuating nonequilibrium fields. This fact underlines the generality and importance of the nonequilibrium Golden Rule result which is very useful in applications. Many profound nonequilibrium effects described in this work can be rationalized within its framework. The structure of this result is very clear. Namely, F C(ω) in (5.22) is nothing else as the spectral line shape of a quantum Kubo osˆ in Eq. cillator with the frequency modulated by the quantum Gaussian force ξ(t) (4.4) (in the corresponding Heisenberg representation) which has the complex-valued equilibrium autocorrelation function in Eq. (4.5). Due to the Gaussian character of the quantum random force, this spectral line shape in Eq. (5.22) is expressed merely in terms of the double-integrated autocorrelation function K(t) and the reorganization energy term in Eq. (5.17). Due to the equilibrium character of quantum fluctuations, F C(ω) has a symmetry property, F C(−ω) = e−β~ω F C(ω), enforced by the thermal detailed balance. It holds independently of the form of the bath spectral density J(ω) [1]. Thus, the thermal equilibrium for localized energy levels4 , p1 (∞) = e−~0 /kB T p2 (∞), holds always in the absence of nonequilibrium fluctuations of the energy levels. Furthermore, by splitting ξˆ into a sum of two arbitrary statistically independent components (two subsets of quantum bath oscillators), ξˆ = ξˆ1 + ξˆ2 one can show that F C(ω) can exactly be represented as a frequency convolution of the corresponding (partial) Franck-Condon factors F C1 (ω) and F C2 (ω) [2, 7], namely, Z ∞ F C() = F C1 (ω)F C2( − ω)dω. (5.23) −∞



Such frequency convolution can be generalized to an arbitrary number of partitions. The nonequilibrium Golden Rule in Eq. (5.21) presents an additional frequency convolution with the spectral line shape I(ω) of the nonequilibrium oscillator Kubo which corresponds to a generally non-Gaussian and nonequilibrium stochastic force (periodic field can be considered as a random field with an uniformly distributed initial phase). I(ω) does not have the above symmetry imposed by thermal detailed balance. Thus, the violation of the thermal detailed balance by the nonequilibrium fluctuations lead generally to all possible nonequilibrium effects described in Sec. 4 3 4



A thermally weighted overlap of the wave functions of displaced quantum oscillators. Reminder: ∆r = 0, or kB T  ~∆r .
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and below. It is important to notice that the localized states can be stabilized by strong fast oscillating periodic fields [150] and the Golden Rule description is generally improved in such fields [14]. This latter fact can be immediately understood in a more general form from the representation of the (quantum) stochastic force as a sum of statistically independent components. Namely, if ∆r = 0 due the interaction with a subset of oscillators, the addition of an interaction with further oscillators cannot enhance ∆r . It will work always in the direction to make the effective tunneling coupling smaller (when ∆r 6= 0) improving thereby the perturbation theory in ∆. Replacing equilibrium oscillators with a fast fluctuating field cannot change this tendency. Electron transfer in fast oscillating periodic fields In particular, for strong and fast periodic fields ˜(t) = A cos(Ωt + ϕ0 ), hW12 (0 )i hW21 (0 )i



∞ π 2 X 2 A  ∆ Jn = F C(0 − nΩ), 2 Ω n=−∞ ∞ π 2 X 2  A  − ~[k0 −nΩ] BT e Jn ∆ F C(0 − nΩ). = 2 Ω n=−∞



(5.24)



The particular forms of these general expressions of the Golden Rule type for the nonadiabatic electron transfer (ET) rates in strong periodic fields has been first derived in [68] and [73] independently. In particular, the quasi-static (Gaussian) approximation for F C(ω) for kB T  ~ωc with K(t) replaced by K(0) ≈ 2kB T λ/~2 in Eq. (5.17) leads (independently of the detailed structure of J(ω)) to the celebrated Marcus-Dogonadze-Levich rate expression [151, 152] for the ET rates with F C(ω) = √



 (~ω − λ)2  ~ . exp − 4λkB T 4πλkB T



(5.25)



This approximation is suitable for a low frequency thermal bath in the high-temperature limit, e.g., for polar solvents. This is a semiclassical limit for the Franck-Condon factor. If some high-frequency (quantum) vibrational mode ω0 couples to ET with the coupling constant κ0 in addition to the low-frequency vibrations (this is relevant for ET in molecular structures), then a different model for F C(ω) seems more appropriate [7, 153], F C(ω) = √



∞  (~ω − λ + p~ω )2  X p~ω0 ~ − 0 e−D0 I|p| (x)e 2kB T exp − (5.26) 4λk T 4πλkB T B p=−∞



κ0 2 ) , D0 = S coth( 2k~ωB0T ), x = S/ sinh( 2k~ωB0T ), and Ip (x) is the modified where S = ( ~ω 0 Bessel function. Different other models are possible. The effects of the inversion of
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ET transfer direction and the modulation of ET transfer rates by orders of magnitude by laser fields have been theoretically predicted in [68, 73] for both of the abovementioned models of F C(ω)5. Exact averaging over dichotomous fluctuations of the energy levels An exact averaging of the NIBA master equation of the driven spin-boson model in the dichotomous Markovian field is possible by analogy with the consideration pursued in Sec. 4.4. The result is formally the same as in Eq. (4.21) with f0 (t − t0 ) and g0 (t − t0 ) given but in Eq. (5.16) (with ∆(t) = const) [82]. An interesting feature is that for 0 = 0 the equations for the average hσz (t)i and the correlator hα(t)σz (t)i are decoupled. Moreover, in the dissipation-free case, Q(t) = 0, the solution of equation for hσz (t)i with the initial condition hσz (0)i = 1 yields by use of the Laplace-transform method the same result as in Eq. (2.40) with the following change of the variable and the parameters from here to there: hσz i → hσx i, σ → ∆, ∆ → 0 . This provides a rather nontrivial cross-checking of the validity of different methods of stochastic averaging at use, as well as the results obtained.



5.3.2



Dichotomously fluctuating tunneling barrier



Another interesting case of study is given by the case of fluctuating tunneling matrix element ∆(t) and a constant energy bias (t) = 0 = const. In the superexchange picture of ET this corresponds to a situation where the stochastic dynamics of the bridge states, which mediate the electron transfer between the donor and acceptor molecules, introduces an explicit time-dependence into ∆(t) (within the reduced twostate description). Generically, this corresponds to a fluctuating tunneling barrier. In the case of dichotomous Markovian fluctuations ∆(t) = ∆0 +∆α(t), the stochastic averaging of NIBA master equation can also be done exactly [55]. This time due to the Shapiro-Loginov theorem (4.19) and the following exact decoupling property [122, 123, 154]: hα(t)α(t0 )σz (t0 )i = hα(t)α(t0 )ihσz (t0 )i .



(5.27)



It is valid for t ≥ t0 and for any retarded functional of α(t), σz (t). Applying these two theorems and using the remarkable property of DMP, α2 (t) = 1, by averaging 5



The improving of the perturbation theory in ∆ in the fast fluctuating fields does not mean that the Golden Rule rates cannot be enhanced by such nonequilibrium fields. A large enhancement of the forward (backward) rate can occur, e.g., when the absorption of n photons helps to overcome the corresponding forward (backward) activation barrier of the thermally-assisted incoherent tunneling. For example, for the generalized Marcus rates a (guideline) condition is 0 ∓ λ/~ ± n~Ω = 0, with the field amplitude A chosen such that the probability Jn2 (A/Ω) of the corresponding reaction channel is maximized.



50



Spin-boson model with fluctuating parameters



of GME yields the following exact result [55]: Z t d 0 [∆20 + ∆2 e−ν(t−t ) ]f (t − t0 )hσz (t0 )i hσz (t)i = − dt 0 0 + ∆0 ∆[1 + e−ν(t−t ) ]f (t − t0 )hα(t0 )σz (t0 )i  2 2 −ν(t−t0 ) 0 + [∆0 + ∆ e ]g(t − t ) dt0 , (5.28) Z t d 0 [∆2 + ∆20 e−ν(t−t ) ]f (t − t0 )hα(t0 )σz (t0 )i hα(t)σz (t)i = − νhα(t)σz (t)i − dt 0  −ν(t−t0 ) + ∆0 ∆[1 + e ]{f (t − t0 )hσz (t0 )i + g(t − t0 )} dt0 , where f (t) = exp[−Re Q(t)] cos[Im Q(t)] cos[0 t], g(t) = exp[−Re Q(t)] sin[Im Q(t)] sin[0 t].



(5.29)



For the case of vanishing dissipation, Q(t) = 0, and for ∆0 = 0, the solution of the integro-differential equation for hσz (t)i by means of the Laplace transform method yields for the initial condition hσz (0)i = 1 the same result as in Eq. (2.35). This agreement provides an additional test for the mutual consistency of different methods of stochastic averaging used in this work. Furthermore, in the absence of dissipation the rate of incoherent relaxation exhibits a resonance feature in its dependence on the frequency ν of the barrier fluctuations. Namely, the resonance occurs when ν matches the transition frequency 0 , i.e. ν = 0 (see Eq. (2.37) in Sec. 2.3.2). This presents a real stochastic resonance (not to be mixed with a totally different phenomenon very popular under the label of Stochastic Resonance [155]). It occurs when a stochastic frequency of driving matches the eigenfrequency of quantum transitions. In the presence of dissipation, this resonance feature is maintained. However, it is get modified. Namely, the resonance can occur at ν = |0 ± λ/~|, rather than at ν = 0 [55]. This resonance is responsible for an interesting effect of a stochastic acceleration of the dissipative quantum tunneling which is predicted by our theory [55]. Namely, for the case ∆ = ∆0 , when ∆(t) fluctuates between zero and 2∆0 the rate of incoherent transfer can exceed that for the static barrier with ∆(t) = 2∆0 = const. At the first look, this effect seems paradoxical. It must be remembered, however, that the considered noise is nonequilibrium and it is capable of pumping energy into the system enhancing thereby the rate of incoherent quantum tunneling. Unfortunately, for the parameters typical for molecular ET the conditions for this effect to occur can hardly be met experimentally since the required frequency ν is too high. Nevertheless, this fact does not deny the principal possibility of the discussed effect for some different systems in view of the generality of the model at use.



5.3 Strong system-bath coupling (polaron transformation)



51



Next, if ∆(t) fluctuates very slow on the time-scale of decay of kernels f (t) and g(t) (it corresponds basically to the inverse of the width of corresponding FranckCondon factor F C(ω)), then our theory reproduces after doing the Markovian approximation the known results which corresponds to the approximation of a dichotomously fluctuating rate [156], see also discussion in Sec. 4.3. The corresponding problem of fluctuating rates is known under the label of dynamical disorder and can be met in quite different areas of physics and chemistry [157]. Depending on the relation between the stochastic frequency ν and the values of transfer rates corresponding to the “frozen” instant realizations of ∆(t), the transfer kinetics can exhibit different regimes of (i) quasi-static disorder, (ii) averaged rate description, and (iii) gated regime [55]. In the latter case, the mean transfer time becomes locked to the autocorrelation time of fluctuations [56, 158]. Influence of strong laser fields on the electron transfer with nonequilibrium dynamical disorder [70], or driven by nonequilibrium conformational fluctuations [56] has been studied within the developed NIBA master equation approach in Refs. [56, 70]. In particular, it has been shown that a strong periodic field can induce a turnover between the nonadiabatic regime of electron transfer and a gated regime. Moreover, the direction of electron transfer in the gated regime can be inverted whereas the mean transfer time remains chiefly controlled by the nonequilibrium stochastic fluctuations which are not influenced by periodic field [70]. The theoretical predictions discussed in this and previous chapters are still waiting for their experimental realization. The perspective area of chemically gated, or chemically driven electron transfer [159] – in our language, the electron transfer controlled by nonequilibrium fluctuations due to spontaneous release of energy by breaking some energy-rich chemical bonds (e.g., due to the ATP hydrolysis) – is currently at the very beginning [159]. Similar effects can also be expected for other physical systems and processes far from the thermal equilibrium.



Chapter 6 Dissipative tight-binding model in strong external fields The next very important application relates to the charge transfer in spatially extended molecular structures. It can be described within a model similar to the Holstein model of molecular crystal [135, 160]. Namely, one considers a molecular chain in assumption of one energy level for the transferring electron (or hole) per molecule, or molecular group. This energy level is coupled to the local intramolecular vibrations which are thermalized. The transferring particle is get delocalized due to a tunneling coupling between the nearest neighbors. The intersite coupling between the intramolecular vibrations is however neglected (like in the Einstein model of optical phonons), i.e. the electron (or hole) energy levels in neighboring molecules (or molecular groups) are assumed to fluctuate independently. In other words, one assumes uncorrelated identical thermal bathes formed by vibrational degrees of freedom of each molecule in a molecular chain. Such a model is closed in spirit to one used for exciton transfer within the SLE description [29]. In the approximations used below, this model becomes equivalent to the model of Quantum Brownian Motion within a single band tight-binding description. In an external electric field E(t), the latter one reads [2]: HTB (t) = −



∞ ~∆ X (|nihn + 1| + |n + 1ihn|) − eE(t)ˆ x + HBI , 2 n=−∞  1 X h pˆ2i ci 2 i 2 HBI = xˆ , + mi ωi qˆi − 2 i mi mi ωi2



(6.1)



P where xˆ = a n n|nihn| is the operator of the coordinate (within the single band description). The model in Eq. (6.1) can be derived from a totally different perspective than the Holstein model, namely, by departing from a model of Quantum Brownian Motion in a periodic potential [2,3,66] and by restricting the correspond-
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ing consideration to the lowest band for the tunneling particle in a deep quantum regime. We consider it in the limit of a strong coupling applying the small polaron P ˆ = exp[−iˆ transformation which now reads U xPˆ /~], Pˆ = i ci pˆi /(mi ωi2 ). In the polaron basis, the Hamiltonian reads ∞ ~∆r X (|˜ nih˜ n + 1| + |˜ n + 1ih˜ n|) − eE(t)ˆ x 2 n=−∞ ∞ i X 1 X h pˆ2i ˆ nih˜ ˜2 , − (ξ|˜ n + 1| + h.c.) + + mi ωi2 Q i 2 i mi n=−∞



HTB (t) = −



ˆ



2



ˆ2



(6.2)



2



where ∆r = ∆he−iaP /~iB = ∆e−a hP iB /2~ is the renormalized tunneling coupling ˜ i := Uˆ qi Uˆ −1 = qˆi − ci 2 xˆ are displaced bath oscillators and (polaron band width), Q mi ωi ~ −iaPˆ /~ ˆ − ∆r ] are the quantum random force operators in the polaron basis ξ = [∆e 2



which are considered further as a small perturbation. Note that xˆ is not changed. Assuming a strong Ohmic dissipation with α ≥ 1 yields ∆r = 0 at T = 0 K and for E(t) = 0. This indicates the celebrated localization phase transition [143,144] which can also be interpreted as a polaron band collapse. In the presence of a constant electric field and/or for T > 0 this localization transition occurs for smaller values of α. In the considered case, the transport occurs by incoherent tunneling hops between the nearest sites of localization. It is worth noting that also in the dissipationfree case the Bloch band can collapse in strong periodic fields [161] expressing the phenomenon of dynamical localization [162]. This latter band collapse is a multistate expression of the related phenomenon of coherent destruction of tunneling [163]. Use of Eq. (3.11) for the case in (6.2) with ∆r = 0 yields for the diagonal elements of the reduced density matrix a set of coupled generalized master equations Z t ρ˙nn (t) = {W (+) (t, τ )ρn−1n−1 (τ ) + W (−) (t, τ )ρn+1n+1 (τ ) 0



− [W (+) (t, τ ) + W (−) (t, τ )]ρnn (τ )}dτ



(6.3)



with kernels W



(±)



1 ea (t, τ ) = ∆2 e−Re Q(t−τ ) cos[Im Q(t − τ ) ∓ 2 ~



Z



t τ



E(t0 )dt0 ].



(6.4)



The very same equations are obtained in the NIBA approximation of the pathintegral approach [2, 164]. The Holstein like model which has been discussed at the beginning of this Chapter yields in similar approximations the same set of GME’s (with a trivial renormalization of the coupling constant in the identical bath spectral densities Jn (ω) = J(ω)) [57]. The stationary electrical current carried by one parP ticle reads j = e limt→∞ dtd hx(t)i, where hx(t)i = a n nρnn (t) is the mean particle
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position in the considered infinite chain. It obeys (this follows immediately from Eq. (6.3)) Z t d hx(t)i = a [W + (t, τ ) − W − (t, τ )]dτ. (6.5) dt 0 One remains to averaged (6.5) over the field realizations 1 . This task is again reduced to the averaging of an effective Kubo oscillator which can be done exactly for many different models of driving. We represent the electric field E(t) as the sum of the ˜ ˜ mean, or constant field E0 and a fluctuating unbiased field E(t), i.e. E(t) = E0 + E(t). The resulting expression for averaged current j(E0 ) can be put into the two equivalent forms. First, it can be written as a time integral [58, 83], Z ∞ 2 exp[−Re Q(τ )] sin[Im Q(τ )]Im[eieaE0 τ /~hΦ(τ )i]dτ, (6.6) j(E0 ) = ea∆ 0



˜ where hΦ(τ )i is given in Eq. (5.20) with ˜(t) = eaE(t)/~ and Q(t) in Eq. (5.17). Alternatively, the current expression can be given as a frequency convolution in a spectral representation form, Z ∞ j(E0 ) = jdc (ω)I(eaE0/~ − ω)dω, (6.7) −∞



where π ea∆2 (1 − e−~βω )F C(ω) (6.8) 2 is the dc-current in its dependence on the static electric field strength (expressed in the frequency units) and I(ω) is the spectral line shape corresponding to hΦ(τ )i. The dc-current has obviously a symmetry property jdc (−ω) = −jdc (ω) which is imposed by the thermal detailed balance symmetry, F C(−ω) = e−~βω F C(ω) with F C(ω) in (5.22). It is very important that, in general, the averaged current in (6.7) does not obey such a symmetry requirement. Symmetry is generally destroyed by asymmetric fluctuating fields (see an example given below). The obtained general expressions for the incoherent current in a weak tunneling regime of hopping conductance driven by strong time-varying fields allows one to investigate several interesting nonequilibrium phenomena. jdc (ω) =
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Noise-induced absolute negative mobility



The first such phenomenon is the phenomenon of absolute negative mobility (ANM) (or absolute negative conductance) where the transferring particles move against 1



In the case of periodic driving, this additional averaging can be avoided by defining current in a self-averaged manner as j = e limt→∞ hx(t)i t



6.1 Noise-induced absolute negative mobility
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the direction of the mean applied force. This effect has been first predicted for semiconductors in strong periodic fields almost 30 years ago using a Boltzmann equation approach [165, 166]. The first experimental realization was obtained in 1995 for semiconductor superlattices [167]. The corresponding experimental results were seemingly consistent [167] with a mechanism of incoherent sequential tunneling like one just described (the dissipation mechanism is, however, rather different). The occurrence of the ANM phenomenon for a sinusoidal driving within the considered dissipative tight-binding model has been shown in Ref. [164]. The question we addressed in Ref. [57] within a Holstein like model was whether an external stochastic field can also induce ANM. The occurrence of such noise-induced ANM has been shown indeed for dichotomous Markovian fields and a simple criterion for ANM to occur has been established. In its basic features, ANM presents a multi-state analogy of the inversion of populations in TLS described in Sec. 4. It is the easiest way to understand the origin of ANM within the quasi-static approximation for the spectral ˜ line shape I(ω). Indeed, for a symmetric dichotomous field E(t) = (~σ/ea)α(t) with the inverse autocorrelation time ν, this approximation holds whenever σ  ν what is almost always the case in the relevant range of parameters even if the field fluctuations are fast on the time-scale of charge transfer. Then, I(ω) ≈ 12 [δ(ω − σ) + δ(ω −σ)] and j(E0 ) = 12 [jdc (eaE0 /~ −σ) + jdc (eaE0 /~ + σ)]. From this one can readily conclude [using the symmetry, jdc (−σ) = −jdc (σ)] that if jdc (σ) has a maximum at some σmax and a corresponding regime of differential negative conductance emerges for σ > σmax , for any such driven system the ANM emerges, j(E0 ) < 0, for a sufficiently small static force, eE0 > 0, whenever σ > σmax [57], i.e. whenever the charge transfer is driven into the regime of negative differential conductance by alternating, two-state stochastic fields. Such mechanism is quite general and robust. It does not depend on fine details of the dissipation mechanism. In particular, for the Gaussian F C(ω) in Eq. (5.25), h eaE i h λ2 + (eaE )2 i π ea∆2 ~ 0 0 jdc (eaE0 /~) = √ exp − sinh . (6.9) 2 πλkB T 4λkB T 2kB T This corresponds to a (nonadiabatic) small polaron conductance [135, 168] with the linear mobility r π ea2 V 2 −Wp /2kB T µ(0) = e (6.10) 2Wp ~(kB T )3/2 0) ), where Wp = λ/2 is the polaron binding energy and V = ~∆/2. (µ(E0 ) = dv(E dE0 For nonadiabatic small polaron the negative differentially mobility regime occurs for max E0 > Emax with Emax defined implicitly by the equation eaEmax = 2Wp coth( eaE ). 2kB T Quasi-one-dimensional systems exhibiting small polaron conductance (in the nonadiabatic ET regime with respect to ∆) can be considered along with the semiconductor
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superlattices as possible candidates to reveal the noise-induced ANM phenomenon experimentally. A photo-induced small polaron mobility of the hole type is exhibiting, for example, by columnar liquid crystals [169–171]. We estimate the value of Emax for these systems with the lattice period of about a = 0.35 nm be in the range of 5 · 106 V/cm. A crucial point is a large value of Emax . For superlattices with a larger period a, Emax can be much less [167]. Basically, this crucial quantity is determined by two factors: (i) the width of F C(ω) due to multi-phonon transitions (it depends on the precise mechanism of dissipation and should be as small as possible) and (ii) the lattice period a (it should be as large as possible). These criteria can serve as a guideline for search of appropriate experimental systems.



6.2



Dissipative quantum rectifiers



The next application is provided by the fluctuation-induced quantum transport in the absence of mean electric field, E0 = 0. Similar nonequilibrium phenomena are known under the notion of Brownian motors, or ratchets [59–64, 66]. The first instance of quantum ratchet in a periodic spatially asymmetric potential was studied theoretically in Ref. [172] within a full potential semi-classical approach and for an adiabatically slow driving field. In Ref. [58, 83, 84], we gave the first instance of the periodic dissipative quantum rectifiers [175] with no spatial asymmetry and a nonlinear transport mechanism due to an interplay of equilibrium quantum fluctuations and an asymmetric nonequilibrium external noise [58], or an asymmetric periodic driving [83,84]. Moreover, no assumption on the driving adiabaticity has been used. Our rectifier is genuine quantum and corresponds to the case of a strong dissipation when the transport mechanism is incoherent and the transport proceeds by incoherent tunneling hopping as outlined above. The current origin can be readily seen both in Eq. (6.6) and in Eq. (6.7). Namely, j(0) 6= 0, when hΦ(τ )i is complex, ImhΦ(τ )i = 6 0. This corresponds to a complementary criterion which follows from Eq. (6.7). Namely, j(0) 6= 0, when the corresponding spectral line I(ω) is asymmetric, I(−ω) 6= I(ω). In particular, this is the case of asymmetric dichotomous field of zero mean, cf. Sec. 2.3.1 and Eq. (2.28), which takes on the (frequency scaled) values eaE˜1,2 /~ = 1,2 = ∓σe∓b/2 , where b characterizes the field asymmetry and σ is the (scaled) rms of field fluctuations. The origin of current can clearly be seen in the quasi-static approximation of I(ω) for σ  ν, I(ω) ≈ p1 δ(ω−σe−b/2 )+p2 δ(ω+σeb/2 ) with p1,2 = |2,1 |/(|1 | + 2 ). In this adiabatic (with respect to driving) approximation, j(0) = p2 jdc (σeb/2 ) − p1 jdc (σe−b/2 ).



(6.11)
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Figure 6.1: Rectification current for an asymmetric dichotomous driving vs. rms of field fluctuations at different temperatures. The used parameters are given in the figure.



In the semiclassical high-temperature approximation for F C(ω) in Eq. (5.25) (this corresponds to a noise-driven small polaron transport), one can see that the rectification current appears as a nonlinear response to the external unbiased on average driving. Namely, to the lowest order, j(0) ∝ hE 3 (t)i ≈ bσ 3 (b  1) with a non3 trivial prefactor. Moreover, the current flows into the direction of he3 E (t)i (which is the direction of the bigger force realization) if the applied random force is sufficiently small. With an increase of the noise rms σ the current can however change its direction. In the considered approximations and for a small driving asymmetry b  1 this occurs when σ exceeds some maximum associated with F C(ω). Thus, this change of the current direction from the expected to the counter-intuitive is closely related to the mechanism of noise-induced absolute negative mobility which has been outlined above. Moreover, the current can flow in the counter-intuitively direction also for small applied forces when the coupling strength α is sufficiently small. Indeed, for T = 0 a very insightful approximate analytical expression can be obtained in the adiabatic limit for driving and in the lowest order of the asymmetry parameter b. Namely, assuming Ohmic model for the thermal bath with an exponential cutoff ωc , F C(ω) can 1 ( ωωc )2α−1 exp[−ω/ωc ]Θ(ω), be exactly evaluated at T = 0 to yield F C(ω) = ωc Γ(2α) where Θ(ω) is the Heaviside step function [2]. For b  1 in (6.11), this yields π ea∆2  σ 2α−1  σ  j(0) ≈ α−1− exp(−σ/ωc )b. (6.12) 2 ωc Γ(2α) ωc 2ωc
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It is worth noting that the nonlinear response at T = 0 K is not analytical in σ. The simple analytical result in Eq. (6.12) (it is restricted by α > 1/2) predicts that for α ≤ 1 the current flows into the counter-intuitive direction. Furthermore, for α > 1, the rectification current flows first in the expected direction, but it changes subsequently its direction to opposite for σ > σ∗ = 2(α − 1)ωc . Moreover, √ the absolute value of current has two maxima at σmax = (2α − 1 ± 2α − 1)ωc √ for α > 1 and one maximum at σmax = (2α − 1 + 2α − 1)ωc for 1/2 < α ≤ 1. Furthermore, the current diminishes for large σ. In the low-temperature limit, all these features are in the remarkable agreement with the numerical evaluation of Eq. (6.6) in Ref. [58]. A related comparison is provided in Fig. 6.1 for α = 2. For kB T = 0.01~ωc the agreement is excellent indeed except for very small values ~σ  kB T . On the scale of σ variation used in Fig. 6.1 the rectification tunnel current seems be maximal at T = 0 for most σ. From this point of view, it is originated mostly by an interplay of the zero-point quantum fluctuations and the nonequilibrium noise, i.e. has a manifestly quantum origin. This creates however an incorrect impression for small σ < kB T /~. Indeed (for larger values of α than in Fig. 6.1), the rectification current in the corresponding domain can be enhanced by temperature and go through a maximum exhibiting thereby the phenomenon of Quantum Stochastic Resonance [173, 174] in the nonlinear current response [58]. Furthermore, in the limit of vanishing dissipation Q(t) → 0, the result in Eq. (6.6) predicts that j(0) = 0 always, independently of the form and strength of driving. This prediction should be considered with care since the result in Eq. (6.6) is not valid for very small α and T (it does assume an incoherent transfer regime where either ∆r = 0, or the temperature is sufficiently high, kB T  ~∆r ). Nevertheless, the dissipationless single-band infinite tight-binding model can be solved exactly in arbitrary time-dependent fields [58, 84, 162, 176–178]. The corresponding exact solution shows [58, 84, 177] that the stationary current is killed by the stochastic fluctuations of driving, i.e. in the absence of quantum dissipation it can exist at most as a transient effect. As a matter of fact, the stationary rectification current within the single-band tight binding description is due to a nonlinear interplay of quantum dissipation and external nonequilibrium forces. Its origin presents a highly nonlinear and nonequilibrium statistical effect. This result is not, however, general. The full potential problem, where the current can be generated in the absence of dissipation (i.e., as a dynamical effect) due to an interplay of a nonlinear dynamics (either classical, or quantum) and breaking some space-time symmetries by driving [177, 179, 180], is very different in this respect. It must be however emphasized that the full potential problem has no relation to the electron transfer in molecular chains (focus of our interest in applications), since the tight-binding description emerges for the electron (or hole) transport processes in molecular systems in a very
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different way, not by a truncation of a full potential problem to the lowest band description. Another instance of dissipative quantum rectifiers can be given in the case of a harmonic mixing driving [83, 181], E(t) = E1 cos(Ωt) + E2 cos(2Ωt + φ)



(6.13)



with the driving strengths E1 , E2 , frequency Ω and the relative phase φ, respectively. This model seems more promising with respect to possible experimental realizations. The corresponding expression for hΦ(τ )i reads [83] hΦ(τ )i =



∞ X



k=−∞



    J2k 2ξ1 sin(Ωτ /2) Jk ξ2 sin(Ωτ ) e−ik(φ+π/2) ,



(6.14)



where ξ1,2 = eaE1,2 /(~Ω) and Jn (z) are standard Bessel functions. With its help the current in Eq. (6.6) can be evaluated numerically for the Ohmic model with the exponential cutoff, where the exact analytical expression for Q(t) is available [2,3,57]. Independently of other parameters the current vanishes identically for φ = π/2, 3π/2, where ImhΦ(τ )i = 0 exactly. Otherwise, the current can be different from zero. For sufficiently high temperatures and weak fields applied, j(0) ∝ hE 3 (t)i = 3 2 E E cos(φ) with a nontrivial quantum prefactor. At T = 0, the current response is 4 1 2 not analytical in the driving amplitude. Unfortunately, in this case there is no such simple approximate analytical expression for the current available like one in Eq. (6.12). Some numerical calculations [83], see also in Fig. 6.2, reveal such nontrivial features as the current inversion and the occurrence of current maxima similar to the the case of stochastic dichotomous driving. Moreover, in the case of harmonic mixing driving the direction of the rectification current can be easily controlled by the phase φ. For a sufficiently big dissipation strength α, the rectification current response can also exhibit a Quantum Stochastic Resonance feature [155, 173, 174, 182, 183], i.e., to have a maximum versus the temperature T . An experimental realization of the dissipative quantum rectifiers in the studied incoherent tunneling regime can be expected for the semiconductor superlattices [184] and for a small polaron like transport in molecular chains.
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Figure 6.2: Rectification current for a harmonic mixing driving vs. the strength of the first harmonic at different values of the coupling strength α. The strength of the second harmonic is fixed. The used parameters are given in the figure.



Chapter 7 Concluding Remarks With this work we have surveyed, extended and justified in greater detail the results of own prior research work done in a close collaboration with different research groups. The basics of the developed approach do not depend on whether the external field is periodic, or stochastic one. The differences come on the stage of averaging the corresponding field-driven (generalized) master equations. The developed theory has a very general and sufficiently simple framework. It possesses an immense spectrum of applications some of which have been outlined. Let us summarize the major advances made. First and foremost, we obtained the generalized non-Markovian master equations and the generalized Redfield equations for the quantum systems with the discrete number of states which include the influence of external either stochastic, or periodic fields in the dissipative kernels, or in the relaxation tensor, correspondingly. The obtained kinetic equations allowed one to study a multitude of different problems within a unified framework presented. In many of studied cases, the relevant part of the reduced dynamics is described either by the balance equation of the Pauli master equation type [185] which is generalized to include the external field influence into the quantum transition rates becoming thus functionals of the driving field, or by its further generalization which includes (in addition) the retardation (memory) effects in the dissipative kernels. In the case of fast (on the time scale of averaged relaxation process) fluctuating, or oscillating fields (and, correspondingly, the energy levels of quantum system) these quantum kinetic equations can be averaged due to a decoupling approximation. Then, the relaxation transitions can be described by the averaged quantum transition rates of the Golden Rule type. These averaged transition rates, however, generally does not satisfy the detailed balance at the temperature of the thermal bath. In this violation of the thermal detailed balance by nonequilibrium driving fields (it does not matter, either periodic, or stochastic ones) is rooted the origin of various nonequilibrium effects described. In a different
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limit of slowly fluctuating energy levels (on the time scale of the decay of dissipative kernels) the approximation of time-dependent quantum rates which adiabatically follow to the energy level fluctuations becomes valid. Here we enter the problem of dynamical disorder in the transition rates which fluctuate in time. For instant positions of the energy levels such time-dependent rates obey the symmetry imposed by thermal detailed balance. However, when the rate fluctuations are very fast on the time scale of averaged relaxation process, these rate fluctuations average out and the relaxation (or transport) process is again well described by the averaged rates which violate the thermal detailed balance on the averaged positions of the energy levels. It is very important that we have the case of symmetric dichotomous driving where these qualitative considerations can be made rigorous, checked and reaffirmed [55, 81, 82] since the averaging is possible exactly without making use of either the decoupling approximation, or the approximation of fluctuating rates. Next, the problem of averaging the quantum dynamics in stochastic fields modeled by non-Markovian processes of the continuous time random walk type with a discrete number of states (with Markovian processes being a particular limiting case) has been investigated in the absence of a quantum thermal bath. Using a classical stochastic path integral approach, we obtained some general exact results on the averaging of quantum propagator of the driven quantum system over the stationary realizations of such non-Markovian jump processes. In particular, the exact result for the Laplace transform of the correspondingly averaged quantum propagator has been obtained. This novel result bears a great potential for future applications since it opens a way for a rigorous study even in such extreme cases as 1/f α noise (with an extremally long range of temporal correlations), where any perturbation theory is expected to fail. As first important implementations, we obtained the spectral line shape of the corresponding Kubo oscillator and the Laplace-transformed averaged evolution of a spin 1/2 driven by symmetric alternating renewal process with an arbitrary distribution of the residence times (this implies a very broad class of autocorrelation functions including such which correspond to noises with 1/f α power spectrum). This latter result was shown to reproduce the known solution in the Markovian limit (exponential distribution of the residence time intervals). Using this latter test case, the mutual consistency of different methods of stochastic averaging applied in our work was also checked and reaffirmed. Furthermore, we have investigated the spin-boson model driven by either (or both) the fluctuations of the energy bias, or (and) the intersite tunneling matrix element. Here, a generalized master equation was obtained which corresponds to the NIBA approximation in the quantum path-integral approach. The obtained master equation was averaged exactly both over dichotomous fluctuations of the energy bias [82] and dichotomous fluctuations of the tunneling coupling (which corresponds
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to a fluctuating tunneling barrier) [55]. These results were applied to study electron transfer in media with dynamical disorder and driven in addition by periodic laser fields [56, 70]. Moreover, we have studied the quantum transport within a tight-binding description in the limit of a strong system-bath coupling and weak tunneling (incoherent hopping regime). A general result for the current averaged over the field fluctuations was obtained which is equivalent to the NIBA approximation result of the quantum path integral approach. The developed theory predicts a number of strongly nonequilibrium effects due to an interplay of equilibrium quantum fluctuations and a nonequilibrium noise or a strong periodic driving such as: (i) suppression, or acceleration of quantum transition rates by many orders of magnitude [50,52–54]; (ii) a noise-induced enhancement of the thermally assisted quantum tunneling [55]; (iii) an inversion of populations in the spin-boson model [56, 68, 71]; (iv) a noise-induced absolute negative mobility in quantum transport [57]. Moreover, we have put forward the theme of dissipative quantum rectifiers [58, 83, 84] (see also [175] for a highlighting account). Such unexpected and surprising from the point of view of the equilibrium dynamics, or a dynamics close to the thermal equilibrium effects are currently investigated by a number of research groups both theoretically and experimentally. With respect to the theoretical development a lot of attention has been paid in the last years to the quantum transport in the laser driven molecular wires [186]. Here, the fermionic thermal baths are provided by the electronic seas in the leads and the electron transport through the wire is coherent (elastic). This corresponds to the regime of a weak dissipation within our approach as opposite to the regime of incoherent tunneling hopping in the quantum rectifiers of Refs. [58, 83]. The wire size effects, as well as the Coulomb repulsion effects [187], are also very important for molecular wires what makes this subject highly nontrivial. The experimental development of quantum ratchets and rectifiers is very promising in the last few years [188–190] and we share confidence that this research domain will remain flourishing in the nearest future.
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