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approximation and they do not guarantee to identify optimal trade-offs [24]. These techniques are no longer acceptable to solve MO problems. So, more efficient techniques are needed to be developed. Evolutionary Algorithm (EA) seems to be suited to MO problems. In EA, a population of candidate solutions is used. Reproduction is used to combine these existing solutions to produce new solutions. Finally, Natural selection is used to produce new population. So, EA can produce a whole set of potential Pareto optimal solutions and perform better global search of the search space [2]. QEA is a probabilistic algorithm like EA. It is characterized on the basis of the concept and principles of quantum computing such as qubits and superposition of states [4, 5, 6, 7]. QEA can keep the balance between exploration and exploitation more easily than EA. But it is not suitable for complex optimization problem because it traps into local optima during solving multi-peak optimization problems [8-9]. PSO is an evolutionary computing algorithm based on swarm intelligence [10-11]. QEA and PSO have many similarities. However, PSO does not use any evolution operators like QEA. The optimum solution is found by swarms following the best particle. It is easily implemented, it has fewer parameters to adjust and it has faster convergence speed [10, 12]. PSEQEA is developed by combining PSO with QEA to improve the performance of QEA [13]. In PSEQEA, the evolutionary equation of PSO is embedded in the evolutionary operator of QEA. So, it reduces the structure complexity and the number of parameters of QEA. The Knapsack problem simulation and a series of test functions show that the proposed hybrid algorithm possesses better ability to find the global optimum than that of QEA and PSO [13]. In this paper, some well-known test functions are used to study the performance PSEQEA to solve MO problems. This paper is organized as follows. Section II describes the basic concepts and terminology of MO. Section III presents an overview of some recent evolutionary techniques such as QEA, PSO, and PSEQEA. Section IV describes about weighted aggregation approach. In section V the performance of PSEQEA using Weighted Aggregation technique



Abstract Quantum Evolutionary Algorithm (QEA) is an optimization algorithm based on the concept of quantum computing and Particle Swarm Optimization (PSO) algorithm is a population based intelligent search technique. Both these techniques have good performance to solve optimization problems. PSEQEA combines the PSO with QEA to improve the performance of QEA and it can solve single objective optimization problem efficiently and effectively. In this paper, PSEQEA is studied to solve multiobjective Optimization (MO) problems. Some wellknown non-trivial functions are used to observe the performance of PSEQEA to detect the Pareto optimal points and the shape of the Pareto front using both Fixed Weighted Aggregation method and Adaptive Weighted Aggregation method. Moreover, Vector Evaluated PSEQEA (VEPSEQEA) borrows concept from Schaffer’s Vector Evaluated Genetic Algorithm (VEGA) that can also cope with MO problems. Simulation results show that PSEQEA and VEPSEQEA perform better than PSO and VEPSO to discover the Pareto frontier. Keywords: Multi objective Optimization, Particle Swarm Optimization, Quantum Evolutionary Algorithm, Weighted Aggregation method. I. INTRODUCTION In most real-world optimization scenarios, multiple, often conflicting objectives are involved. Complex hardware/software systems design [1], determination of protein’s atomic structure [2] and production scheduling [3] are such type of scenarios. In single objective optimization problem, there is only one solution, but in multi objective optimization problem, a whole set of possible solutions of equal quality is found when all objectives are simultaneously considered. Traditional gradient based technique, a number of stochastic techniques such as tabu search; simulated annealing etc. could be used to detect Pareto optimal solutions. In first technique, the objective functions are combined in a single objective function. It has some limitations: 1) only one solution is found from one optimization run. 2) Influenced by the shape of the Pareto front. The solutions obtained from the second technique tends to be stuck in a very good
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probability of finding the qubit in “1” state. QEA has better characteristics of diversity because the qubits represent the superposition of states. When α i 2 and



to solve MO problems is exhibited. In section VI a modified version of PSEQEA is used to solve MO problems similar to VEGA system. Finally concluding remark follows in section VII.



2 approaches to “0” and “1”, the qubit βi chromosome converges to a single state and diversity disappears. So, the qubit representation possesses the characteristics of exploration and exploitation simultaneously [13]. Q-gate is a variation operator of QEA which is used to update the probability amplitudes of a qubit and the qubit should satisfy the normalization condition α ′ 2 + β ′ 2 = 1 when Q-



II. MULTI-OBJECTIVE OPTIMIZATION Consider a multi-objective optimization (without loss of generality only the minimization case is considered) problem with k objectives ( f i , i = 1, 2,3,..., k ) and n decision variables



(x i , i = 1, 2,3,..., n ) :



(1) f ( x ) = f 1 ( x ), f 2 ( x ),... f k ( x ) subject to the following inequality constraints (2) g i ( x ) ≤ 0, i = 1, 2,...., m The objective functions may be conflicting with each other, thus, in most cases it is difficult to obtain the global minimum for each objectives at the same time. Therefore, a set of Pareto optimal solution need to be achieved. The related concepts of Pareto dominance, Pareto optimality, Pareto optimal set and Pareto front are defined as follows [14]: Pareto dominance: let u = (u 1 , u 2 ,...., u k ) and



gate is applied. The following Q-gate is used as rotation gate: ª cos( Δ θ i ) − sin( Δ θ i ) º (5) U (Δθ i ) = « cos( Δ θ i ) »¼ ¬ sin( Δ θ i ) where Δθ i , i = 1,2,.., m is the rotation angle of a qubit towards the “0” state or “1” state depending on its sign [7]. B. Particle Swarm Optimization Particle Swarm Optimization (PSO) was first introduced by Kennedy and Eberhart in 1995[10]. It was inspired by the behaviour of bird swarms looking for food. In PSO, the self experience is combined with social experience. Each candidate solution can be represented as a particle in the swarm. The swarm moves forward to obtain a global solution. Each particle in the swarm uses its own flying experience and its companions experience to update its position. The position and velocity of ith particle in Ddimensional search space is denoted as X i = ( X i1, X i 2 ,....,X iD ) and Vi = (Vi1 ,Vi 2 ,....,ViD ) ,



v = ( v1 , v 2 ,...., v k ) be two vectors. Then, u dominates v if and only u i ≤ v i , i = 1, 2,..., k and there exists at least one element with u i < v i . Pareto optimality: A solution x is said to be Pareto optimal if and only if there does not exist another solutionn y so that f(x) is dominated by f(y). The set of all Pareto optimal solutions for a given multiobjective optimization problem is called Pareto optimal set (P*). Pareto front: For a given multi-objective optimization problem and its Pareto optimal set P*, the Pareto front (PF*) is defined as: (3) PF* = { f ( x) = ( f 1 ( x), f 2 ( x),... f k ( x)) | x ∈ P*}



respectively. The best position of ith particle is given as Pi = ( Pi1 , Pi 2 ,...., PiD ) and the best position



A Pareto front can be convex, concave or partially convex and/or concave and/or discontinuous. A Pareto front ( PF * ) is said to be convex if and only if ∀u, v ∈ PF*,∀λ ∈(0,1), ∃w∈ PF*: λ || u || +(1 − λ) || v ||≥|| w || On the contrary, a Pareto front PF * is said to be concave if and only if ∀u, v ∈ PF*, ∀λ ∈ (0,1), ∃w ∈ PF* : λ || u || +(1 − λ ) || v ||≤|| w ||



discovered by whole population until now is Pgd = ( Pg 1 , Pg 2 ,...., PgD ) . Thus the movement of particles can be expressed by the following formula: Vid =Vid + C1r1(Pid − Xid ) + C2r2 (Pgd − Xid ) (6)



X id = X id + Vid (7) where C1 and C2 are coefficient of learning factors. r1 and r2 are two separately generated random numbers in [0,1].



III. RECENT EVOLUTIONARY TECHNIQUES A. Quantum Evolutionary Algorithm QEA uses qubit chromosome to represent solutions. An m qubit chromosome can be defined as: ªα 1 α 2 " α m º (4) «β » ¬ 1 β2 " βm ¼



where



α



2



[α i



β i ]T



is



one



qubit,



C. PSO embedded in QEA (PSEQEA) The evolutionary operation plays an important role to find optimum solutions. In QEA, the Q-gate is used to perform evolutionary operation and uses only the information of optimum performance to move forward. So it traps in local optimum during solving complex optimization problems. Moreover, it is complex to update Q-gate through lookup table. PSO uses not only the optimum performance but also suboptimal performance through the communication



and



2 2 + β = 1, i = 1,2,3,...m . α i gives the probability



of finding the qubit in “0” state and β i



2



gives the
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of the individuals of the swarm. It uses simple evolutionary equation. As a result, it is simple, easy, and has better search capability than QEA. So in PSEQEA, PSO is combined with QEA to improve the performance of QEA. The structure of PSEQEA is just like QEA. Only the rotation angle is updated using evolutionary equation of PSO rather than lookup table. So the rotation angle can be expressed as: (8) θ = C1 ( Pid − X id ) + C 2 ( Pgd − X id )



B. Bang-Bang Weighted Aggregation (BWA) In this approach, the weights are changed abruptly. The change of weights can be realized for a twoobjective multi-objective optimization problem, according to the following equations,



2πt w1 (t ) = sign(sin( )) , w2 (t) =1.0− w1 F



where t represents the generation index and F represents the weights’ change frequency. sign () function is used to change the weights abruptly.



where C1, C2, Pid, Pgd are same like mentioned in PSO. The [αi βi ]T are updated by Q-gate as follows: ªα id′ º ª cos θ « β ′ » = « sin θ ¬ id ¼ ¬



− sin θ º ªα id º cos θ »¼ «¬ β id »¼



C. Dynamic Weighted Aggregation (DWA) In this approach, the weights can be gradually changed according to the following equations,



(9)



2πt w1 (t) = (sin( )) , w2 (t) = 1.0 − w1 F



The procedure of PSEQEA is described in the following [13]. In this algorithm, Qt represents the qubit chromosomes and Pt represents the binary solutions. At first, Qt and parameters are initialized. Pt is created by observing Qt states and then Pt is evaluated. After that, Qt is updated using (8) and (9). Pit and Pgt are stored at each iteration. Here, Pit represents the previous best solution of individual itself and Pgt represents the population’s global best solution.



(12)



where t is the generation number and the weights are changed from 0 to 1 periodically depending on the value of F. If the Pareto front is convex then the slow change of the weights forces the optimizer to move efficiently on the Pareto front than BWA. If it is concave, the performance of DWA and BWA is similar [15]. The above three approaches have been applied in experiments using PSEQEA and PSO where F=100 for BWA and F=200 for DWA.



IV. THE WEIGHTED AGGREGATION APPROACH



V. PERFORMANCE EVALUATION AND RESULT ANALYSIS



The Weighted Aggregation is straightforward and efficient approach in multi-objective optimization. In this method the different objectives are summed up to a weighted combination. It can be expressed as follows:



To test the performance of PSEQEA and PSO the following benchmark problems are used as test functions, defined in [17, 18]: F1 (convex, uniform Pareto Front):



k



F = ¦ wi f i ( x)



(11)



f1 =



(10)



i =1



1 n 2 ¦ xi n i =1



, f2 =



1 n ( x i − 2) 2 ¦ n i =1



(13)



F2 (convex, non-uniform Pareto Front): where



th



f i the i objective and k represents the total



number of objectives to be optimized, wi



f 1= x1 , g = 1 +



≥ 0 , is the



F3 (concave Pareto Front):



k



weight assigned to objective



f i such that



§ 9 n f · xi , f2 = g¨¨1− 1 ¸¸ (14) ¦ g¹ n −1 i=2 ©



¦wi = 1.



§ § f1 ·2 · 9 n f 1= x1 , g =1+ ¦xi , f2 = g¨¨1− ¨ ¸ ¸¸ g¹ n−1i=2 ¹ © ©



i =1



The Weighted Aggregation approach can be of the following types:



(15)



F4 (neither purely convex nor purely concave Pareto Front):



A. Conventional Weighted Aggregation (CWA) In this approach the weights are fixed. It has the following disadvantages: 1) only one Pareto optimal solution can be obtained per optimization run and a priori knowledge is needed to specify the weights [15]. 2) Requires more time and is computationally expensive. The search has to be repeated several times to find a desired number of Pareto optimal solutions. 3) Unable to find the Pareto solutions that are located in the concave region of Pareto front [16].



4 § f 9 n f · f 1= x1 , g =1+ ¦xi , f2 =g¨¨1−4 1 −§¨ 1 ·¸ ¸ g © g¹ n−1i=2 ¹ ©



(16)



F5 (Pareto Front consists of separated convex parts):



f 1= x1 , g =1+



9 n ¦xi n−1i=2



§ · f2 = g¨¨1− f1 − ( f1 )sin(10πf1)¸¸ g g © ¹
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(17)



There are various types of method available to compare the performance of different algorithms. When the Pareto optimal solutions are known then the Error Ratio and the Generational Distance are used as the performance measure indicators [19]. The method of coverage metrics is proposed by Zitzler and Theiele for comparing the performances of different multiobjective evolutionary algorithm [20]. We used the Graphical presentation [21] to compare the performance of PSEQEA and PSO as well as of VEPSEQEA and VEPSO. For performance comparison, above five functions (13)-(17) were solved using PSEQEA and PSO [23]. 150 generations were used with x ∈ 0,1 . The value



The performance of DWA and BWA are shown in Fig.3-Fig.6. In each case, both convex Pareto front and concave Pareto front is obtained. In case of convex Pareto front DWA is better than BWA but when the Pareto front is concave, performance of both approaches are quite similar which is shown in Fig.4. For PSEQEA, the number of swarm was 10 for each function. But for PSO, the number of swarm was 20 to get nearly same type of result like PSEQEA that means PSEQEA found promising result with less population than PSO. Fig.3- Fig.6 shows that PSEQEA performs better than PSO. 5
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Fig. 4: Results on F3: DWA (left) and BWA (right) PSEQEA PSO
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Fig. 5: Results on F4: DWA (left) and BWA (right)
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Fig. 2: CWA for F3 (left) and F4 (right)
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of C1 and C2 were set to 0.05 π . The dimension n was set to 2.The number of qubits used for each functions were 14 per variable. To build and maintain the archive of Pareto solutions of algorithms, same pseudo code provided in [15] was used. In CWA, the desired number of Pareto optimal points was 20. So, the algorithm was run 20 times by varying weights. The obtained Pareto fronts of F1-F4 are given in Fig.1 and Fig.2. As F1 and F2 represents the convex Pareto fronts so the CWA approach finds it easily. It cannot find the Pareto front of F3 because of its concavity (only two ends are found). In F4, it only finds the convex part. The obtaining result from PSEQEA is slightly better than PSO except in Fig. 3 where both are same. The computational cost is also very low with fast convergence rate. To obtain Pareto solutions of all functions required less than 1 minute for each function. 5
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VI. A POPULATION- BASED NONPARETO APPROACH



(18)



θ t2 = C1 ( Pid2 − X id2 ) + C 2 ( Pgd1 − X id2 )



(19)
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In this paper, an algorithm named PSEQEA is used to solve MO problems. It was found that PSEQEA solves well known test functions (both concave and convex) very efficiently with small swarm size. In order to reflect essential aspects of MO, two objectives are sufficient [18]. So, low dimension was used. Finally, a modified version of PSEQEA known as VEPSEQEA that adopts the idea of VEGA was also developed to solve the same problems which outperforms VEPSO.
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For both PSEQEA and PSO, two swarms of size 20 and 150 generations were used. The performance of VEPSEQEA and VEPSO are shown in Fig.7-Fig.9 and it is found that VEPSEQEA has meaningfully better performance than VEPSO in all functions. 10
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Here, t represents the generation number, superscripts (1) and (2) represent the swarms. C1, C2, Pid, Pgd are same like mentioned above in PSO and PSEQEA.
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To develop VEPSEQEA, two swarms are run concurrently, each one of which are evaluated according to one of the objectives of a two-objective optimization problem. At the end of each generation, the global best particle of each swarm is exchanged with each other. So the rotation angle of each swarm can be express using the following equation:



θ t1 = C1 ( Pid1 − X id1 ) + C 2 ( Pgd2 − X id1 )
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VEGA approach was first proposed by Schaffer in the mid-1980s. In VEGA, only the selection mechanism of GA is modified. At each generation, a number of subpopulations were generated according to each objective function in turn. All these sub-populations are shuffled together. After that, crossover and mutation operators are applied to generate new population in the usual way [22].
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