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Preface The ground-state motion of a bound charged particle in the field of a stationary electric dipole has instrinsic interest as a quantum-mechanical system. Turner, Anderson & Fox[1]
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Abstract This thesis explores the quantum mechanics of bound states in pure and physical electric potentials. Calculations in the three-dimensional case show the existence of a critical dipole moment, a minimum dipole magnitude requisite for the system to support bound states. Perturbative, variational, and numerical methods are employed. Analogous potentials are examined in one and two dimensions. A theorem on bound states in one dimension is developed and work in two dimensions is indicative of a rich and complex system.



Introduction The formulation of quantum mechanics is such that the basic approach can be summarized in the following dialogue:



Physicist 1 : (despairingly) I have Schr¨odinger’s equation but without a potential it is but hollow, and I, being only a lower thing, am hollow too! Physicist 2 : Here, I gladly impart to you this potential. Physicist 2 hands Physicist 1 a potential V=−α/r. Physicist 1 : Ah, my kind benefactor, what good you do me! Now I must make haste and sharpen my pencil! Physicist 1 happily plods off to solve Schr¨odinger’s equation.



The goal in quantum mechanics is to solve Schr¨odinger’s equation, for a specified potential: i~



∂Ψ ~2 ∂ 2 Ψ =− + V Ψ. ∂t 2m ∂x2



(1)



In the above dialogue the potential proposed, −α/r, describes the electron in a hydrogen atom. Thus by solving Schr¨odinger’s equation for that particular case we come to understand the quantum mechanics of the hydrogen atom. The first task, then, is to find systems of interest and corresponding potentials. This problem is diverse and might as well be never-ending, but there is one question we, as students of quantum mechanics, always come back to: What is the solution to Schr¨odinger’s equation for the specified potential? There are only a handful of systems (potentials) for which complete analytic solutions are known. For studies beyond these sparse friendly examples we must accept approximation as our friend and embrace handwaving arguments that provide footholds for fruitful calculations. When the potential V is independent of time we can separate out the timedependence from Schr¨odinger’s equation to find Schr¨odinger’s time-independent equation1 , ~2 d2 ψ + V ψ = Eψ. (2) − 2m dx2 1



See Griffiths[2], p. 24.
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Introduction



We find, again, the hollow V awaiting our specification, but duly note here that V = V (x) whereas in Equation 1 V = V (x, t) – this is the essence of time-independence.2 Many investigations into quantum mechanics consider time-independent potentials and thus Equation 2 becomes the working physicist’s friend and foe. What, then, does the function ψ that solves the time-independent Schr¨odinger equation do for us? Born’s statistical interpretation tells us that the value we get by integrating |ψ|2 over an interval (a, b) gives the probability that we find the particle in that interval. The wave function continues to be of importance as one formulates operators that are used in conjunction with ψ to obtain the quantum mechanical analogs to observable values such as momentum. The indeterminacy that is inherent in this interpretation has caused plenty of ruckus and a nice summary of the most popular positions can be found in Griffiths[2], §1.2. It is at this point we delve into my particular problem, but first we will lay the foundation by a quick overview of the electric dipole configuration.



0.1



The Electric Dipole Potential



It is a good idea to have a physical image in your mind of what precisely an electric dipole is.3 Simply stated, the physical dipole (also known as the extended dipole) consists of two opposite electric charges of equal magnitude Q separated by a finite distance d. The pure (or point) dipole is a theoretical construct which is best described after the details of the physical dipole have been stated. One approach to explaining the dipole potential follows from a general method to describe the potential of any local charge distribution in powers of r−1 . It can be shown that µ ¶n ∞ 1 X 1 V (r) = Cn . (3) 4π²0 n=1 r This method is known as the multipole expansion of a potential. The constants Cn are dependent on the charge distribution and on the direction to the point in question, but not on the distance (r). For systems in which the total charge is zero (e.g. a dipole — two equal magnitude and opposite charges) the dominant term in the multipole expansion is the r−2 term and the coefficient, C2 , is calculated from the dipole moment, p, with the value Z C2 = p · ˆr, where p ≡ r0 ρ(r0 ) dτ 0 . (4) Here the primed coordinates range over the charge distribution at hand, ρ is the charge density, and dτ 0 is the volume element. The angle in the dot product is between a vector in the direction of the field point and a vector in the direction of the dipole moment. The two point charge system of the dipole will have delta functions for a charge density, and the integration quickly gives p= Qd, where d is 2



Solutions to the time-independent Schr¨odinger equation are known as stationary states. These states have useful and distinguishing properties, see Griffiths[2], p. 26. 3 The discussion of the electric dipole comes from Griffiths[3], p. 146-150.
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the vector pointing from the negative charge to the positive charge, with magnitude equal to their separation. We can thus rewrite the potential for a charge configuration in which the total charge is zero as µ ¶n ∞ 1 p · ˆr 1 X 1 V (r) = + Cn . (5) 2 4π²0 r 4π²0 n=3 r The potential in this form makes clear that the dipole term is indeed dominant at large r, but is by itself only an approximation, as the n ≥ 3 terms do contribute. However, at large r the higher order r−n terms become negligibly small. Now we are ready to consider what it means to be a pure dipole. To construct the pure dipole we consider the limiting case of the physical dipole as the separation d approaches zero and the magnitude of the charge approaches infinity, with their product held constant (this see-sawing of the two parameters Q and d thus preserves the magnitude of the dipole moment). The potential of the pure dipole is no longer approximate, and is given exactly by Vdip (r) =



1 p · ˆr . 4π²0 r2



(6)



The qualitative differences between the pure and physical dipole potential are illustrated in two contour plots of Figure 1. The only major difference to take note of is the squeeze at the origin of all the equipotentials for the pure dipole. Remembering that the electric field is (minus) the gradient of the potential, and that the gradient is orthogonal to any equipotential it is relatively easy to visualize the electric field of both dipole potentials.



Figure 1: Equipotentials of the Physical and Pure Dipole Identical contours plotted for the physical and pure dipole. The small spheres represent the charges in the physical dipole.
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Introduction



0.2



The Critical Dipole Moment



The critical dipole moment is the minimum (magnitude) dipole moment required for bound states to exist. To put this into concrete context, consider your favorite polar molecule, say, H2 S, and an orbiting electron. Implied by my use of the term orbiting we understand that the electron must be bound to the polar molecule. The claim, then, is that the magnitude of H2 S’s dipole moment, p, satisfies the condition p > pmin where pmin denotes the critical dipole moment, otherwise H2 S would have no electron bound states. What we mean by a bound state is that the electron has negative total energy. As it happens, H2 S has a dipole moment below the known critical dipole moment and experiments show that electrons never bind to it.4 It is important to emphasize that there is only one critical dipole moment5 that applies to all electric dipole systems. Investigations into the dipole system and the critical dipole moment were launched in the early 1960’s with at least four independent groups working on the problem. Initial interest was spawned by observations of anomalous electron scattering cross sections in molecular physics experiments. Incidentally, the problem also arose twenty years earlier (in the 1940’s), in work by Fermi and Teller in particle physics. Fermi apparently found (in a way that is still unknown) the critical dipole moment, and mentioned it only in passing.6 The existence of a critical dipole moment is by no means intuitive. Our experience with bound states comes mostly from systems such as orbiting planets in our solar system and cartoon rollercoasters stuck rocking back and forth at the bottom of a parabolic well. Abiding by our classical intuition we would think that as the potential was weakened the binding energy would likewise decrease but that for any potential, no matter how weak, there would always exist a bound state. This is indeed the case, classically; it has been shown that bound states do exist in the dipole potential for all dipole moments.7 Contrary to this expectation the quantum dipole potential makes for interesting study as it is a system in which reality as we know it departs from our classical calculations to abide by those of the less intuitive quantum world.
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See Turner[4]. For the unbearably curious the critical dipole moment has value pcrit ≈ 5.42 × 10−30 C·m. 6 A more thorough historical summary of the major researchers of the dipole system is given by Turner [4]. 7 ibid. 5



Chapter 1 The Critical Dipole Moment We now endeavor to calculate the critical dipole moment. An interesting nonobvious fact about the critical dipole moment is that it is the same for the pure and physical dipole. Let me reiterate: The condition for bound states to exist in the quantum dipole is independent of the dipole configuration. In wanting to understand bound states of the quantum dipole this equivalence motivates an examination of both the finite and pure dipole systems. The pure dipole, as one might expect, is a cleaner system to work with, and thus assumes the form of stepping stone.



1.1



The Pure Dipole



The potential for the pure dipole is given in Equation 6 but one must note that this is the electric potential and what gets stuffed into Schr¨odinger’s equation is the potential energy. The electric potential is energy per unit charge so what we want to work with is qVdip , where q is the charge of the particle in the potential (q = −e in our case): V =



σ cos θ r2



where σ =



qp . 4π²0



(1.1)



We now have our potential energy and want to solve Schr¨odinger’s equation. We decide to work in spherical coordinates and Schr¨odinger’s (time-independent) equation in three dimensions with the spherical coordinate Laplacian is µ 2 ¶¸ · µ ¶ µ ¶ ∂ ψ 1 ∂ ∂ψ 1 ~2 1 ∂ 2 ∂ψ + V ψ = Eψ. r + 2 sin θ + 2 2 − 2 2m r ∂r ∂r r sin θ ∂θ ∂θ r sin θ ∂φ2 (1.2) We are now presented with a partial differential equation in three variables. Pursuing a separable solution to Equation 1.2 will leave us with a set of ordinary differential equations, each for a single variable, which will be easier to approach. First, then, we propose a solution of the form 1 ψ(r, θ, φ) = Θ(θ)U (r)Φ(φ). r
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Plugging this expression for ψ into Equation 1.2 we can work out each term in the square brackets independently and then rewrite Schr¨odinger’s equation in the separated form. The first term gives µ ¶ µ µ ¶¶ 1 ∂ 1 d U 2 ∂ψ 2 d r = 2 ΦΘ r 2 r ∂r ∂r r dr dr r µ µ ¶¶ 1 d dU 1 1 2 = 2 ΦΘ r − U r dr dr r r2 µ ¶ 1 dU d = 2 ΦΘ r −U r dr dr 1 d2 U ΦΘ 2 . r dr



=



(1.3)



For the second term we have µ ¶ µ ¶ ∂ψ UΦ d dΘ 1 ∂ sin θ = 3 sin θ r2 sin θ ∂θ ∂θ r sin θ dθ dθ µ ¶ UΦ dΘ d2 Θ = 3 cos θ + sin θ 2 r sin θ dθ dθ µ ¶ UΦ dΘ d2 Θ = cot θ + 2 . r3 dθ dθ



(1.4)



And finally, the third term is 1 2 r sin2 θ



µ



∂ 2ψ ∂φ2



¶ =



ΘU d2 Φ . r3 sin2 θ dφ2



(1.5)



Plugging Equations (1.3), (1.4), and (1.5) into their respective locations in Equation 1.2 we obtain (note ψ has been expanded in the V and E terms too): · µ ¶ ¸ ~2 1 d2 U UΦ dΘ d2 Θ ΘU d2 Φ − ΦΘ 2 + 3 cot θ + 2 + 3 2 2m r dr r dθ dθ r sin θ dφ2 1 σ cos θ 1 ΘU Φ = E ΘU Φ. + 2 r r r 3



(1.6)



2



sin θ If we multiply Equation 1.6 by r ΘU , all of the φ-dependence ends up in a single Φ term. It follows that φ-dependent term must be a constant, call it −m2L . We can now solve the Φ equation with ease.



1 d2 Φ = −m2L Φ dφ2



=⇒



Φ = eimL φ .



(1.7)



Some things should be mentioned regarding this solution. The constant of integration, which should be out in front of the solution, can be accounted for in the Θ or U
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equations — remember, our separable form of ψ is a product of three functions, so any multiplicative constant can be shuffled from one function to the other without changing the final form of ψ. The solution is periodic, namely Φ(φ + 2π) = Φ(φ), which dictates that mL must be an integer. Finally, letting mL run positive and negative in value accounts for all solutions. To separate the r and θ dependence we multiply Equation 1.6 through by r3 /(ΦΘU ) and use Equation 1.7 to obtain: · ¸ 1 dΘ m2L ~2 r2 d2 U 1 d2 Θ + − − cot θ + + σ cos θ − r2 E = 0. 2m U dr2 Θ dθ Θ dθ2 sin2 θ



(1.8)



Next we multiply through by 2m/~2 and gather like terms: ·



¸ · ¸ r2 d2 U 2mr2 1 dΘ m2L 1 d2 Θ 2mσ cos θ − − E + − + = 0. (1.9) cot θ − + U dr2 ~2 Θ dθ Θ dθ2 ~2 sin2 θ | {z } | {z } −γ



γ



The r-dependent and θ-dependent terms have been grouped and labeled with their respective separation constants −γ and γ. We see that things can be made a little cleaner if we define two new variables α≡



2mσ ~2



and



κ2 ≡ −



2mE . ~2



Take note that α is dimensionless, κ2 has dimensions of m−2 , and that E will be negative for bound states, so κ is real. With these variables in place let’s take a look at the radial equation: −



r2 d2 U + κ2 r2 = −γ U dr2



⇒ ⇒



d2 U −r2 2 + κ2 r2 U = −γU dr ¶ µ γ d2 − 2 + 2 U = −κ2 U. dr r



(1.10)



Surprisingly enough, the radial dependence in the pure dipole potential has come out to be analogous to the one-dimensional Schr¨odinger equation with a 1/r2 potential and coupling strength γ. Multiplying the angular equation by Θ gives ¶ µ d2 m2L d + α cos θ Θ = γΘ. − cot θ − 2 + dθ dθ sin2 θ Or, more compactly: µ



1 d − sin θ dθ



¶ µ ¶ d m2L + α cos θ Θ = γΘ. sin θ + dθ sin2 θ



(1.11)
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CHAPTER 1. THE CRITICAL DIPOLE MOMENT



We now find ourselves presented with two ordinary differential equations governing the radial and angular behavior of a charged particle in the pure dipole potential. Examination of the radial equation yields a nice argument for determining the separation constant γ, which can then be plugged into the angular equation.1



1.1.1



The Radial Equation



Since we are examining bound states the crux of the following argument will lie in requiring that the bound particle have negative energy. We impose this condition on our particle by looking at the expectation value of the Hamiltonian, which gives the expectation value of the energy, hHi = E. In the radial equation γ is the only parameter or, in other words, the only candidate for being restricted. We begin with the Hamiltonian of Equation 1.10: · ¸ ~2 d2 γ H= − 2+ 2 . 2m dr r An investigation of this Hamiltonian follows as we work towards a proof of the following theorem. Theorem 1. For there to exist a bound state in the γ/r2 potential the condition γ < −1/4 must hold. A proof to this theorem follows smoothly with the aid of the following two lemmas. Lemma 1. The Hamiltonian2 · ¸ γ d2 H= − 2+ 2 dr r



·



factors:



d ν − H= dr r



¸·



¸ d ν − − , dr r



where γ ≡ ν(ν + 1). Proof. Let f be a generic function. Then · ¸· ¸ · ¸· ¸ d ν d ν d ν df ν − − − f = − − − f dr r dr r dr r dr r 2 ν ν df df ν df ν2 = − 2 + 2f − + + 2f r dr · dr 2 r ¸ r dr r d ν(ν + 1) = − 2+ f dr r2 = Hf



1



The following arguments for solving both the radial and the angular equation come from multiple sources: Mittleman & Myerscough[5], Levy-Leblond[6], Coon & Holstein[7], and Essin[8]. The work by Essin[8] is the most readable, and has a slightly different treatment of the angular equation, for those interested. 2 In Lemma 1, and Lemma 2 the multiplicative constant ~2 /2m is set to one.



1.1. THE PURE DIPOLE Lemma 2. The Hermitian conjugate of



9 £d dr



−



ν r



¤



£ is −



d dr



−



ν∗ r



¤



.



Proof. ¿ ¯· ¸ À ¶ Z ∞µ ¯ d ν ν dg ∗ ∗ f ¯¯ − g = f −f g dr dr r dr r 0 ¯∞ Z ∞ ∗ Z ∞ ¯ ν df ∗ ¯ = f g¯ − g dr − f ∗ g dr dr r 0 ¶ 0 Z ∞ 0µ ∗ df ν = − g − f ∗g dr dr r 0 ¸ ¯ À ¿· ν ∗ ¯¯ d f ¯g = − − dr r



Special note must be made regarding the boundary term in the integration by parts, which is set to zero above. If f and g are to represent wave functions then the boundary condition that they be zero at ∞ is standard and acceptable. The other boundary condition, namely f, g → 0 as x → 0, is not as easy to swallow. The result of such conditions is the truncation of possible solutions in function space. Fortunately we need not worry about throwing away the answer as it has been shown to exist in this truncated function space.3 With these two lemmas in place we are set to prove Theorem 1. We use Lemma 1 to write the Hamiltonian in the factored form and then use the Hermitian conjugate obtained in Lemma 2 to rewrite the expression for the expectation value of the energy. Proof. The expectation value of the energy of the system is given by ¿ ¯· ¸· ¸ À ¯ d ν d ν ¯ hHi = hψ|Hψi = ψ¯ − − − ψ dr r dr r ¿· ¸ ¯· ¸ À ¯ d ν∗ ν d ¯ = − − ψ¯ − − ψ . dr r dr r Now, if ν is real, then ν ∗ = ν and we have ¸ ¯2 Z ∞¯· ¯ ¯ d ν ¯ − − hHi = ψ ¯¯ dr ≥ 0. ¯ dr r 0 Unable to avoid a positive or zero value for the energy the particle is destined to be in a scattering state. It follows that for a bound state to exist we must require that ν not be real. From our definition γ ≡ ν(ν + 1), r 1 1 + γ. ν2 + ν − γ = 0 =⇒ ν=− ± 2 4 To ensure that ν be non-real we conclude that γ < − 14 . 3



See Essin[8].
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The surprising result is that there exists a region in which the radial equation has an attractive potential with no bound states; this is the case for −1/4 < γ < 0. The region of γ < −1/4 is of interest to us, but as we are hunting down the critical ground state, the state which would first come into existence when considering the critical dipole moment, we will take γ = −1/4 as our separation constant and use this value when working through the angular equation (Equation 1.11).



1.1.2



The Angular Equation



Our interest now shifts to the angular equation. We should not forget, however, that although a complete solution to the angular equation would be nice, what we are really seeking here is the dipole moment associated with the ground state of a bound charged particle. In looking at the radial equation we did not bother with a complete solution but rather ferreted out the condition that γ must satisfy to admit a ground state. In the angular equation we will set the constant mL to zero under the claim that the ground state is the least energetic, and certainly a state with no angular momentum is less energetic than a state with angular momentum: 1 d − sin θ dθ



µ



dΘ sin θ dθ



¶ + α cos θΘ = γΘ.



(1.12)



If this were an easy or familiar equation we would simply write down the solution, Θ(θ) (for given α and γ). But it is not, so we propose instead a series solution. We can throw in a partial derivative with respect to φ; since Θ has no φ-dependence this step adds zero and leaves the equation untouched. The advantage of this step is it allows us to introduce the L2 operator: µ



µ ¶ ¶ 1 d d − sin θ + α cos θ Θ = γΘ sin θ dθ dθ Ã ! µ ¶ 1 ∂ ∂ 1 ∂2 − sin θ − +α cos θ Θ = γΘ sin θ ∂θ ∂θ sin2 θ ∂φ2 | {z } L2 /~2



µ



¶ L2 + α cos θ − γ Θ = 0 ~2



(1.13)



q ³ ´ Using the normalized Legendre Polynomials fl (cos θ) = 2l+1 P (cos θ) as a basis, l 2 we propose the solution Θ=



∞ X l=0



r dl



∞



X 2l + 1 Pl (cos θ) = dl fl (cos θ). 2 l=0



In the first term of Equation 1.13 the L2 operator acting on Pl (cos θ) simply returns
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the angular momentum squared, ~2 l(l + 1): ∞ ∞ X L2 1 X 2 dl ~ l(l + 1)fl = Θ= 2 l(l + 1)dl fl . ~2 ~ l=0 l=0



(1.14)



The second term is a bit more complicated and requires the use of the identity4 l l+1 Pl−1 (z) + Pl+1 (z). 2l + 1 2l + 1 With this in hand we can proceed with our attack: r ∞ X 2l + 1 α cos θΘ = α dl cos θPl (cos θ) 2 l=0 r µ ¶ ∞ X 2l + 1 l l+1 = α dl Pl−1 (cos θ) + Pl+1 (cos θ) 2 2l + 1 2l + 1 l=1 Ã ! r r r ∞ X l l+1 2l + 1 2 2 = α fl−1 + fl+1 dl 2 2l + 1 2l − 1 2l + 1 2l + 3 l=0 Ã ! ∞ X l l+1 αdl p = fl−1 + p fl+1 . (1.15) (2l + 1)(2l − 1) (2l + 1)(2l + 3) l=0 zPl (z) =



The third term in Equation 1.13 is friendly enough γΘ =



∞ X



dl γfl .



(1.16)



l=0



Bringing this all together, we have ( Ã ∞ X l α p fl−1 (2l + 1)(2l − 1) l=0



+



l+1



!



p fl+1 (2l + 1)(2l + 3) )



+ [l(l + 1) − γ] fl dl = 0.



(1.17)



Now it is time to exploit the orthogonality of the Legendre polynomials. For any two normalized Legendre Polynomials fj and fi we have the relation Z 1 fj (x)fi (x) dx = δji , −1



where δij is the beloved Kronecker Delta. For our work, we have x = cos θ, dx = − sin θdθ, with bounds of integration given by cos θ = −1 =⇒ θ = π and cos θ = 1 =⇒ θ = 0. Thus, the equivalent orthogonality statement reads Z 0 Z π fj fi (− sin θ dθ) = fj fi sin θ dθ = δji . π 4



See Abramowitz & Stegun[9], p. 334.
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With orthogonality in mind, we multiply both sides of Equation 1.17 by fj sin θ and integrate: Z



π 0



"



∞ X l=0



Ã



( α



p



l



l+1



!



fj fl−1 + p fj fl+1 (2l + 1)(2l − 1) (2l + 1)(2l + 3) ) #



+ [l(l + 1) − γ] fj fl dl sin θ dθ = 0.



(1.18)



Passing the integral through the summation and exploiting the orthonormality of our basis functions gives ( Ã ! ∞ X l l+1 α p δj,l−1 + p δj,l+1 (2l + 1)(2l − 1) (2l + 1)(2l + 3) l=0 ) + [l(l + 1) − γ] δjl dl = 0.



(1.19)



Summing over l, exploiting the delta functions, we obtain ! Ã l j+1 dj+1 + p dj−1 + [j(j + 1) − γ] dj = 0. α p (2j + 3)(2j + 1) (2j − 1)(2j + 1) (1.20) ~ We can write this set of equations in matrix form, M D = 0, where D is a column vector of coefficients di . In this representation our solution matrix has jl th element given by (with the index on j and l starting at 0): Ã ! l l+1 Mjl = α p δj,l−1 + p δj,l+1 + [l(l + 1) − γ)] δjl (2l + 1)(2l − 1) (2l + 1)(2l + 3) (1.21) Putting this into matrix form we have   α √ −γ 0 0 · · · 0 0 · · · 3  √α 2 − γ √2α 0 ··· 0 0 · · ·  3  15   2α 3α √ √ 0 6 − γ · · · 0 0 · · ·   15 35   3α √  0  0 12 − γ · · · 0 0 · · · 35   .. .. .. .. .. ..  .. M= .  .  . . . . .    0 · · · 0 0 0 · · · (l − 1)l − γ √ lα   (2l+1)(2l−1)   lα √ 0 0 0 0 · · · l(l + 1) − γ · · ·   (2l+1)(2l−1)   .. .. .. .. .. .. ... . . . . . . Drawing on our knowledge of finite matrices, we require that the matrix be noninvertible (otherwise we would end up with D = ~0). Our requirement that M
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be non-invertible amounts to the determinant being zero, which gives use the socalled characteristic equation, det M = 0. The characteristic equation for finite sub-matrices of M yields a relation between γ and α. For example, the 2 × 2 and 3 × 3 truncations give: det M(2×2) = 0



α2 = −3γ(2 − γ)



=⇒



(1.21a) det M(3×3) = 0



α2 =



=⇒



γ(2 − γ)(6 − γ) 5 (3γ − 10)



For the critical value of γ(= −1/4), then: α2×2 = 1.29904, α3×3 = 1.27863, and α4 = 1.27862.5 Evidently these values converge very quickly. With α in hand 2mq (recall that α is related to the dipole moment: α = 4π² 2 p) we can determine the 0~ critical dipole moment pcrit : 2m qp 2π²0 ~2 = 1.27862 =⇒ p = 1.27862 = 5.42 × 10−30 C · m. crit ~2 4π²0 me e (1.22) We have finally arrived at a value for the critical dipole moment for the pure dipole. Though this is an amazing result, it is still desirable to find the critical dipole moment for the more realistic physical dipole which, unfortunately, does not prove so easy. It is worthwhile to take note that the equation for the critical dipole moment depends only on the mass and the charge of the bound particle. One quick observation is that the heavier leptons, the tau and the muon, having the same charge as the electron, could support bound states in the pure dipole for weaker dipole moments, as pcrit is inversely proportional to the mass (disregarding the fact that these heavier particles have much shorter lifetimes). α=



1.2



The Physical Dipole −q r+



+Q r



2d



p



r−



−Q



Figure 1.1: The Physical Dipole 5



The Mathematica code and numerical results are listed in Appendix A.
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The potential, for the physical dipole6 , is a superposition of two point charge potentials: 1 Q 1 Q V (r) = − . 4π²0 r+ 4π²0 r− Here we take ±Q to be fixed in magnitude and the dipole itself to be stationary.7 If 2d is very large the physical dipole with a bound electron at the positive end is nothing but hydrogen (and a distant negative charge −Q). For hydrogen the bound states are known to exist and are already calculated. On the other hand, if 2d = 0 there is no charge and no dipole at all; in this case there is no potential — we have a free particle and no bound states. These limits are put forth only to motivate the idea that there may exist a critical dipole moment somewhere between the large separation and the zero separation cases, such that there are no bound states below this critical value. The zero separation case, for example, does not exclude the possibility that the bound states disappear only when 2d = 0. This would be a very boring critical separation and in our exploration we hope to find a more interesting (i.e. 2d 6= 0) critical value. With this in mind we turn to Schr¨odinger’s equation and look for a separable solution. Schr¨odinger says: µ ¶ ~2 2 qQ 1 1 − ∇ ψ+ − ψ = Eψ. (1.23) 2m 4π²0 r+ r− Here we make the unmotivated change to prolate spheroidal coordinates8,9 ξ=



r+ + r− , 2d



µ=



r+ − r− , 2d



φ.



(1.24)



Notice that ξ ≥ 1, |µ| ≤ 1, and r± = d(ξ ± µ). These coordinates are depicted in Figure 1.2. The potential energy term in Schr¨odinger’s equation can be rewritten: ¶ µ ¶ µ qQ 1 1 −2µ qQ − = 4π²0 r+ r− 4π²0 (ξ + µ)(ξ − µ)d µ ¶ qp 1 µ = − , (1.25) 4π²0 d2 ξ 2 − µ2 with p = Q2d. Recalling our definition of σ in Equation 1.1, we can tidy up our qp ; then Schr¨odinger’s equation can be rewritten potential with the variable α = 2m ~2 4π²0 µ ¶ ~2 2 ~2 α µ − ∇ ψ− ψ = Eψ. (1.26) 2m 2m d2 ξ 2 − µ2 6



The observant reader will notice that the separation distance for the physical dipole is now listed as 2d. This inconsistency of notation has been taken to allow easy reference to the literature cited. Worse yet, in later sections I will return to the natural separation distance d. It is hoped that context will make obvious the variable at hand. 7 Our study involves a physical dipole considered to be constantly oriented along the z axis, not freely spinning and flipping about. 8 This move is made by Turner[4] and Levy-Leblond[6], but their reasons are not entirely clear. I find solace in the qualitative similarity between Figure 1 and Figure 1.2. 9 Abramowitz & Stegun[9], §21, Spheroidal Wave Functions.
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Figure 1.2: Prolate Spheroidal Coordinates The equations for the prolate spheroidal coordinate system generate hyperbolas and ellipses as shown. In this plot d=1. The third coordinate, φ, gives the azimuthal symmetry not shown in this plot.



Meanwhile, the Laplacian in prolate spheroidal coordinates is10 1 ∇ = 2 2 d (ξ − µ2 ) 2



½



· ¸ · ¸ ¾ ∂ ∂2 ∂ ∂ ξ 2 − µ2 2 2 ∂ (ξ − 1) + (1 − µ ) + 2 . ∂ξ ∂ξ ∂µ ∂µ (ξ − 1)(1 − µ2 ) ∂φ2



Assuming a separable solution of the form ψ(ξ, µ, φ) = X(ξ)M (µ)P (φ), we obtain: 1 ∇ψ= 2 2 d (ξ − µ2 ) 2



½ · ¸ · ¸ d dX d 2 2 dM PM (ξ − 1) + PX (1 − µ ) dξ dξ dµ dµ ¾ 2 2 XM (ξ − µ ) d2 P .(1.27) + (ξ 2 − 1)(1 − µ2 ) dφ2



Multiplying Equation 1.26 through by 2md2 /~2 ψ gives 2∇



−d 10



ibid.



2



ψ −α ψ



µ



µ 2 ξ − µ2



¶ = ²,



(1.28)
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where ² ≡ 2mEd2 /~2 . Written out in wonderful detail Equation 1.28 reads ½ · ¸ · ¸ 1 1 d dX 1 d 2 2 dM − 2 (ξ − 1) + (1 − µ ) (ξ − µ2 ) X dξ dξ M dµ dµ ¾ µ ¶ 2 2 2 1 (ξ − µ ) dP µ + −α 2 = ². (1.29) P (ξ 2 − 1)(1 − µ2 ) dφ2 ξ − µ2 The φ equation is identical to the pure dipole case: if we distribute the 1/(ξ 2 −µ2 ) and multiply through by (ξ 2 − 1)(1 − µ2 ) the third term in the curly brackets has isolated φ-dependence, meaning, of course, that this term must be a constant. We choose the standard separation constant 1 d2 P = −m2L P dφ2



=⇒



P (φ) = eimL φ .



(1.30)



The same important observations follow: The constant of integration has been absorbed into the constants from the other factors, and mL is required to be an integer (positive or negative) by the periodicity of P (φ). Substituting the constant −m2L from Equation 1.30 into Equation 1.29 we see that the only problematic term is the third term in the curly brackets, which has the ξ and µ variables coupled in one fraction. Fortunately this can be decomposed: 1 1 ξ 2 − µ2 = + . (ξ 2 − 1)(1 − µ2 ) ξ 2 − 1 1 − µ2 Multiplying Equation 1.29 through by (ξ 2 − µ2 ) we find · ¸ · ¸ ¾ ½ 1 d dX 1 d m2L m2L 2 2 dM (ξ − 1) + (1 − µ ) − 2 − − X dξ dξ M dµ dµ ξ −1 1 − µ2 − αµ = ²(ξ 2 − µ2 ). (1.31) This equation is separable: · ¸ 1 d dX m2 2 − (ξ − 1) + 2 L − ξ 2 ² = −C X dξ dξ ξ −1 and



· ¸ 1 d m2L 2 dM − αµ + ²µ2 = C. − (1 − µ ) + M dµ dµ 1 − µ2



Or, more cleanly,



and



¾ · ¸ ½ d dX mL2 2 2 + ²ξ − C X = 0 (ξ − 1) + − 2 dξ dξ ξ −1



(1.32)



¾ · ¸ ½ d m2L 2 2 dM − αµ + ²µ − C M = 0. − (1 − µ ) + dµ dµ 1 − µ2



(1.33)



1.2. THE PHYSICAL DIPOLE



17



Unfortunately, these equations do not admit familiar closed form solutions. We will solve them by the series method in a moment,11 but first we shall argue that the critical dipole moment is independent of the separation distance (depending on 2Qd, but not on d separately) — and hence that the critical dipole moments must be the same for the pure and physical dipoles.



1.2.1



The Equality Argument



¡x y z¢ , 2d , 2d = (x0 , y 0 , z 0 ). Here 2d is Consider a change of coordinates (x, y, z) 7→ 2d the length of our dipole, and the new coordinates are dimensionless. One can easily 1 02 verify that the Laplacian transforms as ∇2 ψ 7→ (2d) 2 ∇ ψ, where the prime denotes the new coordinate system. The physical dipole potential is V (r) =



1 Q 1 Q − , 4π²0 r+ 4π²0 r−



0 and under our new coordinates r± 7→ 2d r± . Putting these results together we can write Schr¨odinger’s equation in the new coordinate system: µ ¶ 1 qQ(2d) 1 1 1 ~2 02 ∇ ψ+ − 0 ψ = Eψ. (1.34) − 0 (2d)2 2m (2d)2 4π²0 r+ r−



If we multiply Equation 1.34 through by (2d)2 2m/~2 we obtain a dimensionless Schr¨odinger equation: µ ¶ 1 1 02 −∇ ψ + λ 0 − 0 ψ = (2d)2 E 0 ψ, (1.35) r+ r− where



2m qp 2m and E 0 = 2 E. (1.36) 2 ~ 4π²0 ~ The sly maneuver of scaling the coordinate system can now be employed, as we note the only parameter we can vary to adjust the ground state energy is λ, which, though it depends on the dipole moment p = Q(2d), does not depend on d alone: λ=



E 0 (2d)2 = f (λ)



=⇒



E0 =



f (λ) . (2d)2



(1.37)



We want to find the zero of E 0 , because this tells us when the energy of the system passes from negative (bound states) to positive (scattering states). If we know this transition we can find the corresponding dipole moment and call it the critical dipole moment. However, examination of Equation 1.37 makes clear the fact that the zero of the energy must occur at the zero of f (λ). The critical dipole moment is a constant value for all separation distances, and thus we conclude the critical dipole moment for the pure dipole is also the critical dipole moment for the physical dipole. 11



§2.3.2; see also Turner et al.[1].



Chapter 2 Perturbative and Variational Calculations Earlier I discussed the limiting cases for the finite dipole (d → ∞ and d → 0, with constant charge Q). For some d I posited that bound states of the system cease to exist — the critical dipole length, so to speak. When d is very large, and the correct charge values are used, we effectively have a hydrogen atom with a bound electron plus a distant negative charge. What happens as we bring −Q closer? It repels the electron away, and if −Q gets close enough, it ionizes the hydrogen atom. In terms of energy, the potential of this charge perturbs the potential of the hydrogen atom system; it imparts some extra energy to the electron. When the energy imparted to the electron is greater than the ground state binding energy of hydrogen, there cannot exist any bound states. The above description can be approached quantitatively using perturbation theory. First order perturbation theory, unfortunately, gives incorrect (but close) results. In hopes that the approach to this problem may provide some insight, I cover this calculation in detail here.



2.1



First Pass — Approximate Potential



As a first pass, we assume d to be relatively large and the perturbing potential effectively constant over the significant portions of the wave function (the wave function here being that of ground state hydrogen). Our perturbing energy is1 H0 = V q =



−Q q 4π²0 d



(2.1)



First order perturbation theory tells us that the correction to the energy is the expectation value of the perturbation in the unperturbed state. So we find Z 0



hH i 1



=



−



qQ ψ dτ ψ 4π²0 d ∗



=



qQ − 4π²0 d



We revert here to d as the separation distance.



Z ψ ∗ ψ dτ



=



q2 . 4π²0 d



(2.2)
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Here the last equality follows from the normalization of the wave function. We have in mind a hydrogen atom as the unperturbed system — that is, we pick Q = −q. In this case we have hH 0 i = q 2 /4π²0 d. The condition of interest is hH 0 i + Egs = 0, where the ground state energy of hydrogen is Egs = −me q 4 /2(4π²0 )2 ~2 . This can be written as q2 me q 4 = 4π²0 d 2(4π²0 )2 ~2



µ =⇒



d=2



4π²0 ~2 me q 2



¶ = 2a0 ,



(2.3) 2



C where a0 is the Bohr radius. Letting q = e and using the values: ²0 = 8.85 × 10−12 J·m , −34 −31 −19 ~ = 1.05 × 10 J·s, me = 9.11 × 10 kg, and q = 1.60 × 10 C, we get the numerical value for the critical dipole moment:



pcrit = qd =



8π²0 ~2 = 1.68 × 10−29 C · m. me q



(2.4)



The critical dipole moment for a point dipole according to our earlier calculations is (Equation 1.22) pcrit = 5.42 × 10−30 C·m. It appears then that our critical dipole moment is too large (by about a factor of 3.09). But this comes as no surprise, as we look back and realize that our d is in fact quite small (only 2a0 !), whereas we initially assumed d to be large enough that the potential of −Q is effectively constant. At only two Bohr radii apart we realize that this assumption is not valid, and pursue a perturbative solution that takes variation into account.



2.2



Second Pass — Exact Potential e− r



R −Q



d



θ



+Q



Figure 2.1: Perturbation of the Physical Dipole



We now repeat the problem but account for variations in the potential over the volume of the atom. Figure 2.1 defines the variables we will use. From the law of cosines R2 = d2 + r2 + 2rd cos θ and, as stated above, wepwill be working with the ground state wave function of hydrogen, ψ(r) = e−r/a0 / πa30 . With this information the perturbation theory mantra gives us
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Z 0



hH i = = = = =



q2 ψ dτ 4π²0 R Z 2π Z π Z ` 1 q2 sin θ r2 e−2r/a0 2 dr dθ dφ 3 2 πa0 4π²0 φ=0 θ=0 r=0 (r + d + 2rd cos θ)1/2 Z π Z ` 1 q2 sin θ 2π dr dθ r2 e−2r/a0 2 3 2 πa0 4π²0 (r + d + 2rd cos θ)1/2 θ=0 r=0 ¸ ¯π · Z ` 1 q2 (r2 + d2 + 2rd cos θ)1/2 ¯¯ 2 −2r/a0 2π r e − ¯ dr πa30 4π²0 rd r=0 0 Z ` 2 1 q 2π re−2r/a0 [(r + d) − |r − d|] dr. (2.5) πa30 4π²0 d r=0 ψ∗



Here ` is some distance out to which we wish to integrate the effects of the perturbing potential. At this point the only legitimate value for ` is infinity, but I have left it as a parameter we can change to examine the different results of integrating up to different limits. In the case where ` > d we have to break the above integral (Equation 2.5) into two segments to take care of the absolute value: ¸ ·Z d Z ` 1 q 2 2π 2 −2r/a0 −2r/a0 0 r e dr + d re dr (2.6) hH i = 3 2 πa0 4π²0 d 0 d With the use of a handy integral table or Mathematica the above integral is evaluated and gives hH 0 i =



ª ¤ 1 q2 1 £ © −2d/a0 −2l/a0 a a − (a + d)e − de (a + 2l) 0 0 0 0 a20 4π²0 d



`>d



(2.7)



This is the case for finite ` > d. Letting ` approach infinity the second term in the square brackets dies (exponential decay beats polynomial growth) and if we factor out an a20 we get ½ µ ¶ ¾ d q2 1 −2d/a0 0 1− 1+ e hH i = ` −→ ∞ (2.8) 4π²0 d a0 The only remaining case is integration out to ` < d. In this case the second integral in Equation 2.6 disappears and the upper bound on the first integral, d, is replaced with `. This new integral results in the perturbation # " ( µ ¶2 ) 2 1 ` ` q e−2`/a0 `
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which gives



µ



d 1− 1+ a0



¶ e−2d/a0 =



me q 2 d. 2 (4π²0 ) ~2



(2.11)



Note however that a0 = 4π²0 ~2 /me q 2 and the right hand side is simply d/2a0 . For x ≡ d/a0 we have 1 1 − (1 + x) e−2x = x. (2.12) 2 Mathematica says the root of this equation is x = 1.862 (see Figure 2.2). This value of x corresponds to d = 9.853 × 10−11 m, and dipole moment p = qd = 1.575 × 10−29 C·m. Unfortunately this is still off by about a factor of 2.9. The problem, clearly, is that the perturbation is not small, so first-order perturbation is not terribly accurate. fHxL 1.4 1.2 1 0.8 0.6 0.4 0.2 0.5
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x



Figure 2.2: Perturbation Result The solution of our second pass at a perturbative calculation. The y-axis in this case is generically labeled f (x) to represent both the left and right side of Equation 2.12.



Taking a look at the case ` < d, the form is comparatively nice if ` = a0 , for which we find



=⇒



¤ q2 1 £ me q 4 1 − (1 + 2 + 2)e−2 − =0 4π²0 d 2 (4π²0 )2 ~2 e2 − 5 d = 2 2 a0 = 0.647a0 . e



(2.13) (2.14)



Curiously this value of d gives a critical dipole moment of p = 5.48 × 10−30 C·m, which agrees very nicely with the exact calculation pcrit = 5.42 × 10−30 C·m. Unfortunately, as it stands now, integrating out to one Bohr radius is, on physical grounds, unjustified.



2.3



The Variational Principle



Our calculations from the previous two sections make clear the fact that first order perturbation theory is not sufficient. Higher order perturbation theory would
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presumably yield better results, but instead of pursuing those calculations I will approach the problem from a different angle: the variational principle. The variational principle states that using any normalized trial wave function, the expectation value of the Hamiltonian will be larger than the expectation value of the Hamiltonian using the true (but unknown) wave function. In symbols Egs = hψ |H| ψi ≤ hψtrial |H| ψtrial i .



(2.15)



For any trial wave function, we will obtain an upper bound on the ground state energy. We want to find the critical dipole moment for the physical dipole. We know that as the dipole moment approaches the critical value, the ground state energy of the bound electron approaches zero. Our task, then, will be to concoct a trial wave function, fix a value for the dipole moment, and then find the corresponding upper bound on the ground state energy via the variational principle. As long as this bound is less than zero, we can be sure at least one bound state exists. We will repeat this process, decreasing the value of the dipole moment each time, until we come to a dipole moment that results in a bound on the ground state energy close enough to zero that we are convinced we are in the regime of the critical dipole moment.



2.3.1



The Matrix Form of Operators



We are soon to embark on a cumbersome calculation and it is best that the process of putting an operator in matrix form is clear in advance. Consider a simple generic wave function that is a linear combination of two states ψ(x) = c1 φ1 (x) + c2 φ2 (x).



(2.16)



Here we have constant coefficients c1 and c2 in front of the state functions φ1 and φ2 . From now on I will drop the explicit x dependence. We want to put the Hamiltonian into matrix form. First consider the kinetic energy operator, T : hT i = = = =



hψ|T |ψi hc1 φ1 + c2 φ2 |T |c1 φ1 + c2 φ2 i hc1 φ1 |T |c1 φ1 i + hc1 φ1 |T |c2 φ2 i + hc2 φ2 |T |c1 φ1 i + hc2 φ2 |T |c2 φ2 i c∗1 c1 hφ1 |T |φ1 i + c∗1 c2 hφ1 |T |φ2 i + c∗2 c1 hφ2 |T |φ1 i + c∗2 c2 hφ2 |T |φ2 i (2.17)



This can be expressed as a matrix wrapped around by row and column vectors of the coefficients: µ ¶µ ¶ ¡ ∗ ∗ ¢ hφ1 |T |φ1 i hφ1 |T |φ2 i c1 (2.18) hT i = c1 c2 c2 hφ2 |T |φ1 i hφ2 |T |φ2 i or hT i =



¡



c∗1



c∗2



¶µ ¶ µ ¢ T11 T12 c1 c2 T21 T22



(2.19)
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where Tij = hφi |T |φj i are the so-called “matrix elements” of T . A final note, pertinent for our calculations to come: In quantum mechanics the wavefunction must be normalized. Unfortunately, the term “wavefunction” is sometimes used loosely, applied to non-normalized functions. In this case, authors sometimes write the normalization factor outside the expectation value of the Hamiltonian, like so: hψ|H|ψi =µ =⇒ T + V = µN. (2.20) hψ|ψi Multiplying through by the normalization factor we can write the Hamiltonian in terms of matrices representing the operators T and V ; N is called the “normalization matrix”.



2.3.2



A Variational Calculation



The following calculations are based on the work of Turner et al.[1].2 I reproduce their results here with the improved numerical accuracy available on a modern computer. The purpose of this calculation is to confirm numerically that the physical dipole leads to the same critical dipole moment found for the pure dipole, as the equality argument of §1.2.1 requires. When separating Schr¨odinger’s equation for the physical dipole we worked in prolate spheroidal coordinates. We will do the same for the following calculations but, with the notation of Turner et al.[1], shown in Figure 2.3. e−
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r−
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Figure 2.3: Physical Dipole, Again



Our trial wave function will be ψ (ξ, η) = e−(α/2)ξ



t



∞ X p,q=0



Cpq ξ p η q =



∞ X



Cpq φpq ,



(2.21)



p,q=0



t



where φpq = e−(α/2)ξ ξ p η q . The adjustable parameters are α, t, and the coefficients Cpq . With α and t small the exponential term in front of the double power series extends the wave function to great distances and thus characterizes states with small 2



The extended (unpublished) version of this article, Turner et al.[10], provides far more detail for these calculations. My work is based on the extended paper, which includes the wave functions and plots of the electron probability densities for multiple dipole moments, though much of this material is extraneous to this thesis.
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binding energies. Also note that the subscripts pq are actually ordered pairs of numbers p and q. For example, the first few pq’s are: 00, 01, 10, 02, 11, 20, 03, 12, 21, 30, 04. We want the expectation value of the Hamiltonian for this trial wave function. The Hamiltonian is the sum of the kinetic energy and the potential energy. We will calculate these independently. Using the Laplacian in our coordinates, and removing any azimuthal dependence (as we expect zero angular momentum in the ground state), we have the kinetic energy operator3 ½ · ¸ · ¸¾ ~2 2 2~2 ∂ ∂ ∂ 2 2 ∂ T =− ∇ =− (ξ − 1) + (1 − η ) . (2.22) 2m mR2 (ξ 2 − η 2 ) ∂ξ ∂ξ ∂η ∂η We can write the potential energy in these coordinates as (in Gaussian units) µ ¶ 1 1 4p e η V = Qe − = 2 2 . (2.23) r+ r− R (ξ − η 2 ) We proceed to generate the matrix representation of the kinetic and potential energies. The elements of the kinetic energy matrix are given by Z ~2 Tpq,ij = − φpq ∇2 φij dτ 2m Z Z ~2 πR3 ∞ +1 2 = − (ξ − η 2 )φpq ∇2 φij dη dξ. (2.24) 2m 4 ξ=1 η=−1 The volume element is dτ = πR3 (ξ 2 − η 2 ) dξ dη/4, including an extra factor of 2π for integration over the azimuthal angle.4 We construct the potential energy matrix in a similar fashion: Z 4p e η Vpq,ij = φpq 2 φij dτ 2 R ξ − η2 Z ∞Z ∞ t ξ p+i η q+j+1 e−αξ dη dξ. (2.25) = πp eR ξ=1



η=−1



Finally, we construct the normalization matrix: Z Npq,ij = φpq φij dτ Z Z πR3 ∞ +1 2 t Npq,ij = (ξ − η 2 )ξ p+i η q+j e−αξ dξ dη. 4 ξ=1 η=−1



(2.26)



With the Hamiltonian put into matrix form we can now look for the eigenvalues λ: H − λN = T + V − λN . In actual calculations the dimension of the matrices corresponds to the number of terms taken in the expansion of ψ from Equation 2.21. 3



As compared with before, 2d → R and µ → η. I have changed the notation so as to be consistent with Turner et al.[1]. 4 The volume element can be obtained from the metric coefficients for our coordinate system, which are listed in Ambramowitz & Stegun[9].
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In principle, our trial wave function includes a complete set of functions, so it will match the exact wavefunction, but truncating the number of terms in the (double) power series corresponds to selecting a particular inexact trial function. As we add more terms to the trial wavefunction our calculated energy approaches the true value from above, by the variational principle.5 The stability of the energy with the addition of new terms will be indicative of proximity to the true value, and for our calculations a 36-term trial wave function was sufficient. Further minimization was obtained by the adjusting of the parameters α and t.6 The calculation is simplified by working in atomic units. If we measure the dipole moment in ea0 , the dipole separation R in a0 (the Bohr radius), and the energy λ in rydbergs (1Ry = e2 /2a0 ), our operator matrix elements (Equations 2.24, 2.25, and 2.26) can be written with a common factor: µ ¶ πRa30 Ry λR2 tpq,ij + p vpq,ij − (T + V − λN )pq,ij = npq,ij , (2.27) 2 4 where7 ½ −α 2e + [−(p + i)2 + 1 + t(p + i + 1)]Ip+i tpq,ij = q+j+1 ¾ 2 [(p − i) − 1 − t(p + i − 1)]Ip+i−2 8jqIp+i 1 + (−1)q+j + + × ,(2.28) q+j+1 (q + j)2 − 1 2



vpq,ij and



8Ip+i 1 + (−1)q+j+1 = × , q+j+2 2



µ npq,ij = 4



Ip+i+2 Ip+i − q+j+1 q+j+3



¶ ×



1 + (−1)q+j . 2



In the above matrix elements the quantity Ir is given by Z ∞ t Ir = e−αξ ξ r dξ.



(2.29)



(2.30)



(2.31)



ξ=1



Looking at Equation 2.27 we see that with µ ≡ λR2 /4 the characteristic equation is det (t + p v − µ n) = 0. 5



(2.32)



The variational principle tells us that the truncated wavefuntion overestimates the ground state energy, and the fact that the infinite series includes the exact wavefunction suggests that as we include more terms we are actually getting close to true value. 6 The coefficients Cpq are effectively removed from our problem, when we solve the characteristic equation. Once we have the eigenvalue we could in principle go back and solve for the Cpq — and Turner et al.[10] do so. But in this thesis I am not concerned with the shape of the wavefunction. 7 The details of these calculations are omitted here but are given in full by Turner et al.[10]. It involves nothing more than the tedious differentiation and integration of Equations 2.24, 2.25, and 2.26.
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The factor out in front of Equation 2.27 will not affect the zeros of the characteristic equation, so it is conveniently dropped. The results of our calculations outlined above are shown in Table 2.1. In the units of calculation the critical dipole moment has the value pcrit = 0.640 ea0 = 5.42 × 10−30 C·m. As we approach this value the energies of the physical dipole rapidly approach zero. The smallest dipole moment explored with these calculations, p = 0.66700 ea0 , is, in SI units, p = 5.6551 × 10−30 C·m.8 Table 2.1: Results for various dipole moments: energies and variational parameters. All results were calculated with a 36-term trial wave function. As we know from before, the true pcrit = 0.640 ea0 .



p(ea0 ) 0.66700 0.67465 0.69272 0.72365 0.74099 0.76449 0.79737 0.84038 0.90211 1.00002



8



-µ 7.7276×10−21 9.9638×10−17 9.9784×10−13 8.6838×10−10 1.0025×10−8 9.9962×10−8 1.0000×10−6 8.1450×10−6 6.3866×10−5 5.1389×10−4



−λ(Ry) 6.9479×10−20 8.7565×10−16 8.3178×10−12 6.6330×10−9 7.3035×10−8 6.8415×10−7 6.2916×10−6 4.6132×10−5 3.1386×10−4 2.0555×10−3



α



t



1.83 1.54 1.32 1.18 1.15 1.12 1.10 1.11 1.30 1.22



0.161 0.197 0.250 0.313 0.341 0.373 0.415 0.455 0.431 0.535



Calculation was stopped at the dipole moment p = 0.66700 due to numerical difficulties and additional computational power required. The exact method of calculation and the required Mathematica code is contained in Appendix B.



Chapter 3 One Dimensional Models We now step back and consider attempts to study the critical dipole moment in simpler one-dimensional analogs.



3.1



1-D Hydrogen



In three dimensions the physical dipole potential is a superposition of two point charge potentials. The point charge potential is proportional to r−1 , and the natural analog in one dimension is the 1/|x| potential. The first one-dimensional model we would like to consider, then, would have the potential µ ¶ 1 1 V (x) = α − . (3.1) |x + d| |x| The strength of the potential is given by α.1 This potential is shown in Figure 3.1.



VHxL



x -d



Figure 3.1: Sum of 1/|x| Potentials



Unfortunately this model turns out to be flawed. The 1/|x| potential is highly singular and it turns out that a ground state does not exist. Our dipole model 1



This α has nothing to do with the α appearing in previous chapters of this document.
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is the sum of two such singular potentials, and though it is conceivable that their composition is less troublesome, we did not find this to be the case. The work of Loudon[11] has an analytic derivation of the wave function, and the letter by Andrews[12] summarizes the three main properties of the system: i) All wave functions must vanish as x → 0. ii) There is no physical connection between the left (x < 0) and right (x > 0). iii) The independence of the left and right leads to the result that, if considered a single system, it is doubly degenerate. Properties i and ii undermine our efforts to model our dipole with this one-dimensional potential. The effect of the second property, splitting our system into distinct systems, seems like something common sense would indicate you want to avoid. The first property can be restated by observing that the ground state (if it existed) would have infinite negative energy. One can verify a trend indicating agreement with this claim numerically2 by considering the limiting case of the truncated potential ½ V (x) =



−1/|x| when |x| > d, −1/d when |x| < 0,



0 < d < 1.



(3.2)



As d → 0 our potential well becomes deeper and the approximation better fits the true 1/|x| potential. This is depicted in Figure 3.2. -2
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Figure 3.2: Truncated 1/|x| Potentials



The ground state energies were calculated to a few digits of precision for five truncated potentials, each an order of magnitude “deeper” than the previous. The magnitude of the energy can be seen to be monotonically increasing in Figure 3.3. With little hope in finding a decent analog in the 1/|x| potential we move on to a more tractable potential, the Dirac delta function. 2



92.



The the so-called “Wag the dog” method was used to accomplish this task, see Griffiths[2], p.
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Figure 3.3: Ground State Energy of Truncated Potentials



3.2



Delta Functions



In this section we consider a one-dimensional polar molecule modeled by the purest of attractive and repulsive potentials: Dirac Delta functions. What we hope to find is a critical separation length for the two delta functions which corresponds to a critical dipole moment, i.e. some separation such that the energy of a particle is necessarily positive (not bound). The delta function model has potential V (x) = α [δ(x + d) − δ(x)] .



(3.3)



Here α is the strength of the delta functions. In solving Schr¨odinger’s equation we must meet the boundary conditions for this potential. From these boundary conditions we will extract a condition on the energy of a particle in this potential, which will depend on the separation of the two spikes. Looking for a separation that causes the energy to pass from negative to positive, that is, the transition from bound to scattering state, will give us the desired critical separation distance. This potential divides our space into three regions: left of the positive delta function, in between the two delta functions, and right of the negative delta function. In each of these regions the potential is zero and we have a free particle, which has the wavefunction ψfree (x) = C1 eκx + C2 e−κx , (3.4) √ where C1 and C2 are constants and κ = −2mE/~.3 For x < −d, we must have C2 = 0 (otherwise the wave function would blow up at large negative x values). Similarly, for x > 0, we require C1 = 0. Only in the middle region do both terms occur:  when x < −d  Aeκx , Ceκx + De−κx , when − d < x < 0 ψ(x) = (3.5)  −κx Fe . when x > 0 3



See Griffiths[2], §2.5, for more discussion of the delta function potential.
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Figure 3.4: Delta Function Model of Polar Molecule



I will refer to ψ in a certain region by a subscript (e.g. for x < −d, ψ = ψ1 ). Typically, when matching boundary conditions for a wave function you follow two rules: continuity of ψ, and continuity of dψ/dx. In the case of delta function potentials the continuity of the derivative of ψ is replaced by a measure of the discontinuity in the derivative of ψ across the delta function. This requirement can be quickly derived by considering the case of a single delta function centered at the origin, V (X) = αδ(x).4 Suppose we integrate the Schr¨odinger equation over a very small interval around the delta function: ~2 − 2m



Z



+² −²



d2 ψ dx + dx2



Z



Z



+²



+²



V (x)ψ(x) dx = E −²



ψ(x) dx.



(3.6)



−²



In the limit ² → 0, the right hand side goes to zero, which leaves us with the remaining two integrals: µ ∆



∂ψ ∂x



¶



¯ ¯ Z +² ∂ψ ¯¯ ∂ψ ¯¯ 2m ≡ − = 2 lim V (x)ψ(x) dx. ∂x ¯+² ∂x ¯−² ~ ²→0 −²



(3.7)



Now an interesting observation: for any finite potential the right hand side goes to zero in the limit, which gives the standard boundary condition: continuity of ψ 0 . But for V (x) = αδ(x) the delta function picks off the value of the wave function at the origin and gives µ ¶ dψ 2mα (3.8) ∆ = 2 ψ(0), dx ~ our new boundary condition. In our situation we have two delta functions so we expect four boundary conditions to arise: two from the discontinuity of the derivative, 4



ibid.
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and two from the continuity of ψ. We find: ψ1 (−d) = ψ2 (−d) =⇒ Ae−κd = Ce−κd + Deκd ψ2 (0) = ψ3 (0) =⇒ C + D = F ¯ ¡ ¢ 2mα (ψ20 − ψ10 = ∆ψ 0 ) ¯−d =⇒ Ce−κd − Deκd − Ae−κd κ = 2 Ae−κd ~ ¯ 2mα (ψ30 − ψ20 = ∆ψ 0 ) ¯0 =⇒ (D − C − F )κ = − 2 (C + D) ~ Working with these four boundary conditions we obtain a relation between the energy (represented by κ) and the separation distance: µ ¶ mα e−2dκ mα (3.9) κ= 2 1− 2 ~ ~ κ + mα We now examine two limiting cases, d → ∞ and d → 0. In the limit of large separation we recover κ = mα/~2 , which is exactly the energy relation for a single delta function potential (the distant repulsive spike is now irrelevant to the problem). If we denote this unperturbed energy by κ0 = mα/~2 we can rewrite Equation 3.9 more compactly. ¶ µ e−2dκ mα κ = κ0 1 − 2 ~ κ + mα µ ¶ e−2dκ mα/~2 = κ0 1 − κ + mα/~2 µ ¶ κ20 −2dκ = κ0 − e (3.10) κ + κ0 We see that the separation dependence is isolated in the exponential. With a little more shuffling about we can rewrite our energy relation quite compactly: κ2 = κ20 (1 − e−2dκ )



(3.11)



We can solve for κ graphically, as shown in Figure 3.5. In the limit d → 0 we approximate e−x as 1−x+x2 /2, with (in this case) x = 2dκ. Using this approximation in Equation 3.11 we solve for κ: κ2 = κ20 (1 − (1 − 2dκ + 2d2 κ2 )) =⇒ κ =



2dκ20 1 + 2d2 κ20



(3.12)



The unfortunate result is that the energy (again, represented by κ) is never zero unless d = 0; for any separation d a bound state will exist. A critical dipole moment has apparently eluded us.
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Figure 3.5: Delta Function Energy Relation Taking the square root of Equation 3.11 and plotting both sides allows us to visualize solutions to the energy relation. In the left plot d = 0.1 and κ0 = 1, with solution κ = 0.196. The plot on the right was obtained with Mathematica’s ImplicitPlot command and shows the behavior of κ with separation d for κ0 = 1.



3.3



An Aside



The delta function potential is one of several obvious one-dimensional models. I found that other models, such as the “rectangular dipole,” shown in Figure 3.6, always have at least one bound state regardless of the separation d. Could it be that some general theorem forbids the phenomenon in one dimension?
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Figure 3.6: The Rectangular Dipole



Looking back at the delta function model, if it was the loss of bound states we were hoping to see — that is, a transition from negative energy to positive energy — κ itself would have to assume the value zero. But a glance at Schr¨odinger’s equation, Equation 3.5, reveals that ψ would have to be constant — a non-normalizable and thus unacceptable wave function. This observation, along with our experience with specific potentials, brings us to investigate the general case of bound states in one dimension.
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Figure 3.7: Pyramid Function and Example Potential



3.4



A 1-D Theorem



In one respect we are dealing with a restricted set of potentials: Those that are odd about the origin (in the examples above I have shifted the attractive portion of the potentials to the origin, but this is just a matter of simple translation). The requirement that all considered potentials be odd functions is rooted in the construction of the dipole from equal magnitude but opposite charges. We will prove that for odd potentials that satisfy V (x) = 0 for |x| > a > 0, a bound state always exists.5 In section 1.1.1 we found a condition for bound states to exist by examining the expectation value of the Hamiltonian and requiring that it be negative. In the proof of our 1-D theorem we will work towards the same requirement but use the variational method and a manufactured trial wave function to accomplish the task. Theorem 2. For any odd potential V (x) that satisfies the condition V (x) = 0 for |x| > a, where a is a positive constant, at least one bound state is guaranteed to exist. Proof. Consider the trial wave function ψ(x) = [P (x) + λV (x)] /N 1/2 , where λ is any real number, N is a normalization constant, and P (x) is the “pyramid function”  when 0 ≤ |x| ≤ a  1, 1 − (|x| − a)/L, when a < |x| < L + a P (x) = (3.13)  0, when L + a < |x| shown in Figure 3.7. A bound state certainly exists if6 Z N hHi =



ψHψ dx # Z "µ ¶2 dψ = + V ψ 2 dx < 0 dx



5 6



(3.14)



The proof that follows is a simplified version of the very elegant work of Brownstein[13]. In the following calculations ~2 /2m → 1 for clarity.
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Here the kinetic energy term has been integrated by parts. The integration of the kinetic energy term is aided by noting the derivative of the pyramid function  when 0 ≤ |x| ≤ a   0,  −1/L, when a < x < L + a P 0 (x) = (3.15) 1/L, when − (L + a) < x < −a    0, when L + a < |x| Thus we have µ ¶2 dψ 2 + V ψ 2 = (P 0 + λV 0 ) + V (P + λV )2 dx = λ2 (V 02 + V 3 ) + 2λ(P 0 V 0 + P V 2 ) + (P 02 + V P 2 ). (3.16) We will integrate Equation 3.16 over the entire real axis, but not without exploiting the properties of our potential and the pyramid function. Consider the λ2 term, V is an odd function thus V 3 is an odd function and the integral of this quantity will be zero. In the λ term the quantity P 0 V 0 will be zero as P 0 is zero everywhere V 0 is non-zero, and vice versa. Also in the λ term, P V 2 simplifies to V 2 as P is unity when V is non-zero. Of the two remaining terms V P 2 goes to zero by P being unity and V being an odd function, and P 02 contributes a factor of 2/L, but we can let L be arbitrarily large without altering the rest of the integral in which case 2/L → 0. Equation 3.14 has thus been reduced to # Z " µ ¶2 dψ 2 + V ψ dx = Aλ2 + Bλ < 0 (3.17) dx where



Z A=



Z 02



V dx > 0,



and



B=2



V 2 dx > 0.



(3.18)



Our proof for the existence of a bound state has now been reduced to the question: Does there exist a λ such that inequality λ(Aλ + B) < 0 is satisfied? Positive λ won’t work, so take λ < 0, then we want Aλ + B > 0, which gives −B/A < λ < 0 as a satisfactory range for λ. Pick any λ in this range, and hHi < 0. But by the variational principle hHi exceeds the ground state energy, so Egs < hHi < 0.



Chapter 4 The 2-D Dipole We have examined the full three-dimensional pure dipole and pursued numerical calculations of the three-dimensional physical dipole. We were motivated to move to one-dimensional models which led us to a general theorem on bound states in one dimension. Naturally, then, the next piece in the exploration of the dipole potential should be the two-dimensional case.1 We will examine the pure dipole, with the potential energy qp cos θ V (r, θ) = . (4.1) 4π²0 r2 Here we are working in cylindrical coordinates; r and θ are shown in Figure 4.1.
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Figure 4.1: 2-D Pure Dipole



Schr¨odinger’s equation, after multiplying through by −2m/~2 , reads cos θ ∇2 ψ − α 2 ψ − κ2 ψ = 0, r 1



(4.2)



The three-dimensional case was, in some sense, reduced to a “two-dimensional” problem — we only had θ and r dependence. So why is this the two-dimensional problem? The answer lies in the Laplacian operator which shows up in Schr¨odinger’s equation. The Laplacian in cylindrical coordinates with no z dependence is different from the Laplacian in spherical coordinates with no φ dependence.
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with the typical definitions pq 2m α= 4π²0 ~2



√ and



κ=



−2mE . ~



The Laplacian in polar coordinates is µ ¶ 1 ∂ ∂ψ 1 ∂ 2ψ 2 ∇ψ= r + 2 2. r ∂r ∂r r ∂θ



(4.3)



(4.4)



We now propose the separable solution, ψ(r, θ) = R(r)Θ(θ), and separate Schr¨odinger’s equation. The separated equations are, with separation constant γ 2 ¢ d2 Θ ¡ 2 + γ − α cos θ Θ = 0, 2 dθ



(4.5)



and



¢ d2 R dR ¡ 2 2 2 + r − γ + κ r R = 0. (4.6) dr2 dr At this point our approach is ritual: Examine the radial equation to determine the appropriate value for the separation constant and then use this value in the angular equation to find the critical dipole moment. r2



4.1



The Critical Separation Constant



We will approach the problem of finding a critical value for the separation constant in a manner similar to the case for the three-dimensional pure dipole in Chapter 1. Note that Equation 4.6 is similar to the three-dimensional radial equation, Equation 1.10: ·µ ¶ ¸ d2 γ2 1 d − 2+ 2 − R = −κ2 R. (4.7) dr r r dr This differs from the three-dimensional case by the additional term in the square brackets outside of the parentheses. The term in the square brackets of Equation 4.7 factors, as we can check with the use of a trial function: µ ¶µ ¶ µ ¶µ ¶ d d α d β 1+γ d γ + − + f = + − + f dr r dr r dr r dr r γ df γ 1 df γ df γ γ2 d2 f − 2f − − + 2f + 2 f = − 2 + dr r dr r r dr r dr r r γ2 1 df d2 f = − 2 + 2f − ·µdr 2 r 2 ¶ r dr ¸ d γ 1 d = − 2+ 2 − f. (4.8) dr r r dr The values in the factored form are α = 1 + γ and β = γ.2 2



Actually, α = 1 − γ and β = −γ work just as well.



4.1. THE CRITICAL SEPARATION CONSTANT
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We want to find a condition on γ that determines whether a bound state can exist. For the existence of bound states it is necessary that the energy of the system be negative. We can explore this requirement by examination of the expectation value of the Hamiltonian. ZZ ZZ ∗ hHi = ψ Hψ da = [R∗ Θ∗ HRΘ] r dr dθ Z = A (R∗ HR) r dr, (4.9) where



Z A=



Z ∗



Θ Θ dθ =



|Θ|2 dθ > 0.



(4.10)



Evidently, the sign of hHi depends only on the sign of the r integral. Using our factored form of the Hamiltonian we can take a closer look at the r integral: ¶µ ¶ ¸ Z ∞ Z ∞· µ 1+γ d γ d ∗ ∗ (R HR)r dr = R + − + R r dr dr r dr r 0 0 ¶µ ¶ ¸ Z ∞ ·µ d γ ∗ d ∗ = rR + R (1 + γ) − + R dr dr dr r 0 ¶µ ¶ ¸ Z ∞ ·µ d γ d ∗ ∗ − + R dr = − (rR ) + R (1 + γ) dr dr r 0 ¶µ ¶ ¸ Z ∞ ·µ dR∗ d γ ∗ = −r + γR − + R dr dr dr r 0 ¸∗ · ¸ Z ∞· dR γ dR γ ∗ + R − + R r dr (4.11) = − dr r dr r 0 The only sly thing happening here is integration by parts of the first bracketed term, which takes us from the second to the third line. The important observation is that if γ is purely real Equation 4.11 reduces to ¯ Z ∞ Z ∞¯ ¯ dR γ ¯2 ∗ ¯ ¯ (R HR)r dr = (4.12) ¯− dr + r R¯ r dr > 0, 0 0 showing hHi > 0, prohibiting bound states. We require, then, that γ be purely imaginary (or, in the least, not real). If γ 2 is thought of as determining whether the r−2 term in Equation 4.7 is attractive or repulsive, the result that γ 2 is negative makes sense, perhaps even more so than the full three-dimensional case where we found that there was an attractive range with no bound states. In seeking out the critical dipole moment we want to examine the value of γ 2 that takes us to the cusp of existence of bound states. Any value of γ 2 up to zero is acceptable, so we conclude that the critical value for the separation constant is in fact zero.3 With this value in hand we now return to solving our separated equations. 3



Solving the radial equation by the method of Frobenius (Boas[14], p. 507), and requiring reasonable behavior as r → 0 leads to the same constraint on γ.
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The Radial Equation



Recall the two-dimensional radial equation: r2



¢ d2 R dR ¡ 2 2 2 + r − γ + κ r R = 0. dr2 dr



(4.6)



This differential equation is well-studied4 and has general solution R(r) = C1 Iγ (z) + C2 Kγ (z),



(4.13)



where z ≡ κr. Here Iγ and Kγ are the first and second kind of modified Bessel functions (of order γ), respectively. We are interested in the critical case γ = 0. The behavior of these functions is shown in Figure 4.2. For large r, I0 diverges, so we set C1 = 0. 8
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Figure 4.2: Modified Bessel Functions of Order Zero The diverging function is I0 (z) and is physically unacceptable. We choose the decaying function, K0 (z), as our solution.



The modified Bessel function K0 has a physically appealing decay, and despite its explosion at z = 0 it is normalizable. After normalization5 (accomplished by Mathematica) we have our radial wavefunction: R(r) =



4.3



2 K0 (z). π



(4.14)



The Angular Equation



Recall the two-dimensional angular equation ¢ d2 Θ ¡ 2 + γ − α cos θ Θ = 0. dθ2



(4.5)



4 See Boas[14], Other kinds of Bessel Functions for details regarding the modified Bessel equation and its solutions. 5 R ∞ We2 are assuming R 2π that2 each separable solution is normalized independently, that is |R| r dr = 1 and 0 |Θ| dθ = 1. 0



4.3. THE ANGULAR EQUATION
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This equation also happens to be well-studied6 and has for its general solution a linear combination of even and odd Mathieu functions Θ(θ) = D1 Me (4γ 2 , 2α, θ/2) + D2 Mo (4γ 2 , 2α, θ/2).



(4.15)



Here the even and odd Mathieu functions are denoted Me and Mo , respectively. In general, a Mathieu function takes three inputs, M (a, q, z), where a and q are parameters that govern the behavior of M in z.7 In our earlier calculations we determined γ 2 = 0, which takes care of the first variable of the Mathieu function, a (known as the “characteristic value”).8 Our task is to determine the critical dipole moment. Recalling the definition α=



pqe 2m . 4π²0 ~2



(4.3)



We see, then, that our interest lies in determining the value of α. Appealing to the symmetry of the dipole, we require that the solution to the angular equation be periodic, Θ(θ + 2π) = Θ(θ). Fortunately, by Floquet’s Theorem9 , solutions to Mathieu’s differential equation take the form Fr (z) = eirz P (z),



(4.16)



where P (z) is a function periodic in π or 2π and r, the characteristic exponent, is determined by the inputs a and q. With the aid of Mathematica the computation is fairly straightforward. We use MathieuCharacteristicExponent[a, q], to determine the value of r from the parameters a and q. Remember, 4γ 2 7→ a, so we fix a = 0 to bring our critical condition into play. Also, we require that the characteristic exponent, r, be an integer, to make our solution periodic. If we plot the characteristic exponent as a function of q and note that 2α 7→ q, the smallest value of q for which r(0, q) is an integer will correspond to the critical dipole moment q = 2α = 2



pqe 2m 4π²0 ~2



=⇒



p=q



π²0 ~2 . mqe



(4.17)



A plot of such a scheme is shown in Figure 4.3. The smallest value of q that satisfies our conditions is q = ±0.908046, giving r = 1. This value of q gives a critical dipole moment of π²0 ~2 pcrit = (±0.908046) = ±1.92626 × 10−30 C · m. (4.18) mqe 6



See Abramowitz & Stegun[9], §20. Mathieu Functions, for further details regarding the Mathieu functions used in this section. 7 Caveat Lector : q here has nothing to do with the charge of the bound particle, it is a notationally standardized parameter. To avoid ambiguity I will use qe for charge where confusion might arise. 8 Use of the term “characteristic value” implies that a has been chosen to make M (a, q, z) periodic in π or 2π. 9 See Abramowitz & Stegun[9], §2.3 Floquet’s Theorem and its Consequences.
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Figure 4.3: The Characteristic Exponent The Mathieu function characteristic exponent plotted as a function of q = 2α, for a = 0. Real part shown in blue, imaginary part shown in red.



How do we interpret the sign of q? Our general solution, Equation 4.15, involves even and odd Mathieu functions, each of which is very sensitive to the input parameters. It turns out, for fixed a = 0 (a result of γ 2 = 0), no value of q will make both the even and odd function behave well, let alone their sum. We are forced, then, to remove one or the other. The even Mathieu function is well-behaved for the negative value of q, whereas the odd Mathieu function is well-behaved for the positive value of q. Our potential wave functions, after normalization, are 1 Θ(θ) = √ Mo (0, +qcrit , θ/2), π



1 or Θ(θ) = √ Me (0, −qcrit , θ/2). π



(4.19)



The interpretation of these results is quite evident if a polar plot of the probability density is made for each case. As shown in Figure 4.4, the choice of wavefunction corresponds to the orientation of the dipole.10 Though this is a pleasing conclusion, I am not being completely honest with you. The polar plots hide the fact that the wavefunctions in Equation 4.19 are actually periodic in θ with period 4π. As they are even and odd functions the square of them is in fact periodic in 2π, which is good for physics, but I do not know how to justify the use of these wavefunctions. For example, the odd solution is shown in Figure 4.5. This elongated periodicity comes from the fact that our solutions depend on θ/2 instead of θ (Equation 4.15). If we could justify truncating the wavefunction at 2π the results would be acceptable.



4.4



The 2-D Physical Dipole, in a Jiffy



The following material is tentative. I include it as a guide for future work. 10



This is a natural conclusion when we note that changing the sign of q in Equation 4.18 changes the sign of the dipole moment.
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Figure 4.4: Angular Wavefunctions the plot on the left is an polar plot of |Θ|2 using the odd Mathieu function with the positive q value, and vice versa for the plot on the right.



Mo H0,qcrit, Θ�2L 0.6 0.4 0.2 Θ 2Π



4Π



-0.2 -0.4 -0.6



Figure 4.5: Odd Angular Wavefunction Mo (0, qcrit , θ/2)
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Figure 4.6: Even Angular Wavefunction Me (0, −qcrit , θ/2)
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CHAPTER 4. THE 2-D DIPOLE We begin with the physical dipole potential energy in two dimensions: · ¸ qQ 1 1 V (x, y) = − 4π²0 r+ r− " # 1 qQ 1 p = −p 4π²0 (x − d)2 + y 2 (x + d)2 + y 2



(4.20)



We move to elliptic cylindrical coordinates: x = d cosh ξ cos η



y = d sinh ξ sin η,



(4.21)



where ξ ∈ [0, ∞) and η ∈ [0, 2π). The behavior of these coordinates is shown in Figure 4.7.11 In elliptic cylindrical coordinates we have the identity y 1
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Figure 4.7: Elliptic Cylindrical Coordinates The ellipses are lines of constant ξ; the hyperbolas are lines of constant η.



(x ± d)2 + y 2 = (d cosh ξ cos η ± d)2 + (d sinh ξ sin η)2 = d2 (cosh ξ ± cos η)2 . We can now rewrite our potential in these coordinates: · ¸ 1 1 qQ − V (r, θ) = 4π²0 d(cosh ξ − cos η) d(cosh ξ + cos ξ) ¸ · qQ 2 cos η = 2 4π²0 d cosh ξ − cos2 η



(4.22)



(4.23)



The problem is to solve Schr¨odinger’s equation, − 11



~2 2 ∇ ψ + V ψ = Eψ, 2m



See Weisstein[15] for further details on this coordinate system.



(4.24)



4.4. THE 2-D PHYSICAL DIPOLE, IN A JIFFY which we multiply through by 2m/~2 to obtain · ¸ 2 cos η α 2 ∇ ψ− 2 ψ = κ2 ψ, 2 2 2d cosh ξ − cos η
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(4.25)



where



√ qQ 2m −2mE α ≡ 2d and κ ≡ . (4.26) 2 4π²0 ~ ~ Note that the dipole moment appears in α as p = 2dQ. The Laplacian in elliptic cylindrical coordinates is12 0 µ 2 ¶ 2 2¶ 7 ¶ 1 ∂ ψ ∂ ψ ∂ ψ ∇2 ψ = 2 + 2 + ¶2 (4.27) ∂η ∂z d (cosh2 ξ − cos2 η) ∂ξ 2 ¶ For our purposes we have no z dependence, so the last partial is set to zero. We now propose the separable solution ψ(ξ, η) = X(ξ)Y (η). Equation 4.25 becomes: ¶ µ µ 2 ¶ d2 Y α 1 dX 2 cos η +X 2 − 2 Y XY = κ2 XY 2 2 2 2 2 2 dξ dη 2d cosh ξ − cos η d (cosh ξ − cos η) (4.28) 2 2 2 Multiplying through by d (cosh ξ − cos η)/XY and simplifying we obtain: 1 d2 X 1 d2 Y + − α cos η = d2 κ2 (cosh2 ξ − cos2 η). X dξ 2 Y dη 2



(4.29)



From here we can pick off our separated equations. The ξ equation is d2 X − d2 κ2 cosh2 ξ X = γ 2 X, dξ 2



(4.30)



d2 Y − α cos η Y + d2 κ2 cos2 η Y = −γ 2 Y. 2 dη



(4.31)



and the η equation is



In these equations γ 2 is the separation constant. With Mathematica we find the general solution to the ξ equation, · ¸ ¢ 1¡ 2 1 2 2 2 2 X(ξ) = A1 Me 2γ + d κ , − d κ , −iξ (4.32) 2 4 · ¸ ¢ 1 2 2 1¡ 2 2 2 + A2 Mo 2γ + d κ , − d κ , −iξ , (4.33) 2 4 where the A’s are constant coefficients. Again, the even and odd Mathieu functions appear. Unfortunately the η equation does not seem to admit a closed-form solution — at any rate, not one known to Mathematica. I propose to solve for ψ using the matrix technique used earlier in the 3-D problem (§2.3), but am, unfortunately, out of time to explore this further. The factor in front of the Laplacian was transformed using standard substitutions, sinh2 ξ + sin η = (cosh2 ξ − 1) + (1 − cos2 η) = cosh2 ξ − cos2 η. 12 2



Appendix A Numerical Solutions for the Pure Dipole The following Mathematica code was written to auto-generate a finite dimensional section of the tridiagonal matrix defined by Equation 1.21. After generating a finitedimensional submatrix it evaluates the characteristic equation and lists √ all of the 2 2 roots. In the code below x = (2mσ) /~ so the quantity of interest is x. Dimension=N; solutionsMatrix=Table[Table[0, {i,1,Dimension}], {j,1,Dimension}]; (*Generates empty matrix*) Do[solutionsMatrix[[i,i]]= i(i-1)-g, {i,1,Dimension}]; (*Set the Primary Diagonal Values*); Do[solutionsMatrix[[i,i+1]]= i Sqrt[x/(2i+1)(2i-1)], {i,1,Dimension-1}]; (*Set the Upper Diagonal Values*); Do[solutionsMatrix[[i+1,i]]= i Sqrt[x/(2i+1)(2i-1)], {i,1,Dimension-1 }]; (*Set the Lower Diagonal Values*); sol=Solve[Det[solutionsMatrix]==0, x]/.g→-1/4;N[Sqrt[x]/.sol]; Table A.1 shows how quickly the critical value converges. Table A.1: Numerical Solutions to det Mn×n = 0



n 2m/~2



2 3 4 1.299038 1.278739 1.278629



5 1.278629



6 1.278629



Appendix B Numerical Solutions for the Physical Dipole The following portions of code were used to reproduce the work of Turner et al.[12]. The entire computation can be broken into digestible chunks: the generation of the pq list, the generation of the matrix elements for the operators, and the method of finding the minimum energy.



‚ pq List Generation The method for generating the pq list is shown below. The variable "upto" controls the maximal sum of the powers of [ and K in the power series. For example, with "upto=3" a term [3 K2 would be forbidden as the powers sum to four. q 0; p 0; j 0; upto 7; pqlist ; While#p † upto, For#, q † p, q , AppendTo#pqlist, 0  q, p  q'' p ; q 0;' ijlist pqlist; dimension Length#pqlist' 36



‚ Matrix Element Generation The syntax of the following definitions is quite ugly but works conveniently with ordered pairs as the input. The input to each of these definitions should be two lists, {p,q} and {i,j}. The kinetic energy matrix elements are given by



50 APPENDIX B. NUMERICAL SOLUTIONS FOR THE PHYSICAL DIPOLE 1 L M cccccccccccccccccccccccccccccccc t#pq_, ij_' : M cccccccccccccccc +2 ÆD  M pq327  ij327  1 N ++pq317  ij317/2  1  t+pq317  ij317  1//Int#pq317  ij317'  ++pq317  ij317/2  1  t+pq317  ij317  1//Int#pq317  ij317  2'/  pq327ij327 8 j pq327 Int#pq317  ij317' ] \ 1  +1/ cccccccccccccccccccccccccccccccc cccccccccccccccccccccccccccccccc cccccccccc ] cccccccccccc ] — cccccccccccccccccccccccccccccccc 2 2 +pq327  ij327/  1 ^



The potential energy matrix elements are given by v#pq_, ij_' :



1  +1/pq327ij3271 8 Int#pq317  ij317' cccccccccccccccc cccccccccccccccccccccccccccccccc cccccccccccccccc cccccc — cccccccccccccccccccccccccccccccc 2 pq327  ij327  2



Finally, the normalization matrix elements are given by n#pq_, ij_' :



Int#pq317  ij317  2' Int#pq317  ij317' \ 1  +1/pq327ij327 M cccccccccccccccc cccccccccc  cccccccccccccccccccccccccccccccc 4L cccccccccccc cccccccccccccccccc ] M cccccccccccccccccccccccccccccccc ] — cccccccccccccccccccccccccccccccc pq327  ij327  1 2 pq327  ij327  3 ^ N



The integral, denoted here as "Int[r]", can be evaluated with Mathematica. In its nicest form we have, for E�1/t, Int#r_' :



E cccccccccccccccccc Gamma#E  r E, D' E+r1/ D



‚ Generation of Operator Matrices With the ordered pq list (and ij list) created, and the matrix elements for each operator defined, we can run simple loops to place the proper elements into matrices. The three matrices are generated as follows: Tmatrix Table# If#OddQ#pqlist3r, 27  ijlist3c, 27', 0, t#pqlist3r7, ijlist3c7'', r, 1, dimension, c, 1, dimension'; Vmatrix Table# v#pqlist3r7, ijlist3c7', r, 1, dimension, c, 1, dimension'; Nmatrix Table# n#pqlist3r7, ijlist3c7', r, 1, dimension, c, 1, dimension';



We put these together to concoct the matrix we will devote all our attention to: theMatrix



+Tmatrix  p Vmatrix  P Nmatrix/
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‚ Sample Calculation With our final matrix generated we are ready do a sample calculation. We want to solve for the energy, P. The method I found to make this process simple was to generate a function that evaluated the determinant. Plotting the behavior of this function over P makes it easy to spot and isolate a zero crossing, which is precisely an eigenvalue. The smallest of these is the energy. The function that calculates the determinant is theMatrix, m, theMatrix



+Tmatrix  p Vmatrix  P Nmatrix/; 1 m scale Chop$theMatrix s. t ‘ cccc , P ‘ mu, D ‘ a, E ‘ b , 10 ^ 100(; b Det#m' (;



f#p_, mu_, a_, b_, scale_' :



Module$



Everything should be familiar except the variable "scale". This was used to scale the determinant as the actual numbers in some cases are of inordinate magnitude. Scaling factors do not affect the zeros of the determinant. The chop command removes imaginary smidgens. A sample calculation is given below. The smallest (most negative) zero crossing is easily distinguished and further effort can be put in to determining its precise value. Plot#f#1.0002, P, 1.22, 1.87, 106 ', P, 0.0006, 0, PlotRange ‘ Automatic, Automatic'; 16
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