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Introduction: The notion of states



We would like to emphasize that the notion of states is based on that of physical qualities. In the conventional formulation of quantum theory, states appear suddenly at the beginning of the theory and are defined as vectors in a given Hilbert space. At the next stage, states are used in Born’s statistical formula. However, this formulation of quantum theory may be of no help toward deepening operational meaning of states.
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In the algebraic formulation, observables are defined as (self-adjoint) elements of a C*-algebra, and states (or, called also expectation values) as normalized positive linear functionals on the algebra of observables. We can clearly understand the diﬀerence of states as that of evaluations of observables. As a result, we can naturally describe the macroscopic aspect of states. This will be discussed in detail below. By the way, how do we know the state of the system?
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We are unable to avoid estimating the state of the system.



Quantum estimation theory is actively involved in this context. This theory should be applied eﬃciently to various quantum systems.



The purpose of this presentation is to estimate quantum states from the viewpoint of states as random variables and model selection.



Before getting into the main theme, We discuss Micro-Macro duality and model selection.
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Micro-Macro Duality



Micro-Macro Duality [Oj05] is a bidirectional method between deduction and induction, and can resolve the following dilemma. Duheme-Quine thesis as a No-Go theorem [Oj10] It is impossible to determine uniquely a theory from phenomenological data so as to reproduce the latter, because of unavoidable finiteness in number of measurable quantities and of their limited accuracy.



Using our strategy, deduction and induction, or “Micro” and “Macro”, should be connected with each other by the idea of matching condition. .



.
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What is Model Selection?



We can prepare any number of statistical models of probability distribution and construct predictive distributions based on models, data xn = {x1 , · · · , xn } and inferences. {p(x|θ1 )|θ1 ∈ Θ1 }, {p(x|θ3 )|θ2 ∈ Θ2 }, ..., {p(x|θl )|θl ∈ Θl },... ↓ ↓ ↓ p1 (x|xn ), p2 (x|xn ), ..., pl (x|xn ), ... Predictive states are used for estimating “true” one. However, which predictive state has the best performance? Problem. Propose an universal framework for selection of the best predictive state by data.
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What is Model Selection?: continued



In 1971, Prof. H. Akaike introduced the notion of information criteria(IC for short). The most famous one is the Akaike’s information criterion AIC: n 1 ∑ d AIC = − log p(xj |θˆM LE ) + , n j=1 n where d is the dimension of the parameter space Θ, and θˆM LE the maximum likelihood estimator. Answer. Use the state minimizing the appropriate information criteria.
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Motivation



· A quantum version of model selection i.e., Quantum model selection.



· Eﬃcient use of measure-theoretical statistical inference.
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1. Sector and the central measure 2. A quantum version of Sanov’s theorem 3. The Bayesian escort predictive state 4. The widely applicable information criteria
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Quantum Model Selection



Definition 1. (Sector) A sector of an algebra A is defined by a quasi-equivalence class of factor . states of A. A state ω is factor if the center Zω (A) = πω (A)′′ ∩ πω (A)′ of . πω (A)′′ is trivial, i.e., Zω (A) = C1πω (A)′′ Two representations π1 and π2 are quasi-equivalent π1 ≈ π2 if π1 and π2 are unitary equivalent up to multiplicity. Each sector corresponds to a pure phase parametrized by a spectrum η ∈ SpecZω (A) of the order parameters constituting the center Zω (A) of πω (A)′′ .
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Tomita decomposition theorem (see [BR]) Let A be a C∗ -algebra and ω be a state on A. There is a one-to-one correspondence between the following three sets. (i) the orthogonal measure(∗) µ (∈ Oω (EA )) on EA with barycenter ω =: b(µ); (ii) the abelian v.N. subalgebra B ⊆ πω (A)′ ; (iii) the projection operator P on Hω such that P Ωω = Ωω , P πω (A)P ⊂ {P πω (A)P }′ . If µ, B, P are in correspondence one has the following relation. B is ∗-isomorphic to the map L∞ (µ) ∋ f 7→ κµ (f ) ∈ πω (A)′ . defined by ∫ b ⟨Ωω , κµ (f )πω (A)Ωω ⟩ = dµ(ρ)f (ρ)A(ρ) and for A, B ∈ A b ω (B)Ωω = πω (B)P πω (A)Ωω . κµ (A)π (∗) Orthogonality in the∫ sense that ∫ ρ dµ(ρ)⊥ ∆



for every ∆ ∈ B(EA ).



ρ dµ(ρ) EA \∆
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b ∈ L∞ (µ) is defined by The map A ∋ A 7−→ A b := (EA ∋ ω 7−→ ω(A)). A We denote by µB the measure corresponding to B in the above theorem.



Quantum Model Selection



b ∈ L∞ (µ) is defined by The map A ∋ A 7−→ A b := (EA ∋ ω 7−→ ω(A)). A We denote by µB the measure corresponding to B in the above theorem. Definition 2. (Central and subcentral measures) The measure µ (= µB ) ∈ Oω (EA ) is called a subcentral measure of ω, if the algebra B corresponding to µ is a subalgebra of the center Zω (A). In particular, the subcentral measure µZω (A) =: µω is called a central measure of ω. .



.
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b ∈ L∞ (µ) is defined by The map A ∋ A 7−→ A b := (EA ∋ ω 7−→ ω(A)). A We denote by µB the measure corresponding to B in the above theorem. Definition 2. (Central and subcentral measures) The measure µ (= µB ) ∈ Oω (EA ) is called a subcentral measure of ω, if the algebra B corresponding to µ is a subalgebra of the center Zω (A). In particular, the subcentral measure µZω (A) =: µω is called a central measure of ω. The set {κµω (χ∆ )|∆ ∈ B(supp µω )} forms a projection-valued . measure Eω := (B(supp µω ) ∋ ∆ 7→ Eω (χ∆ ) := κµω (χ∆ ) ∈ Proj(Zω (A))) satisfiying ⟨Ωω , Eω (∆)Ωω ⟩ = ⟨Ωω , κµω (χ∆ )Ωω ⟩ = µω (∆) .
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The next theorem [HOT83] also supports our use of the central measure, and is the key to proving Sanov’s theorem. Theorem 2. Let µ, ν be regular Borel probability measures on EA with barycenters ω, ψ ∈ EA . If there is a subcentral measure m on EA such that . µ, ν ≪ m, then S(ω∥ψ) = D(µ∥ν).



.
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The next theorem [HOT83] also supports our use of the central measure, and is the key to proving Sanov’s theorem. Theorem 2. Let µ, ν be regular Borel probability measures on EA with barycenters ω, ψ ∈ EA . If there is a subcentral measure m on EA such that . µ, ν ≪ m, then S(ω∥ψ) = D(µ∥ν). Suppose that A is separable. . For ρ˜ = (ρ1 , ρ2 , · · · ) ∈ (supp µψ )N , A ∈ B(supp µψ ) and Γ ∈ Bcy (M1 (EA )), we define Yj (ρ) ˜ = ρj , n 1 ∑ δY (ρ) Ln (ρ, ˜ A) = ˜ (A), n j=1 j where Pµψ



Q(2) n (Γ) = Pµψ (Ln ∈ Γ), is the countable number product measure µN ψ of µψ
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The next theorem [HOT83] also supports our use of the central measure, and is the key to proving Sanov’s theorem. Theorem 2. Let µ, ν be regular Borel probability measures on EA with barycenters ω, ψ ∈ EA . If there is a subcentral measure m on EA such that . µ, ν ≪ m, then S(ω∥ψ) = D(µ∥ν). Suppose that A is separable. . For ρ˜ = (ρ1 , ρ2 , · · · ) ∈ (supp µψ )N , A ∈ B(supp µψ ) and Γ ∈ Bcy (M1 (EA )), we define Yj (ρ) ˜ = ρj , n 1 ∑ δY (ρ) Ln (ρ, ˜ A) = ˜ (A), n j=1 j where Pµψ



Q(2) n (Γ) = Pµψ (Ln ∈ Γ), is the countable number product measure µN ψ of µψ



{Yj } are independent identically distributed (“i.i.d.”) random variables.
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A quantum version of Sanov’s theorem Let A be a separable C∗ -algebra and ψ be a state on A. Then Q(2) n satisfies LDP with the rate function D(·∥µψ )(= S(b(·)∥ψ)): −D(Γ∥µψ ) := − info D(ν∥µψ ) ≤ lim inf n→∞



ν∈Γ



≤ lim sup n→∞



1 n



1 n



log Q(2) n (Γ)



log Q(2) n (Γ) ≤ − inf D(ν∥µψ ) =: −D(Γ∥µψ ) ν∈Γ



for any Γ ∈ Bcy (M1 (EA )). Furthermore, if there exists a subcentral measure m such that ν, µψ ≪ m, then D(ν∥µψ ) = S(b(ν)∥ψ) holds for any such ν belonging to Γ (or Γo ) that D(ν∥µψ ) =. D(Γ∥µψ ) or D(Γ∥µψ ).
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What is statistical model in quantum physics?



Definition 3. (model) A family of states {ωθ |θ ∈ Θ ⊂ Rd : cpt} is called a (statistical) model if it satisfies the following three conditions. (i) There is a subcentral measure m on EA such that µωθ ≪ m for every θ ∈ Θ. { } dµ ωθ (ρ) > 0 does not depend on θ ∈ Θ. (ii) The set ρ ∈ EA dm (iii) ωθ is Bochner integrable. .
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Bayesian escort predictive state



Definition 4. (Bayesian escort predictive state) Let {ωθ }θ∈Θ be a model, π(θ) be a probability distribution on Θ, pθ (x) be a probability distribution dependent on {ωθ }θ∈Θ , xn = {x1 , · · · , xn } and β > 0. ∫ n ∏ ωθ pθ (xj )β π(θ)dθ n



x The state ωπ,β =



j=1



∫ ∏ n



pθ (xj )β π(θ)dθ



j=1



is called a Bayesian escort predictive state. When pθ is equal to we write



n ωπ,β



=



ρn ωπ,β .



.



dµωθ dm



,
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Theorem 3. n



n



For ϕx as a state-valued function xn = {x1 , · · · , xn } 7→ ϕx ∈ EA , n its risk function T n (ϕx ∥ωθ ) defined by n



T n (ϕx ∥ωθ ) := A :=



1



∫∫



n



S(ψ x ∥ωθ )



A ∫∫ ∏ n



n ∏



pθ (xj )β dν(xj )π(θ)dθ,



j=1



pθ (xj )β dν(xj )π(θ)dθ, .



j=1 n



x . is minimized by the Bayesian escort predictive state ωπ,β



This result is a generalization of [Ai75] and [TK05], and is the reason that the Bayesian escort predictive state is a good estimator for “true” one.
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Now we discuss singular statistics. The results here are proved originally in [W,W10R,W10CV]. Let {ωθ }θ∈Θ be a model and ψ ∈ EA a “true” state such that there is a subcentral measure m satisfying µωθ , µψ ≪ m and { } { } dµωθ dµ ρ ∈ EA |pθ (ρ) := dm (ρ) > 0 = ρ ∈ EA |q(ρ) := dmψ (ρ) > 0 for every θ ∈ Θ.
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Now we discuss singular statistics. The results here are proved originally in [W,W10R,W10CV]. Let {ωθ }θ∈Θ be a model and ψ ∈ EA a “true” state such that there is a subcentral measure m satisfying µωθ , µψ ≪ m and { } { } dµωθ dµ ρ ∈ EA |pθ (ρ) := dm (ρ) > 0 = ρ ∈ EA |q(ρ) := dmψ (ρ) > 0 for every θ ∈ Θ. ∫ L(θ) := − dm(ρ)q(ρ) log pθ (ρ). We assume that there exists at least one parameter θ ∈ Θ that minimizes L(θ), L0 = min L(θ) θ∈Θ



and that p0 (ρ) := pθ0 (ρ) is one and the same density function for any θ0 ∈ Θ0 : = {θ ∈ Θ|L(θ) = L0 }, and we put ω0 := ωθ0 .



Quantum Model Selection



p0 (ρ) f (ρ, θ) := log , pθ (ρ) ∫ D(θ) := q(ρ)dm(ρ)f (ρ, θ)



(1) (2)



(= S(ωθ ∥ψ) − S(ω0 ∥ψ) ≥ 0), Dn (θ) :=



n 1 ∑



n



j=1



f (ρj , θ).



(3)
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p0 (ρ) f (ρ, θ) := log , pθ (ρ) ∫ D(θ) := q(ρ)dm(ρ)f (ρ, θ)



(1) (2)



(= S(ωθ ∥ψ) − S(ω0 ∥ψ) ≥ 0), Dn (θ) :=



n 1 ∑



n



f (ρj , θ).



(3)



j=1



Assume that f (ρ, θ) is a Ls (q)-valued analytic function (s ≥ 6), and a priori distribution π(θ) on Θ is factorized into the product of a real analytic function π1 (θ) ≥ 0 and of a function of C ∞ -class π2 (θ) > 0.
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p0 (ρ) f (ρ, θ) := log , pθ (ρ) ∫ D(θ) := q(ρ)dm(ρ)f (ρ, θ)



(1) (2)



(= S(ωθ ∥ψ) − S(ω0 ∥ψ) ≥ 0), Dn (θ) :=



n 1 ∑



n



f (ρj , θ).



(3)



j=1



Assume that f (ρ, θ) is a Ls (q)-valued analytic function (s ≥ 6), and a priori distribution π(θ) on Θ is factorized into the product of a real analytic function π1 (θ) ≥ 0 and of a function of C ∞ -class π2 (θ) > 0. Definition . Let Θϵ = {θ ∈ Θ|S(ωθ ∥ω0 ) ≤ ϵ}. If there exists A > 0 and ϵ > 0 such that θ ∈ Θϵ ⇒ D(θ) ≥ A · S(ωθ ∥ω0 ), then the pair (ψ, ωθ ) is said to be coherent. We assume that the pair (ψ, ωθ ) satisfies the coherence condition.
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Theorem 4. By resolution of singularities[W], the functions in Eqs. (2), (1), (3) can be reduced to the following “standard forms”: D(g(u)) = f (ρ, g(u)) = Dn (g(u)) =



d 1 u2k = u2k . . . u2k d , 1



(4)



a(ρ, u)uk , 1 u2k − √ uk ξn (u), n



(5) (6)



where u = (u1 , · · · , ud ) is a coordinate system of an analytic manifold U , and g is an analytic map from U to Θ, k1 , · · · , kd are non-negative integers, a(ρ, u) is an analytic function on U for each ρ ∈ supp µωθ , and {ξn } is an empirical process such that n 1 ∑ ξn (u) = √ {a(ρj , u) − uk }, n j=1



which converges to a gaussian process ξ(u) weakly.



. (7)
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We define, for ρn = {ρ1 , · · · , ρn }, ∫ n ∏ pθ (ρj )β π(θ)dθ H(θ) n



⟨H(θ)⟩ρπ,β =



j=1



∫ ∏ n



.



(8)



β



pθ (ρj ) π(θ)dθ



j=1



Definition 6. (Errors, Losses and variance) (1) Bayes generalization error (loss), ] [ [ ] n q(ρ) , Lbg = Eρ − log⟨pθ (ρ)⟩ρπ,β , Ebg = Eρ log ρn ⟨pθ (ρ)⟩π,β respectively. (2) Bayes training [ error (loss), ] n n ] 1 ∑ q(ρj ) 1 ∑[ ρn Ebt = log , L = − log⟨p (ρ )⟩ n bt θ j π,β , n j=1 n j=1 ⟨pθ (ρj )⟩ρπ,β respectively. (3) functional variance, n { } ∑ n n V = ⟨(log pθ (ρj ))2 ⟩ρπ,β − (⟨log pθ (ρj )⟩ρπ,β )2 . j=1
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The following equality holds: ∫ n n ωπ,β = ρ ⟨pθ (ρ)⟩ρπ,β dm(ρ).



(9)



We can easily check that n



n Ebg = D(⟨pθ ⟩ρπ,β ∥q) = S(ωπ,β ∥ψ)



(10)



= Lbg + Eρ [log q(ρj )] , Ebt = Lbt +



n 1 ∑



n



log q(ρj ).



j=1



It is important that Lbt is independent of “true”state ψ. Therefore, we aim at estimating Lbg from Lbt .
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Theorem 6. It holds that Eρn [Lbg ] = WAIC =



Eρn [WAIC] + o Lbt +



β n



( ) 1 n



.



,



V.



(11) (12)



.
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Theorem 6. It holds that Eρn [Lbg ] = WAIC =



Eρn [WAIC] + o Lbt +



β n



( ) 1 n



,



.



V.



(11) (12)



WAIC is the acronym for “widely applicable information criteria”. dµωθ . Since WAIC for pθ = dm is a quantum version of the information criteria (IC), we can successfully interpret this result as establishing IC for quantum states.
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Theorem 6. It holds that Eρn [Lbg ] = WAIC =



Eρn [WAIC] + o Lbt +



β n



( ) 1 n



,



.



V.



(11) (12)



WAIC is the acronym for “widely applicable information criteria”. dµωθ . Since WAIC for pθ = dm is a quantum version of the information criteria (IC), we can successfully interpret this result as establishing IC for quantum states.



This also justifies our use of the central measure µω of ω ∈ EA . In practical situations to use the methods discussed in this section, it will be safe for them to be applied ∫ to only the case:∫ ωθ =



ρ dµωθ (ρ) =



ρξ d˜ µθ (ξ), B



where {ρξ |ξ ∈ Ξ : an order parameter} ⊂ FA , and B is compact.
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Likelihood analysis Definition 5. (Partition function and Likelihood)



Zn =



∫ ∏ n



pθ (ρj )β π(θ)dθ,



j=1



0 Zn =



Zn n ∏



,



(13)



0 log Zn .



(14)



q(ρj )



β



j=1



Fn = −



1 β



log Zn ,



Fn0 = −



1 β



Zn and Fn is called a partition function and a Bayes stochastic. complexity, respectively. n ∏



pθ (ρj ) is called a likelihood function. The purpose of the maximal



j=1



likelihood estimation is to maximize this function. This method shifts the reason that data xn is generated onto a matter of the probability generating data.



Quantum Model Selection



∫ The zeta function ζ(z) =



D(θ)z π(θ)dθ can be analytically



continued to the unique meromorphic function on the entire complex plane. All poles of ζ(z) are real, negative, rational numbers. (−λ) := maximum poles of ζ(z) (λ > 0), m := multiplicity of (−λ). λ and m are called a learning coeﬃcient and its order, respectively.



Quantum Model Selection



Theorem 5. (1) Fn0 −



λ β



log n +



−→ −



1 β



m−1



log



β ( ∑



log log n ∫



∫



∞



γb



dt



tλ−1 e−βt+β



0



α∗



√ tξ0 (y)



π ˜ 0∗ (y)dy



)



in law.



(2) The following asymptotic expansion holds: Fn = nLn + where Ln = −



n 1 ∑



λ β



log n −



m−1 β



log log n + FnR ,



(15)



. log p0 (ρj ), and FnR is a random variable which



n j=1 converges in law to a random variable.
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Set β = 1. If the pair (ψ, ωθ ) satisfies the regular condition, then Fn is equal to an information criterion called BIC or MDL: Fn = − |



n ∑ j=1



log pθˆM LE (ρj ) + {z BIC



d 2



log n −(m − 1) log log n + FnR }
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Set β = 1. If the pair (ψ, ωθ ) satisfies the regular condition, then Fn is equal to an information criterion called BIC or MDL: Fn = − |



n ∑ j=1



log pθˆM LE (ρj ) + {z



d 2



log n −(m − 1) log log n + FnR }



BIC



Remark. The pair (ψ, ωθ ) satisfies the regular condition if it satisfies the following three conditions: (i) ∃1(∫ θ0 ∈ Θ such that ωθ0 = ψ; (ii) θ1 ̸= θ2 ⇒ ω )θ1 ̸= ωθ2 ; (iii)



dm(ρ)pθ (ρ)(∂i log pθ (ρ))(∂j log pθ (ρ)) i,j



is finite and positive definite.
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Set β = 1. If the pair (ψ, ωθ ) satisfies the regular condition, then Fn is equal to an information criterion called BIC or MDL: Fn = − |



n ∑ j=1



log pθˆM LE (ρj ) + {z



d 2



log n −(m − 1) log log n + FnR }



BIC



Remark. The pair (ψ, ωθ ) satisfies the regular condition if it satisfies the following three conditions: (i) ∃1(∫ θ0 ∈ Θ such that ωθ0 = ψ; (ii) θ1 ̸= θ2 ⇒ ω )θ1 ̸= ωθ2 ; (iii)



dm(ρ)pθ (ρ)(∂i log pθ (ρ))(∂j log pθ (ρ)) i,j



is finite and positive definite. If the pair (ψ, ωθ ) satisfies the regular condition, Fn can be calculated by the dimension of the parameter space Θ and the maximum likelihood estimation, and plays a role of IC. If otherwise, it is diﬃcult to understand the behavior of Fn without numerical computation.
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Examples



1. Non-equiliblium states in QFT ∫ ωθ = ρβ,µ dνθ (β, µ), B



where β > 0 is the inverse temparature, µ ∈ R another parameter such as the chemical potential. 2. Reducible representations in CFT ∫ ωθ = ρc dµθ (c), B



where c is the central charge.



Conclusion and Perspective



The prototypical procedure: Rate function ⇒ Predictive state ⇒ IC (⇒“True” state) The procedure established here is an example: The quantum relative entropy S(·∥·) n ⇒The Bayesian escort predictive state ωπ,β β ⇒WAIC = Lbt + V (⇒“True” state ψ) n



Operator algebra ⇔ probability and statistics ⇔ Algebraic geometry



Large Deviation Strategy



Large Deviation Strategy



Large Deviation Strategy (LDS) = Step-by-Step method of induction based on Large Deviation Principle + Micro-Macro duality formulated in the quadrality scheme [Oj10] consisting of the following four basic ingredients: 1. Algebra (Alg) 2. States (States) and Representations (Reps) 3. Spectrum (Spec) 4. Dynamics (Dyn)



Large Deviation Strategy



LDS is based on the following four levels. First level : Abelian von Neumann algebras Gel’fand rep., Strong law of large numbers(SLLN) and statistical inference on abelian v.N. alg. Second level : States and Reps Measure-theoretical analysis for noncommutative algebras Third level : Spec and Alg Emergence of space-time and composite system Fourth level : Dyn From emergence to space-time patterns and time-series analysis



Large Deviation Strategy



Several methods which play central roles in LDS I. Large deviation principle [DZ,E] From probablistic fluctuation and statistical inference II. Tomita decomposition theorem and central decomposition How to formulate and use state-valued random variables b of a group G and its crossed products III. The dual G From Macro to Micro IV. Emergence : Condensation associated with spontaneous symmetry breaking(SSB) and phase separation From Micro to Macro



Reference [Oj05] I. Ojima,”Micro-Macro Duality in Quantum Physics”, pp.143-161 in Proc. Intern. Conf. on Stochastic Analysis, Classical and Quantum (World Scientific, 2005), arXiv:math-ph/0502038. [Oj10] I. Ojima, J. Phys.: Conf. Ser. 201, 012017 (2010). [DZ] A. Dembo and O. Zeitouni, Large Deviations Techniques and Applications 2nd eds. (Springer, 1997). [E] R. S. Ellis, Entropy, Large Deviations, and Statistical Mechanics, (Springer, 1985). [Oj98] I. Ojima, Order Parameters in QFT and Large Deviation, RIMS Kokyuroku 1066 121-132 (1998), (in Japanese), http://repository. kulib.kyoto-u.ac.jp/dspace/bitstream/2433/62481/1/1066-10.pdf. [BR] O. Bratteli and D. W. Robinson, Operator algebras and Quantum Statistical Mechanics vol.1 (Springer, 1979). [HOT83] F. Hiai, M. Ohya and M. Tsukada, Pacific J. Math. 107, 117-140 (1983).
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