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Chapter 1



General Introduction 1.1



General Introduction



We begin with a simple math problem. Suppose that an operator a satisfy the relation: [ ] a, a† = 1 The problem is to find all eigenvalues and eigenvectors of a Hermitian operator a† a. We first note that all the eigenvalues are positive. If |α⟩ is a normalized eigenvector, a† a|α⟩ = α|α⟩ its eigenvalue α is always positive α = ⟨α|a† a|α⟩ = ||a|α⟩||2 ≥ 0 We next note that [ † ] [ ] a a, a = a† , a a = −a [ † ] [ ] a a, a† = a† a, a† = a† For this, we see that a|α⟩ is an eigenvector with eigenvalue α − 1 ( ) (a† a) a|α⟩ = aa† a − a |α⟩ = (α − 1)a|α⟩ Similar, a† |α⟩ is an eigenvector with eigenvalue α + 1 ( ) (a† a) a† |α⟩ = a† a† a − a† |α⟩ = (α + 1)a† |α⟩ 1
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CHAPTER 1. GENERAL INTRODUCTION The norm of a|α⟩ is α, ||a|α⟩||2 = ⟨α|a† a|α⟩ = α Similar, ||a† |α⟩||2 = ⟨α|aa† |α⟩ = α + 1 By repeating application of a ‘n’ times, we can produce an eigenvector with eigenvalue α − n. a† aan |α⟩ = (α − n)an |α⟩



But, when n becomes larger than α, the eigenvalue becomes negative, which contradicts the non-negativeness of eigenvalues of a† a. This means that a given |α⟩ has some integer ‘n’, which satisfies an |α⟩ ̸= 0,



an+1 |α⟩ = 0



The latter equation means 0 = ⟨α|(a† )n · a† a · an |α⟩ = (α − n)⟨α|(a† )n an |α⟩ The former means that this: ⟨α|(a† )n an |α⟩ is not zero. Thus, α = n. This shows that the eigenvalues of a† a must be non-negative integers and there is a “vacuum state” |0⟩ such that a|0⟩ = 0 By repeatedly applying a† to vacuum state, we see that (a† )n |0⟩ is an eigenvector with eigenvalue n. a† a(a† )n |0⟩ = n(a† )n |0⟩ The norm of this eigenvector is the factorial of n. ⟨0|(a)n (a† )n |0⟩ = ⟨0|an−1 · aa† · (a† )n−1 |0⟩ 1+a† a



= (n − 1 + 1) · ⟨0|(a)n−1 (a† )n−1 |0⟩ = n · (n − 1) · ⟨0|(a)n−2 (a† )n−2 |0⟩ = n · (n − 1) · (n − 2) · · · 2⟨0|aa† |0⟩ = n! The normalized eigenvector with eigenvalue ‘n’ is



1.2. LINEAR HARMONIC OSCILLATOR
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1 |n⟩ = √ (a† )n |0⟩ n!



(1.1.1)



with this definition, the |n⟩ are orthonormal and satisfy: a† |n⟩ =



√ n + 1|n + 1⟩



1 a|n⟩ = √ a(a† )n |0⟩ n! 1 = √ (a† a + 1)(a† )n−1 |0⟩ n! 1 = √ n(a† )n−1 |0⟩ n! √ 1 = n· √ (a† )n−1 |0⟩ (n − 1)! √ = n|n − 1⟩



(1.1.2)



(1.1.3)



a† a|n⟩ = n|n⟩ The operator a† and a are called “rasing” and “lowering” operators respectively, because the raise and lower the eigenvalue or a† a. In the later application, a† and a are called “creation” and “annihilation” operators respectively. You might be afraid that the ground state “|0⟩” is not necessarily unique, so that the state do not exhaust all the possible eigenstates of a† a. |0⟩1 , | 0⟩2 , |0⟩3 , · · · →b



In such a case, however, we can define some other operators, which commute a and a† and which connect the ground states. Thus, we can further classify these ground states according to the eigenvalues of these other operators1 .



1.2



Linear Harmonic Oscillator



Our first application of the general argument is a one-dimensional harmonic oscillator which has a Hamiltonian as this form: p2 mω 2 2 + x 2m 2m x and p are the position and the momentum operator of a particle whose mass is ‘m’. x, p satisfies H=



1 like: def 1 |n⟩|β⟩ ≡ √ (a† )n |0⟩|β⟩ n! b|β⟩ = β|β⟩



(1.2.1)
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CHAPTER 1. GENERAL INTRODUCTION



[x, p] = iℏ [ 2 ] ℏω p mω 2 H= + x 2 mωℏ ℏ ℏω 2 ≡ [P + X 2 ] 2 [X, P ] = i By factorizing an energy unit, the Hamiltonian has a quadratic form of these two dimensionless quantities. They satisfy this commutation relation. In terms of these two hermitian operators, let us define a following non-hermitian operator: 1 a = √ [X + iP ] 2 1 a† = √ [X − iP ] 2 Frin this, we see [a, a† ] = 1 while the Hamiltonian takes this form: ] [ ℏω 1 1 (X − iP )(X + iP ) + (X + iP )(X − iP ) 2 2 2 ℏω † = [a a + aa† ] 2[ ] 1 † = ℏω a a + 2



H=



Now we know how to obtain eigenvalues and eigenvectors of a† a for any given non-hermitian operator a. Thus, the eigen energy of H is given by this ( ) 1 H|n⟩ = ℏω n + |n⟩ 2 while the eigenstate |n⟩ is obtained from a repeated application of the operator a onto the ‘ground state’. The ground state |0⟩ satisfies this, [ ( [ )] ] ∂ ∂ 1 1 a|0⟩ = √ XD + i −i |0⟩ = √ X + |0⟩ = 0 ∂X ∂X 2 2 |0⟩ =



1 −X 2 /2 e N



1.3. MANY HARMONIC OSCILLATOR
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Thus, the eigenstate with eigen energy (n + 1/2) takes this form ( )n X2 X2 ∂ |n⟩ ∝ X − e− 2 = e− 2 × Hermite polynominals ∂X which is expressed in terms of Herminite polynominal with integer index n.



1.3



Many Harmonic Oscillator



Our next application is a system of many harmonic oscillators, which consists of many particles with diﬀerent mass.



H=



∑ ∑ 1 Vij Qi Qj Pi2 + 2mi i,j i



(1.3.1)



where Qi and Pi are canonical coordinates and momenta   [Qi , Qj ] = [Pi , Pj ] = 0  



[Qi , Pj ] = iℏδij



Since these two momentum operators can be exchanged freely, we can regard that Vij is real symmetric Vij = Vji real We normalize these coordinates and momenta by diﬀeren mass qi ≡ H=



√



Pi mi Qi , pi ≡ √ mi



1∑ 2 1∑ p + vij qi qj 2 i i 2 ij Vij (vij ≡ √ ) mj mj



To obtain eigenstates and eigen energy of H, we first diagonalize this real symmetric matrix by an orthogonal matrix. CT VC = W We assume that eigenvalues of V are all positive cαi cβj vij = ωα2 δαβ In terms of this new basis, the Hamiltonian takes the following form: H=



1∑ 2 (˜ p + ωα2 q˜α2 2 α α
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CHAPTER 1. GENERAL INTRODUCTION where p˜α and q˜α are canonical momenta and coordinates: ∑ q˜α ≡ cαi qi i



p˜α ≡



∑



cαi pi



i



[˜ qα , q˜β ] = [˜ pα , p˜β ] = 0 [˜ qα , p˜β ] = iℏδαβ Thanks to the basis change, we have a system of decouple linear harmonic oscillators, each of which can be separately solved. Namely, we form lowering and raising operators for each mode: [ ] √ 1 i aα = √ ωα q˜α + √ p˜α ωα 2ℏ [ ] √ 1 i a†α = √ ωα q˜α − √ p˜α ωα 2ℏ which satisfy [aα , aβ ] = [a†α , a†β ] = 0 [aα , a†β ] = δαβ



(1.3.2)



and H=



∑ α



1 ℏωα (a†α aα + ) 2



The eigenstates of H are described by a set of non-negative integers defined fro each decoupled mode. H|n1 , n2 , · · · ⟩ =



∑ α



1 ℏωα (nα + )|n1 , n2 · · · ⟩ 2



The integer for a mode α, nα , is an eigenvalue of a†α aα . for ∀α,



a†α aα = |n1 , n2 , · · · , nα , · · · ⟩ = nα |n1 , n2 · · · , nα , · · · ⟩



These eigenstates can be constructed for the ‘ground state’ [ ] ∏ (a† )nα α √ |n1 , n2 , · · · ⟩ = |0.0, · · · ⟩ nα ! α where the ground state is defined by aα |0, 0, · · · ⟩ = 0, for ∀α Corresponding to (1.1.2) and (1.1.3), we have



1.4. FIELD QUANTIZATION



{



1.4
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√ a†α |n1 , n2 , · · · , nα , · · · ⟩ = nα + 1|n1 , n2 , · · · , nα + 1, · · · ⟩ √ aα |n1 , n2 , · · · , nα , · · · ⟩ = nα |n1 , n2 , · · · , nα − 1, · · · ⟩



(1.3.3) (1.3.4)



Field Quantization



Our final application is a system with infinitely many degrees of freedom. The system is described by what we call a ‘field’ ϕx .



An example of the system is a drumhead vibration. Here is a picture of drum:



Every spatial point in the drumhead can have a finite displacement poerpendicular to the flat drumhead. We can define φ of x (φ(x)) as a dispalcement at x point. Namely, a given φ of x specifies how the drumhead is deformed from the flat drum head. Let us consider φ of x whose motion is described by the following Lagragian



L(φ, φ) ˙ =



1 2



∫ d2 xφ(x) ˙ φ(x) ˙ −



1 2



∫



∫ d2 x



d2 x′ K(x − x′ )φ(x)φ(x′ ) with K(x − x′ ) = K(x′ − x) (1.4.1)



The corresponding equation of motion is
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CHAPTER 1. GENERAL INTRODUCTION ∫ ∂ δL δ L˙ 0= − = φ(x) ¨ + d2 x′ K(x − x′ )φ(x′ ) ∂t δ φ(x) ˙ δφ(x)



(1.4.2)



When the interaction between fields is spatially local like this K(x − x′ ) = −c2 ∆2 δ(x − x′ ), the equation of motion becomes the usual wave equation ∇2 φ(x) −



1 φ(x) ¨ =0 c2



If we regard that φ(x) is a coordinate variable for each x, the conjugate momentu to φ is Π(x) =



δL = φ(x) ˙ δ φ(x) ˙



The Hamiltonian is then ∫ H=



d2 xΠ(x)φ(x) ˙ −L=



1 2



∫ d2 xΠ(x)Π(x) +



1 2



∫



∫ d2 x



d2 x′ K(x − x′ )φ(x)φ(x′ )



(1.4.3)



To quantize the system, we suppose that φ(x) and Π(x) are Hermitian operators, which satisfy [φ(x), φ(x′ )] = [Π(x), Π(x′ )] = 0 [φ(x), Π(φ′ )] = iℏδ 2 (x − x′ )



(1.4.4)



In such a case, it is helpful to express the field in the momentum representation, ∫ φ(k) ˜ = d2 xφ(x)e−ikx ∫ ˜ Π(x) =



d2 xΠ(x)e−ikx



where the inverse transformation is ∫ φ(x) =



d2 k ikx φ(k)e ˜ (2π)2



with ∫



d2 k −ikx e = δ 2 (x) (2π)2



Since φ(x) and Π(x) are hermitian, we have φ† (k) = φ(−k) Π† (k) = Π(−k)



(1.4.5)



1.4. FIELD QUANTIZATION
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The commutation relations are ˜ ˜ ′ )] = 0 [φ(k), ˜ φ(k ˜ ′ )] = [Π(k), Π(k ˜ ′ )] = iℏ(2π)2 δ 2 (k + k ′ ) [φ(k), ˜ Π(k



(1.4.6)



Now let us introduce ∫ ω 2 (k) =



d2 xK(x)e−ikx



Since K(x) = K(−x), ω(k) is real and even function in k. ω ∗ (k) = ω(k) = ω(−k) Let uis again assume that ω(k) are non-negative for all k, so that we replace this by ω 2 (k). Rewriting the Hamiltonian in terms of these fields and functions, we obtain



H=



1 2



∫



] 1 ∫ d2 k [ ] d2 k [ ˜ ˜(k) + ω 2 (k)φ(−k) ˜ † (k)˜(k) + ω 2 (k)φ˜† (k)φ(k) Π(−k) ˜ φ(k) ˜ = Π ˜ (2π)2 2 (2π)2 (1.4.7)



We next define annihilation and creation operators as follows, 1 a(k) = √ 2 1 a (k) = √ 2 †



[√ [√



i ω(k) ˜ φ(k) ˜ +√ Π(k) ℏ ω(k)ℏ ω(k) i ˜ Π(k) φ(k) ˜ −√ ℏ ω(k)ℏ



] ]



(1.4.8)



Their commutation relations are calculated as follows, ] [ √ 1 √ i ˜ i ˜ ′ Π(k ) ωk φ(k) ˜ + √ Π(k), ωk′ φ(k ˜ ′) + √ 2ℏ ωk ωk′ √ √ 1 ωk ωk ′ ˜ ˜ ′ )] + 1 = i[φ(k), ˜ Π(k i[Π(k), φ(k ˜ ′ )] 2ℏ ωk′ 2ℏ ωk



[a(k), a(k ′ )] =



= (−1)(2π)2 δ 2 (k + k ′ ) + (2π)2 δ 2 (k + k ′ ) = 0 [a† (k), a† (k ′ )] = 0 [ ] 1 √ i √ i ˜ ′ ′ ′ [a(k), a (k )] = Π(−k ) ωk φ(k) ˜ + √ , ωk φ(−k ˜ )− √ 2ℏ ωk ωk′ √ −i ωk i ˜ ′ ′ ˜ = [φ(k), ˜ Π(−k )] + [Π(k), φ(−k ˜ )] 2ℏ ωk′ 2ℏ †



′



= (2π)2 δ 2 (k − k ′ )



(1.4.9)
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CHAPTER 1. GENERAL INTRODUCTION If we wrtie H in terms of a&a† , we obtain



H=



1 2



∫



d2 k 1 ℏω(k)[a† (k)a(k) + a(k)a† (k)] = 2 (2π) 2



∫



d2 k ℏω(k)a† (k)a(k) + C (2π)2



(1.4.10)



Thus, eigenstate of H is given by the repeated application of a† (k) onto the ground state1 |k1 ⟩ = a† (k1 )|0⟩, †



†



|k1 , k2 ⟩ = a (k1 )a (k2 )|0⟩,



(E = ω(k1 )) (E = ω(k1 ) + ω(k2 ))



while the ground state satisfies a(k)|0⟩ = 0,



for∀k



To characterize these multi-particle states, let us consider the following operators, ∫ P≡



d2 k ℏka† (k)a(k) (2π)2



(1.4.11)



which satisfies [P, a† (k)] = ℏka† (k) [P, a(k)] = −ℏka(k) so that P|k1 , k2 , · · · ⟩ = Pa† (k1 )a† (k2 ) · · · |0⟩ = a† (k1 )(ℏk1 + P)a† (k2 ) · · · |0⟩ = ℏk1 |k1 , k2 , · · · ⟩ + a† (k1 )Pa† (k2 ) · · · |0⟩ = ℏk1 |k1 , k2 , · · · ⟩ + a† (k1 )a† (k2 )(ℏk2 + P) · · · |0⟩ = ··· = ℏ(k1 + k2 + · · · )|k1 , k2 , · · · ⟩ we can also see that √ ] ) d2 k ℏ ( [P, φ(x)] = P, a(k)eik·x + a† (k)e−ik·x (2π)2 2ω(k) √ ∫ } d2 k ℏ { = (−ℏk)a(k)eik·x + (ℏk)a† (k)e−ik·x 2 (2π) 2ω(k) √ {∫ } ) ℏ ( ∂ d2 k ik·x † −ik·x = iℏ a(k)e + a (k)e ∂x (2π)2 2ω(k) [



= iℏ



∫



∂ φ(x) ∂x



1 Regarding these energy units as particles respectively, we can think of these excited states as one-particle state, two-particle state, and so on.



1.5. SYSTEM OF INDISTINGUISHABLE PARTICLES
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Similarly [P, Π(x)] = iℏ ·



∂ Π(x) ∂x



Using these relations, one can show that ea·P/iℏ φ(x)e−a·P/iℏ = φ(x + a) ea·P/iℏ Π(x)e−a·P/iℏ = Π(x + a) Namely, taking a derivative of r.h.s with respect to a, we have ] ∂ [ a·P/iℏ 1 e φ(x)e−a·P/iℏ = ea·P/iℏ [P, φ(x)]e−a·P/iℏ ∂a iℏ ∂ = ea·P/iℏ φ(x)e−a·P/iℏ ∂x } ∂ { a·P/iℏ = e φ(x)e−a·P/iℏ ∂x This means that ea·P/iℏ φ(x)e−a·P/iℏ = f (x + a) while f should be ϕ when a = 0, thus we have ea·P/iℏ φ(x)e−a·P/iℏ = φ(x + a)



(1.4.12)



Similar we have ea·P/iℏ Π(x)e−a·P/iℏ = Π(x + a) These two relations means that P is a generator of the spatial translation and is therefore the momentum operator.



1.5



System of indistinguishable particles



In the preceding sections, we consider the quantum states of an oscillator system as multiparticle states, where each particle has an energy unit and is often called a “phonon”. In this section, we follow a diﬀerent line of reasoning. We will start with a space of states describing a single particle, which is either Bose particle or Fermi particle. We then construct the multiple-particle states based on standard methods. For the Bose particle case, we will arrive at a system of states and operators, that is mathematically equivalent to that found previously for a systen of oscillators. Thereby, this shows that the interpretation of oscillator states as many-phonon states is consistent with the usual description of many-particle systems with Bose statistics. We will develop a formalism with Fermi-Dirac statistics, for which the states do not resemble those of a harmonic-oscillator system. Consider first the case of distinguishable particles.
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CHAPTER 1. GENERAL INTRODUCTION A n-particle state is given by a simple product of one-particle states |ψ⟩ = |ψ1 ⟩|ψ2 ⟩ · · · |ψn ⟩ You can also weite this in the coordinate representation as ψ(x1 , · · · , xn ) = ψ1 (x1 )ψ2 (x2 ) · · · ψn (xn )



where xj denotes the coordinate of j-th particle and ⟨xj |ψj ⟩ = ψj (xj ). Please notice that these n-particles are all distinguishable from one another. Namely, each particle has its own coordinate x, and we can distinguish j-th particle from m-th particle, because they belong to diﬀerent one-particle states ψj (x) ̸= ψm (x),



for j ̸= m



Let us next consider indistinguishable particles. To make up a many-particle wavefunction for indistinguishable particles out of this, we need to make any pair of particles cannot be distinguished from each other. There is two-ways of doing this, one way is to “symmetrize” this with respect to all the possible permutations of n particles:



ψ1 (x1 ) · ψ2 (x2 ) · · · · · ψn (xn )



“symmetrize”



−→



1 ∑ √ ψP (1) (x1 ) · ψP (2) (x2 ) · · · · · ψP (n) (xn ) n! P



Here P denotes a permutation among n numbers, {1, 2, · · · , n} ( ) 1 2 ··· n P ≡ P (1) P (2) · · · P (n) into {P (1), P (2), · · · P (n)} we take the sum over all possible permutations here. The total number of possible permutations among n distinguishable objects are given by a factorial of n. To normalize this many-particle wavefunction, I put 1 over the square root of the factorial of n. We can see that the exchange between the j-th particle coordinate and the m-th particle coordinate does not change this many-particle wavefunction. 1 ∑ ψ(x2 , x1 , x3 , · · · xn ) = √ ψP (1) (x2 )ψP (1) (x2 )ψP (3) (x3 ) · · · ψ(P (n) (xn ) n! P 1 ∑ =√ ψP (1) (x2 )ψP (1) (x2 )ψP (3) (x3 ) · · · ψ(P (n) (xn ) n P ( ) { 1 2 3 ··· n } ′ P =P · 2 1 3 ··· n ∑ 1 ψP ′ (1) (x1 )ψP ′ (2) (x2 )ψP ′ (3) (x3 ) · · · ψP ′ (n) (xn ) =√ n ′ P



= ψ(x1 , x2 , x3 , · · · , xn )



1.5. SYSTEM OF INDISTINGUISHABLE PARTICLES
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Here P ′ is a product between a permutation P and the permutation which exchange 1 and 2, while remains other indices intact. This product can be regarded as a mapping from P to P ′ and this mapping is one-to-one mapping. Namely, a set of all possible permutations is unchanged under that mapping. Therefore, the right hand side is identical to the original wavefunctions. This argument so far holds true not only for the exchange between arbitrary pair of two particles but also for an arbitrary permutations among n particles. ψ(xQ(1) , xQ(2) , · · · , xQ(n) ) = · · · = ψ(x1 , x2 , · · · , xn ) Because of this symmetrized property, n-particles in this wavefunction are indistinguishable from one another. An indistinguishable particle in a symmetrized many-particle wavefunction is called as “boson”. The other way of making wavefunctions for indistinguishable particles is “antesymmetrize” the wavefunction for distinguishable particles. 1 ∑ (−1)P ψP (1) (x1 ) · ψP (2) (x2 ) · · · · · ψP (n) (xn ) ΨF (x1 , · · · , xn ) = √ n! P Here P us again in a permutation among n-particles, but, at this time, we have (−1)P ((−1) to the power of P ). This factor takes +1, if the permutation P is given by a product of even-number of transpositions, where a transposition is an exchange between a pair of two particle. For example, ( 1 2 2 3



3 1



) =



( 1 2 2 1



) ( 3 1 · 3 1



2 3



) 3 2



((1, 2, 3) → (2, 1, 3) → (2, 3, 1) this permutation is given by a product of two transpositions, so that  



(−1)



1 2 2 3







3 1



= +1



This factor takes −1, if the permutation p is given by a product of odd-numbers of transpositions. For example, (



1 2 2 3



3 4



4 1



)



( 1 2 = 2 1



3 3



) ( 4 1 2 · 4 1 3



3 2



) ( 4 1 · 4 1



2 2



3 4



) 4 3



this permutation is given by a product of three transpositions, so that  



(−1)



1 2 3 2 3 4







4 1



= −1



Under a permutation among n particles, this many-body wavefunction is unchanged, apart from the phase factor, which is (−1) to the power of Q.



14



CHAPTER 1. GENERAL INTRODUCTION



ψF (xQ(1) , xQ(2) , · · · , xQ(m) ) 1 ∑ =√ (−1)P ψP (1) (xQ(1) ) · · · · · ψP (n) (xQ(n) ) n! P 1 ∑ =√ (−1)P ψP ·Q−1 (1) (x1 ) · · · · · ψP ·Q−1 (n) (xn ) n! P P · Q−1 = 1 ′ 1 ∑ = (−1)Q √ (−1)P ]psiP ′ (1) (x1 ) · · · · · ψP ′ (n) (xn ) n! P ′ = (−1)Q ψF (x1 , · · · , xn ) Because of this, asymmetrized property, n-particle in the wavefunction are essentially indistinguishable from one another. An indistinguishable particle in an antisymmetrized many-particle wavefunction is called as “fermion”. To summarize so far, we have two way of making many-particle wavefunctions for indistinguishable particles. 1 ∑ P ξ |ψP (1) ⟩|ψP (2) ⟩ · · · |ψP (n) ⟩ (1.5.1) |ψ⟩ = √ n! P 1 ∑ P 1 ∑ P ψ(x1 , · · · , xn ) = √ ξ ψP (1) (x1 )ψP (2) (x2 ) · · · · · ψP (n) (xn ) = √ ξ ψ1 (xP (1) )ψ2 (xP (2) ) · · · · · ψn (xP (n) ) n! P n! P (1.5.2) where ξ = ±1 for boson and fermion. We will write this as |ψ1 , ψ2 , ψn , · · · ψn ⟩. Let us show an example: Suppose that |ψ1 ⟩ and |ψ2 ⟩ are two orthonormal single-particle states. For bose particles, we can make three many-particle wavefunctions out of them. One is this, and the other is



1 |Ψa ⟩ = √ (|ψ1 ⟩|ψ2 ⟩ + |ψ2 ⟩|ψ1 ⟩) 2! √ 1 |Ψb ⟩ = √ (|ψ1 ⟩|ψ1 ⟩ + |ψ1 ⟩|ψ1 ⟩) = 2|ψ1 ⟩|ψ1 ⟩ 2! √ 1 |Ψc ⟩ = √ (ψ2 ⟩|ψ2 ⟩ + ψ2 ⟩|ψ2 ⟩) = 2ψ2 ⟩|ψ2 ⟩ 2! For fermi particles, we can make only one many-particle wavefunctions,
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1 |Ψa ⟩ = √ (|ψ1 ⟩|ψ2 ⟩ − |ψ2 ⟩|ψ1 ⟩) 2! 1 |Ψb ⟩ = √ (|ψ1 ⟩|ψ1 ⟩ − |ψ1 ⟩|ψ1 ⟩) = 0 2! 1 |Ψb ⟩ = √ (|ψ2 ⟩|ψ2 ⟩ − |ψ2 ⟩|ψ2 ⟩) = 0 2! This two dictates that, due to the antisymmetric character, two fermi particles cannot occupy the same state. The inner product of two of these n-particle states are given by a determinent or permanent of a n × n matrix, which is composed by the inner products of single particle states. ⟨φ1 |ψ1 ⟩ ⟨φ1 |ψ2 ⟩ · · · ⟨φ |ψ ⟩ ⟨φ2 |ψ2 ⟩ · · · ⟨φ1 , · · · , φn |ψ1 , · · · , ψn ⟩ = 2 1 ··· ··· ··· ⟨φn |ψ1 ⟩ ⟨φn |ψ2 ⟩ · · ·



⟨φ1 |ψn ⟩ ⟨φ2 |ψn ⟩ · · · ⟨φn |ψn ⟩ 



(1.5.3)



where ∫ ⟨φj |ψm ⟩ =



dd xφ∗j (x)ψm (x)



and |A|ξ =



∑



ξ P A1P (1) · · · AnP (n)



P



with n × n matrix A = (Aij ) Namely, |A| is a determinant of A while A+ is a permanent of A. One can prove this straightforwardly, ⟨φ1 , · · · , φn |ψ1 , · · · , ψn ⟩ =



1 ∑∑ P Q ξ ξ ⟨φP (1) |ψQ(1) ⟩ · · · ⟨φP (n) |ψQ(n) ⟩ n! P



Q



1 ∑∑ P Q = ξ ξ ⟨φ1 |ψQP −1 (1) ⟩ · · · ⟨φn |ψQP −1 (n) ⟩ n! P



Q



P −1



(ξ ) = ξ P , R ≡ Q · P −1 1 ∑∑ R = ξ ⟨φ1 |ψR(1) ⟩ · · · ⟨φn |ψR(n) ⟩ n! P



Q



∑∑ P



Q



=



∑ ∑ P QP −1



=



∑∑ P



R



Now that the summation is free from P , the summation over P just gives us a factor n!, which set oﬀ this. Thus, we have
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⟨φ1 , · · · , φn |ψ1 , · · · , ψn ⟩ =



∑



ξ R ⟨φ1 |ψR(1) ⟩ · · · ⟨φn |ψR(n) ⟩ = |(⟨φi |ψj ⟩)|ξ



R



Suppose that {|1⟩, |2⟩, · · · } is a complete orthonormal set of single-particle states: ∑ α|β⟩ = δαβ , |α⟩⟨α| = 1 α



A complete set of n-particle states consists of |α1 , α2 , · · · , αn ⟩ where α1 ≤ · · · ≤ αn in the Bose case, and α1 < α2 < · · · < αn in the fermion case. These states are orthogonal to one another, but not always normalized in the Bose case. Using this, one can show that a complete orthonormal set of n-particle states consist of  |α1 , α2 , · · · , αn ⟩    √n !n ! · · · 1



  



(α1 ≤ · · · ≤ αn ) for boson



2



|α1 , α2 , · · · αn ⟩



(1.5.4) (α1 < α2 < · · · < αn ) (f orf ermion)



where nj denotes the number of times that j occurs in the sequence of α1 , · · · , αn . For either boson case or fermion case, the completeness relation in the n-particles space can be weitten in the following simple form. 1 ∑ ∑ ··· |α1 , · · · , αn ⟩⟨α)1 , · · · , αn | = 1 n! α α 1



(1.5.5)



n



where the sum of each αj is taken over all single-particle states. The duplication of n-particle states are set oﬀ by the 1/n! (one over the factorial of n) and the normalization. To see that this equality holds true for both boson and fermion cases, let us apply the left side to a n-particle state |β1 , · · · , βn ⟩ where |βj ⟩ is from {|1⟩, |2⟩, · · · , } the single-particle states considered.



1.



When all these βj are distict from one another, ∑ 1 ∑ ··· |α1 , · · · , αn ⟩⟨α1 , · · · , αn |β1 , · · · , βn ⟩ n! α α 1 n 1 ∑ = |P (β1 ), P (β2 ), · · · , P (βn )⟩⟨P (β1 ), P (β2 ), · · · , P (βn )|β1 , · · · , βn ⟩ n! P 1 ∑ P = ξ |P (β1 ), P (β2 ), · · · , P (βn )⟩ n! P 1 ∑ = |β1 , · · · , βn ⟩ = |β1 , · · · , βn ⟩ n! P



2.



When some of these βj are identical, which can be the case with bose particles,
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∑ 1 ∑ ··· |α1 , · · · , αn ⟩⟨α1 , · · · , αn |β1 , · · · , βn ⟩ n! α αn 1 1∑ ˜ = |P (β1 ), P (β2 ), · · · , P (βn )⟩⟨P (β1 ), P (β2 ), · · · , P (βn )|β1 , · · · , βn ⟩ n! P



Here the summation of P is taken over all possible permutations of n-objects with duplications being excluded. ∑ Namely, ˜P does count the following permutations separately. It counts one of them once and doesn’t count the others. P1 (βj ) = P2 (βj ) = P3 (βj ) = · · · = Pm (βj ), for ∀j = 1, · · · , n 1∑ ˜ = |P (β1 ), · · · , P (βn )⟩ × (n1 ! · n2 ! · · · ) n! P



where nj denotes the number of times that “j” occurs in the sequence of β1 , · · · , βn . Now that |P (β1 ), · · · , P (βn )⟩ = |β1 , · · · , βn ⟩ and ∑ ˜ P



=



n! n1 ! · n2 ! · · · ·



the right hand side is = |β1 , β2 , · · · , βn ⟩ These two ( fermion case.



1, 2) prove that this completeness relation holds true for both boson case and



In actual physical process, the number of particles is not constant in time. Particles can be constructed and destroyed. To describe such process, we need a Hilbert space that contains states of varying number of particles. To get such a space, we simply combine all the n-particle spaces into one big space that we call the “multiparticle space”. A general state in the multiparticle space is of the from of |ψ⟩ = |ψ (0) ⟩ + |ψ (1) ⟩ + |ψ (2) ⟩ + · · · where |ψ (n) ⟩ is an n-particle state and |ψ (0) ⟩ is just a vacuum state |ψ (0) ⟩ = |var⟩ States of diﬀeremt numbers of particles are defined to be orthogonal to each other, so that ⟨φ|ψ⟩ = ⟨φ(0) |ψ (0) ⟩ + ⟨φ(1) |ψ (1) ⟩
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CHAPTER 1. GENERAL INTRODUCTION where |φ⟩ = |φ(0) ⟩ + |φ(1) ⟩ + · · · The completeness relation in the multiparticle is given as follows, ∞ ∑ ∑ 1 ∑ |α1 , · · · , αn ⟩⟨α1 , · · · , αn | = 1 ··· n! α α n=1 1



1.6



(1.5.6)



n



Creation operator & destruction operator



So far, we have constructed a complete orthonormal set of states in the multiparticle space. With these constructions in hand, we are now ready to define creation and destruction operators. These operators change the number of particles, so that they connect states of diﬀerent numbers of particles. We will see that allthe physical operators are expressed in terms of creation and destruction operators. Let |φ⟩ be any one-particle state. We define a† of φ to be that linear operator which satisfies this, for any n-particle states |ψ1 , · · · , ψn ⟩. a† φ|ψ1 , · · · , ψn ⟩ = |φ, ψ1 , · · · , ψn ⟩ for any|ψ1 , · · · , ψn ⟩



(e) (1.6.1)



For n = 0, this simply means that a† (φ)|vac⟩ = |φ⟩ We call a† (φ) as the creation operator for the state |φ⟩, and its hermitian conjugate a(φ) as the destruction or annihilation operator. A destruction operator converts an n-particle states into a (n − 1)-particle states. To find the eﬀect of a(φ) on an n-particle state |ψ1 , ψ2 , · · · , ψn ⟩, we multiply on the left by an arbitrary (n − 1)-particle state, which is this ⟨x1 , · · · , xn−1 |a(φ)|ψ1 , · · · , ψn ⟩ = (⟨ψ1 , · · · , ψn |a† (φ)|x1 , · · · , xn−1 ⟩)∗ = (⟨ψ1 , · · · , ψn |φ, x1 , · · · , xn−1 ⟩)∗ ⟨ψ1 |ϕ⟩ ⟨ψ1 |x1 ⟩ · · · ⟨ψ1 |xn−1 ⟩ ∗ ⟨ψ2 |ϕ⟩ ⟨ψ2 |x1 ⟩ · · · ⟨ψ2 |xn−1 ⟩ = ··· ··· ··· ··· ⟨ψn |ϕ⟩ ⟨ψn |x1 ⟩ · · · ⟨ψn |xn−1 ⟩ ξ  ∗   ⟨ψ1 |x1 ⟩ · · · ⟨ψ1 |xn−1 ⟩   n ∑  ⟨ψ |x ⟩ · · · ⟨ψ2 |xn−1 ⟩ = ξ k−1 ⟨ψk |φ⟩ 2 1  ··· ···   ···  k=1 ⟨ψn |x1 ⟩ · · · ⟨ψn |xn−1 ⟩  ξ =



n ∑ k=1



ξ k−1 ⟨φ|ψk ⟩⟨x1 , · · · , xn−1 |ψ1 , · · · , ψk−1 , ψk+1 , · · · , ψn ⟩



1.6. CREATION OPERATOR & DESTRUCTION OPERATOR



19



Since this relation holds true for any arbitrary x1 and so on, we finally have



a(φ)|ψ1 , · · · , ψn ⟩ =



n ∑



ξ k−1 ⟨φ|ψk ⟩|ψ1 , · · · , ψk−1 , ψk+1 , · · · , ψn ⟩



(1.6.2)



k=1



We can derive a† (φ1 )a† (φ2 ) = ξa† (φ2 )a† (φ) Namely, the following relations holds true for arbitrary ψ1 , · · · , ψn a† (φ1 )a† (φ2 )|ψ1 , · · · , ψn ⟩ = ξa† (φ2 )a† (φ)|ψ1 , · · · , ψn ⟩ This leads to the commutation relations for boson and fermion. [a† (φ1 ), a† (φ2 )]−ξ = 0



(1.6.3)



where



[A, B]−ξ = AB − ξBA =



  AB − BA boson  



AB + BA fermion



Taking the hermite conjugate of this, we have



[a(φ1 ), a(φ2 )]−ξ = 0



(1.6.4)



To find the commutation relations between the creation operator and destruction operator, we first calculate a(φ1 )a† (φ2 )|ψ1 , · · · , ψn ⟩ = a(φ1 )|φ2 , ψ1 , · · · , ψn ⟩ = ⟨φ1 |φ2 ⟩|ψ1 , · · · , ψn ⟩ +



n ∑



ξ k ⟨φ1 |ψk ⟩|φ2 , ψ1 , · · · , ψk−1 , ψk+1 , · · · , ψn ⟩



k=1



and a† (φ2 )a(φ1 )|ψ1 , · · · , ψn ⟩ n ∑ ξ k−1 ⟨φ1 |ψk ⟩a† (φ2 )|ψk ⟩|φ2 , ψ1 , · · · , ψk−1 , ψk+1 , · · · , ψn ⟩ = =



k=1 n ∑ k=1



ξ k−1 ⟨φ1 |ψk ⟩|φ2 , ψk ⟩|φ2 , ψ1 , · · · , ψk−1 , ψk+1 , · · · , ψn ⟩
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CHAPTER 1. GENERAL INTRODUCTION Multiply this by ξ and substract it from the former one, we see that [a(φ1 )a† (φ2 ) − ξa† (φ2 )a(φ2 )]|ψ1 , · · · , ψn ⟩ = ⟨φ1 |φ2 ⟩|ψ1 , · · · , ψn ⟩ Equivalently, we have [a(φ1 ), a† (φ2 )]−ξ = ⟨φ1 |φ2 ⟩



(1.6.5)



These three relations are the fundamental “commutation relations” for creation & destruction operators. When these operators are introduced in terms of an orthonormal basis, this relation becomes [a(α), a† (β)]−ξ = ⟨α|β⟩ = δαβ



(1.6.6)



Where one-particle states |α⟩ and |β⟩ are from a complete orthonormal set of one-particle states, {|1⟩, |2⟩, · · · } Let us next compare these commutation relations with raising and lowering operators for linear harmonic osciallators. For boson case, we further define an orthonormal basis for the multiparticle space as n1



n2



|1, · · · , 1, 2, · · · , 2, · · · ⟩ √ |n1 , n2 , · · · ⟩ = n1 !n2 !, · · ·



(1.6.7)



Where we use {|1⟩, |2⟩, · · · } as a complete orthonormal set of one-particle states and nα is the number of times α appear in the ket state in the right hand side. In terms of this orthornormal basis, eqs (1.6.1), (1.6.2) reduce to the followings: √ nα + 1|n1 , n2 , · · · , nα + 1, · · · ⟩ √ a(α)|n1 , n2 , · · · , nα , · · · ⟩ = nα |n1 , n2 , · · · , nα − 1, · · · ⟩



a† (α)|n1 , n2 , · · · , nα , · · · ⟩ =



(1.6.8) (1.6.9)



while the commutation relations are [a(α), a(β)] = [a† (α), a† (β)] = 0 [a(α), a† (β)] = δαβ



(1.6.10)



These three equations are identical to eqs (1.3.2), (1.3.3), (1.3.4) This means that creation & destruction operators for a system of Bose particles looks exactly like those for a system of linear harmonic oscillators. For fermions case, we have a†α |α1 , · · · , αn ⟩ = |α, α1 , · · · , αn ⟩ n ∑ aα |α1 , · · · , αn ⟩ = (−1)k−1 δααk |α1 , · · · , αk−1 , αk+1 , · · · , αn ⟩ k=1



(1.6.11)
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{



[aα , aβ ]+ = [a†α , a†β ] = 0 [aα , a†β ]+ = δαβ
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(1.6.12)



Contrary to the boson case, there is no a priori reason for postulating these anticommutation relations. These relations can be derived only from the antisymmetrization postulate for fermions. Let us put some remarks on these general commutation relations. One advantage of deriving them in such a general form is that we are not tied down to a particular basis of one-particle states. Suppose we use a basis of momentum eigenstates, |p⟩ with ⟨p|p′ ⟩ = (2π)3 δ 3 (p − p′ ). Then we have [a(p), a† (p′ )]−ξ = (2π)3 δ 3 (p − p′ ) [a(p), a(p′ )]−ξ = [a† (p), a† (p′ )]−ξ = 0



(1.6.13)



A complete orthogonal sets of states in the multiparticle space can be constructed from the vacuum state |p1 , p2 , · · · , pn ⟩ = a† (p1 ) · · · a† (pn )|vac⟩ If we use a basis of position eigenstates |x⟩ with ⟨x|x′ ⟩ = δ 3 (x − x′ ) [a(x), a† (x′ )] = δ 3 (x − x′ )



(1.6.14)



|x1 , · · · , xn ⟩ = a† (x1 ) · · · a† (xn )|vac⟩ When we change a basis for one-particle states, the creation operators “transform” like ket state, while the destruction operators “transform” like bra state. |x⟩ = α|ψ⟩ + β|φ⟩ ⟨x| = ⟨ψ|α∗ + ⟨φ|β ∗ {



a† (x) = αa† (ψ) + βa† (φ) a(x) = α∗ a(ψ) + β ∗ a(φ)



Notice: for ∀ψ1 , · · · a† (x)|ψ1 , · · · ⟩ = |αψ + βφ, ψ · · · ⟩ = α|ψ, ψ1 , · · · ⟩ + β|φ, ψ1 , · · · ⟩ = αa† (ψ)|ψ, · · · ⟩ + βa† (φ)|ψ1 · · · ⟩ Now if we change from position representation to momentum representation: ∫



∫



|p⟩ = d x|x⟩⟨x|p⟩ = d3 x|x⟩eip·x ∫ ∫ |x⟩ = d3 p|p⟩⟨p|x⟩ = d3 p|p⟩e−ip·x 3
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CHAPTER 1. GENERAL INTRODUCTION The respective creation operators are related to each other as ∫ a† (p) = d3 xa† (x)eip·x ∫ † a (x) = d3 pa† (p)e−ip·x



1.7



(1.6.15)



Hamiltonian and other operators of creation and destruction operators



So far, we developed a method of describing systems containing many Bose or Fermi particles, and define creation & destruction operators. In the following, we will see that these operators have other use than merely creating or annihilating particles. Suppose that A(1) is an operator that acts on one-particle states Aˆ(1) (x, p)|ψ⟩ = |ψ ′ ⟩ or ( ) ∂ Aˆ(1) x, −i ψ(x) = ψ ′ (x) ∂x



(1.7.1)



In many-particle systems, we often want to deal with an operator that represents the “sum of A(1) over all of the particles. ” def Aˆ ≡



∑



Aˆ(1) (xj , pj )



(1.7.2)



j



Thus, we want to represent Aˆ in terms of the creation and destruction operators. To do this, we fiesr describe this, we first describe this single-particle operator Aˆ(1) in terms of a complete orthonormal set of one-particle states: {|α⟩} = {|1⟩, |2⟩, · · · } Aˆ(1) (ˆ x, p ˆ) ≡



∑



(1)



|α⟩⟨α|Aˆ(1) |β⟩⟨β| = αα,β Aˆαβ |α⟩⟨β



(1.7.3)



α,β



with (1) Aˆαβ ≡ ⟨α|Aˆ(1) (ˆ x, p ˆ )|β⟩ ∫ ∂ = dx⟨α|x⟩Aˆ(1) (x, −i )⟨x|β⟩ ∂x



With this, let us apply Aˆ to an arbitray state in the multiparticle space



(1.7.4)
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ˆ 1 , · · · , xn |ψ1 , · · · , ψn ⟩ A⟨x 1 ∑ P = Aˆ √ ξ ⟨xP (1) |ψ1 ⟩ · ⟨xP (2) |ψ2 ⟩ · · · · · ⟨xP (n) |ψn ⟩ n! P 1 ∑ P ˆ =√ ξ {A⟨xP (1) |ψ1 ⟩} · ⟨xP (2) |ψ2 ⟩ · · · · · ⟨xP (n) |ψn ⟩ n! P 1 ∑ P ˆ P (2) |ψ2 ⟩} · · · · · ⟨xP (n) |ψn ⟩ + · · · +√ ξ ⟨xP (1) |ψ1 ⟩ · {A⟨x n! P Now that we can calculate each term in the single-particle space Aˆ1 (xP (j) , −i =



∑ α,β



∑ ∂ (1) ⟨xP (j) |ψj ⟩ = ⟨xP (j) |α⟩Aαβ ⟨β|ψj ⟩ ∂xP (j)



1 ∑ P (1) Aαβ · √ ξ × n1 P



α,β



{ ⟨xP (1) |α⟩⟨β|ψ1 ⟩⟨xP (2) |ψ2 ⟩ · · · · · ⟨xP (n) |ψn ⟩ + ⟨xP (1) |ψ1 ⟩⟨xP (2) |α⟩β|ψ2 ⟩ · · · · · ⟨xP (n) |ψn ⟩ + · · · ∑ (1) Aαβ × =



}



α,β



{ ⟨β|ψ1 ⟩⟨x1 , · · · , xn |α, ψ2 , · · · , ψn ⟩ + ⟨β|ψ2 ⟩⟨x1 , · · · , xn |ψ1 , α, · · · , ψn ⟩ + · · ·



}



Now that a† (α)a(β)|ψ1 , ψ2 , · · · , ψn ⟩ n ∑ = ξ k−1 ⟨β|ψk ⟩|α, ψ1 , · · · , ψk−1 , ψk+1 , · · · , ψn ⟩ =



k=1 n ∑



⟨β|ψk ⟩|ψ1 , ψ2 , · · · , ψk−1 , α, ψk+1 , · · · , ψn ⟩



k=1



Thus =



∑



Aαβ ⟨x1 , · · · , xn |a† (α)a(β)|ψ1 , · · · , ψn ⟩ (1)



α,β



To summarize, we have ˆ 1 , · · · , xn |ψ1 , · · · , ψn ⟩ = ⟨x1 , · · · , xn | A⟨x



∑ α,β



Aαβ a† (α)a(β)|ψ1 , · · · , ψn ⟩ (1)



(1.7.5)
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From this, we can write the sum of the single-particle operator over all particles in terms of creation & destruction operators as Aˆ =



∑ j



→ Aˆ =



∂ ) Aˆ(1) (xj , −i ∂xj



∑



Aαβ a† (α)a(β) (1)



(1.7.6)



α,β



where ∫ (1)



dx⟨α|x⟩Aˆ(1) (x, −i



Aαβ =



∂ )⟨x|β⟩ ∂x



As a first example, we consider A(1) = 1 (identity operator in the single-particle space) the sum of this over all particles can be expressed by the creation & destruction operators as ∑ ˆ1 Aˆ = j



→ Aˆ =



∑ ∑ ∑ δαβ a† (α)a(β) = a† (α)a(α) ⟨α|ˆ 1|β⟩a† (α)a(β) = α,β



α,β



(1.7.7)



α



Using other basis, we can rewrite this into ∫



∫ d3 x



=



δ 3 (x−x′ )



∫ 3



= ∫ = ∫ =



d3 x′ ⟨x|x′ ⟩ a† (x)a(x)



†



(1.7.8)



′



d xa xa(x ) ∫ 3 ′ d3 p d p ⟨p|p′ ⟩ a† (p)a(p′ ) (2π)3 (2π)3 (2π)3 δ3 (p−p′ ) †



(1.7.9)



d3 p (p)a(p) a



Next consider the momentum operator in the single-particle space ∫ ∫ d3 p ∂ P(1) = = d3 x|x⟩(−i) ⟨x| p|p⟩⟨p| ∂x We have for the total momentum ∫



d3 p † a (p)a(p) p ∫ ∂ = d3 xa† (x) a(x) i∂x



P=



(1.7.10)



1.7. HAMILTONIAN AND OTHER OPERATORS OF CREATION AND DESTRUCTION OPERATORS25 Finally, consider the Hamiltonian for a single particle: H (1) =



p2 + V (x) 2m



In the coordinate representation, this is given by ⟨x|H (1) |x′ ⟩ = −



1 2 ∇ δ(x − x′ ) + V (x)δ(x − x′ ) 2m x



Thus, the sum of this over all particles are given by the creation & destruction operators in this way [ ] ∇2x ′ ′ H = d xd x a (x) − δ(x − x ) + V (x)δ(x − x ) a(x′ ) 2m ] [ ∫ ∇2x 3 † = d xa (x) − + V (x) a(x) 2m ∫



3



3 ′ †



(1.7.11)



In the momentum representation, it takes the form of ∫ =



d3 p p2 † a (p)a(p) + (2π)3 2m



∫



d3 p (2π)3



∫



d3 q ˜ V (q)a† (p + q)a(p) (2π)3



(1.7.12)



where ∫ V˜ (q) ≡



d3 xV (x)e−iq·x



If we use a basis of eigenstate of H (1) ⟨α|H (1) |β⟩ = Eα δαβ it takes the form of



=



∑



Eα a† (α)a(α)



α



The density of particles per unit volume at the point x is defined as ρˆ(x) =



∑



δ(x − xj ),



j, the particle index



j



In terms of the creation & annihilation operators in the coordinate representation, ∫ ∫ ρˆ(x) = d3 y d3 y′ a† (y)a(y′ ) × ⟨y|ˆ ρ(x)|y′ ⟩ where



(1.7.13)
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⟨y|ˆ ρ(x)|y′ ⟩ ∫ = d3 y′′ δ 3 (y − y′′ )δ 3 )y′ − y′′ )′ delta(x − y′′ )



(1.7.14)



= δ 3 (y − x)δ 3 (y′ − x) = a† (x)a(x) In fact, total number of particles is defined as the integral of this over xj ∫ ˆ = N



∫ d3 xˆ ρ(x) =



d3 xa† (x)a(x)



(1.7.15)



ˆ which is consistant with the previous expression for N In terms of this density operator, the 2nd term in equation can be given as the integral of the potential energy weighted by the density ∫ V = d3 xV (x)ˆ ρ(x) So far, we have described a system of independent particles, where two or more particles are not influencing one another. In the following, we will develop how interactions between particles are described in the 2nd quantization language. As the simplest but likely the most relevant situation, suppose that any pair of two indistinguishable particles are interacting with each other in terms of “two-body” interaction potential def Vˆ ≡



∑



V (2) (xi , xj )



(1.7.16)



i


with V (2) (x, y) = V (2) (y, x) We assume that the interaction potential depends only on the spatial coordinates of two particles. Vˆ |x1 , · · · , xn ⟩ =



∑ i


=



V (2) (xi , xj )|x1 , · · · , xn ⟩



1 ∑ (2) V (xi , xj )|x1 , · · · , xn ⟩ 2 i,j



(1.7.17)



Here is a multiparticle states for 5 indistinguishable particles, which are located at x1 , x2 , x3 , x4 , x5 , and represented by|x1 , x2 , x3 , x4 , x5 ⟩



1.7. HAMILTONIAN AND OTHER OPERATORS OF CREATION AND DESTRUCTION OPERATORS27 In terms of creation & annihilation operators, this is given as follow



V =



1 2



∫



∫ d3 x



d3 yV (2) (x, y)a† (x)a† (y)a(y)a(x)



(1.7.18)



This can be verified by applying V to |x1 , · · · , xn ⟩. a(y)a(x)|x1 , · · · , xn ⟩ n ∑ = a(y) ξ k−1 δ 3 (x − xk )|x1 , · · · , xk−1 xk+1 , · · · , xn ⟩ k=1



=



n ∑



ξ k−1 δ 3 (x − xk )



k=1



n ∑



ηjk δ 3 (y − xj )|x1 , · · · , (no xj and no xk ), · · · , xn ⟩



j=1,j̸=k



where  j−1  ξ , if j < k ηjk =



 



ξ j−1 , if j < k



Then a† (x)a† (y)a(y)a(x)|x1 , · · · , xn ⟩ ∑ /, y = ξ k−1 ηjk δ 3 (x − xk )δ 3 (y − xj )| x / , x1 , · · · , (no xj , xk ), · · · , xn ⟩ j̸=k



=



∑



xk xj



(1.7.19)



δ 3 (x − xk )δ 3 (y − xj )|x1 , · · · , xn ⟩



j̸=k



Multiplying by 21 V (2) (x, y) and integrate over x and y, we obtain this, so that this is correct. We might expect that the mutal interaction could also be described in terms of the particle density by 1 V = 2 ′



∫



∫ 3



d x



d3 yV (2) (x, y)ˆ ρ(x)ˆ ρ(y)



with ρˆ(x) = a† (x)a(x) However, V ′ is not quite the same as V since ρ(x)ρ(y) = a† (x)a(x)a† (y)a(y) = ξa† (x)a† (y)a(x)a(y) + δ 3 (x − y)a† (x)a(y) = a† (x)a† (y)a(y)a(x) + δ 3 (x − y)a† (x)a(y) so that



(1.7.20)
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V′ =V +



1 2



∫ d3 xV (2) (x, x)ˆ ρ(x)



Namely, V ′ diﬀers from V by this extra term, which contributes to energy even when there is only one particle present. The true mutal interaction, which is Vˆ , is zero unless there are two or more particles. We want only the mutal interaction, because this extra term can be included into the potential energy term appearing in the single-particle Hamiltonian. Moreover, for many physically relevant two-body interaction potentials, such as coulomb potential, V ′ is infinite and is not what we would consider to be the true energy. When we assume the two-body interaction potential depends only on spatial distance between two particles, V (2) (x, y) = V (x − y) = V (y − x) We can rewrite this mutual interaction part in terms of momentum representation 1 Vˆ = 2



∫



dq dp dp′ ˜ V (q)a† (p + q)a† (p′ − q)a(p′ )a(p) (2π)3 (2π)3 (2π)3



(1.7.21)



where ∫ V˜ (q) ≡



d3 xV (x)ei q·x



Note that this adds momentum q to one particle while substracts the same momentum q from the other with the amplitude of V˜ (q)



Vˆ |p1 , p2 ⟩ =



dq ˜ V (q)|p1 + q, p2 − q⟩ (2π)3



(1.7.22)



This process is denoted by this diagram which is often called as Feynman diagram.



1.8



Degenerate electron gas



So far, we have reviewed the 2nd quantization. From the nextt weeks, we will study interacting fermi systems using 2nd quantization Language. More specifically, we will often study a simple model that provides a first approximation to a metal. This system is an interacting electron gas placed in a uniformly distributed positive background. Because of the positive background, the total system is ensured to be neutral. In a real metal, the positive charge is localized in the ionic cores, whose dynamical motion must also be included in the calculation. However, these positive ions are usually much heavier than the electrons, so that it is permissible to neglect to ionic motions entirely. In contrast, the assumption of a uniform background is more drastic. In this sense, the present model can provide only a qualitative account of real metals in solids.
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We are interested in the properties of the bulk medium. Thus, it is convenient to enclose the system in a large cubic box with sides of length “L”. The limit L → ∞ will be taken at the end of the calculation. In a uniform infinite medium, all the physical properties must be invariant under spatial translation. This observation suggests the use of periodic boundary condition on the single-particle state; 1 psik,λ (x) = √ eik·x ηλ V



(1.8.1)



V (≡ L3 ) is the volume of the box, ηλ with λ =↑, ↓ are the two spin functions for spin-up and spin-down



η↑ =



( ) ( ) 1 0 , η↓ = 0 1



(1.8.2)



The periodic boundary condition determines the allowed wavelengths as



k=



2π (nx , ny , nz ) L



(1.8.3)



with nx , ny , nx = 0, ±1, ±2, · · · , ± L2 . The total Hamiltonian of the system consists of three terms: H = He l + Hb + Hel−b



(1.8.4)



where Hel is the hamiltonian for the electrons: N N ∑ Pi2 e2 ∑ e−µ|ri −rj | Hel = + 2m 2 |ri − rj | i=1



(1.8.5)



i̸=j



Hb is the energy of the positive background whose particle density is n(x)



Hb =



e2 2



∫∫



′



d3 xd3 x′



n(x)n(x′ )e−µ|x−x | |x − x′ |



(1.8.6)



Hel−b is the interaction energy between the electrons and the positively charged background



Hel−b = −e



2



N ∫ ∑ i=1



d3 x



n(x)e−µ|x−ri | |x − ri |



(1.8.7)



We have inserted an exponential convergence factor µ to define the integrals and this µ will be taken to be zero in the very end of the analysis. Because of the long-range nature of the coulomb interaction, these three terms “individually” diverge in the thermodynamics limit (N → ∞, V → ∞ with n = N/V fixed)
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However, the entire system is electrically neutral, so that the sum of these three terms must remains finite and meaningful in this limit. The convergence factor µ allows us to make this cancellation explicitly. Thus, our limiting procedure is firstly take the thermodynamic limit (N → ∞, V → ∞ with n = N/V fixed) and then take µ → 0. Equivalently, we can assume that µ−1 ≪ L at each step of our following calculation. Now that the positive background n(x) is static, Hb is a pure c-number, which can be easily evaluated for a uniform distribution of n(x) ≡ N V e2 Hb = 2 e2 = 2



( (



N V N V



)2 ∫ ∫



′



d3 xd3 x′



)2 ∫



∫ 3



d x



e−µ|x−x | |x − x′ |



e−µ|z| d x |x|



(1.8.8)



3



Here we shifted the origin of the integration in the second line, which is allowed since µ−1 ≪ L. N −1 · Hb diverges in the limit of µ → +0, which represents the long-range nature of the coulomb interaction. Hel−b is a one-particle operator for electron for static background n(x). For the uniform distribution, we may again use the translation invariant to estimate this as a c-number:



Hel−b = −e



2



∫ N ∑ N i=1



= −e2 = −e2



V



∫ N ∑ N i=1 2



V



d3 x



e−µ|x−ri | |x − ri |



d3 x



e−µ|x |x|



(1.8.9)



N 4π V µ2



Thus the total Hamiltonian becomes 2 2 ˆ = − e N 4π + H ˆ el H 2 V µ2



(1.8.10)



ˆ el . so that all of the interacting physical eﬀects are contained in H We now rewrite Hel in terms of the 2nd quantization language. We use a basis of momentum eigenstate with spin degree of freedom: 1 ψk,λ (x) = √ eik·x ηλ V with λ =↑ or ↓ & k = 2π L (nx , ny , nz ) Corresponding creation & annihilation operator has momentum & spin indies,
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a†k,λ



1 −→ ψk,λ (x) = √ eik·x ηλ V



  



a†k,λ momentum,spin



Moreover, the inner product between these ‘single-particle states’ is given by ∫



1 V



∗ d3 xψk,λ (x)ψk′ ,λ′ (x) ∫ ′ 1 = δλ,λ′ d3 xe−i(k−k )·x V V = δλ,λ′ δk,k′



⟨k, λ|k′ , λ⟩ ≡



V



with δk,k′ ≡ δnx ,n′x δny ,n′y δnz ,n′z so that eq. (1.6.5) tells that [ak,λ , a†k′ ,λ ] ≡ δλ,λ′ δk, k′ .............................................................................................. On the one hand, eq. (1.7.6) suggests that the kinetic energy part is given by Tˆ ≡



∑∑



a†kλ ak′ ,λ′ ⟨kλ|T |k′ , λ′ ⟩



kλ k′ ,λ′



where ( 2 2) ∫ ′ δλ,λ′ ℏ ∇ 3 −ik·x ⟨kλ|T |k , λ ⟩ ≡ d xe − eik ·x V 2m ℏ2 k 2 δk,k′ δλ,λ′ = 2m ∑ ℏ2 k2 † ≡ a akλ 2m kλ ′



′



(1.8.11)



k,λ



The two-particle interaction part can be evaluated from eq. (1.7.18) as



e2 V = 2



∫



∫ d3 x V



 ×



d3 y V



∑ k4 ,λ4



∑ e−µ|x−y| τ,τ ′



|x − y| 



 



∑



 ψk∗ 1 ,λ1 (x, τ )a†k1 ,λ1 



k1 ,λ1







ak4 ,λ4 ψk4 ,λ4 (y, τ ′ ) × 



∑ k3 ,λ3



Since we consider a spinful fermion here,



 ×



 ak3 ,λ3 ψk3 ,λ3 (x, τ )



∑ k2 ,λ2



 ψk∗ 2 ,λ2 (y, τ ′ )a†k2 ,λ2 
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∫



∫ d3 x



d3 ya† (x)a† (y)a(y)a(x)V (2) (x, y) →



∑∑∫



d3 x, τ )a† (y, τ ′ )a(y, τ ′ )a(x, τ ) × V (2) (x, y)



τ′



τ



We changed the single particle basis from coordinate to momentum  ∑ † † ∗  a (x, τ ) = kλ ψk,λ (x, τ )ak,λ   a(x, τ ) V =



1 ∑ 2



∑



=



∑ k′ λ′



ψk′ ,λ′ (x, τ )ak′ ,λ′



⟨k1 , λ1 , k2 , λ2 |V |k4 , λ4 , k3 , λ3 ⟩ × a†k1 ,λ1 a†k2 ,λ2 ak4 ,λ4 ak3 ,λ3



k1 ,∼,k4 λ1 ,∼,λ4



where e2 ⟨k1 , λ1 , k2 , λ2 |V |k4 , λ4 , k3 , λ3 ⟩ = V



∫∫ d3 xd3 y



τ



e−ik1 ·x ηλ† 1 (τ )ei k2 ·y ηλ† 2 (τ ′ )



τ′



e−µ|x−y| −k4 ·y e ηλ4 (τ ′ )eik3 ·x ηλ3 (τ ) |x − y|



∫ e e−µ|x| 3 −i(k1 +k2 −k3 −k4 )·y = 2 d ye × d3 xei(k3 −k1 )·x δλ1 ,λ3 δλ2 ,λ4 V |x| e2 4π = δλ1 ,λ3 δλ2 ,λ4 δk1 +k2 ,k3 +k4 × V (k1 − k3 )2 + µ2 2



∫



∑∑



Thus, with k1 − k3 = q, we have e2 ∑ ∑ 4π Vˆ = a† a† ap,λ2 ak,λ1 2 2V q + µ2 k+q,λ1 p−q,λ2



(1.8.12)



k,p,q λ1 ,λ2



It is convenient to separate the summation over q into two parts



V =



e2 ∑ ∑ ∑ 4π e2 ∑ ∑ 4π † † † a a a a + a a† ap,λ2 ak,λ1 p,λ k,λ 2 1 2V q2 + µ2 k+q,λ1 p−q,λ2 2V µ2 k,λ1 p,λ2 k,p q̸=0 λ1 ,λ2



k,p λ1 ,λ2



(1.8.13) where the first term refers to q ̸= 0 while the second term refers to q = 0. The second term can be further evaluated as



second term =



e2 ∑ ∑ 4π † e2 4π ˆ 2 ˆ † a a (a a − δ δ ) = (N − V ) k,λ p,λ k,p λ ,λ 1 2 1 2 k,λ p,λ 1 2 2V µ2 2V µ2 k,p λ1 ,λ2



∑



† ˆ ≡ where N kλ ak,λ ak,λ is an operator representing the total number of electrons (see eq. (1.7.15) also). In a sub-Hilbert space of fixed number of electrons, we can replace this by a c-number N so that the 2nd term reduces to a c-number
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second term =



e2 N 2 4π e2 N 4π − 2 V µ2 2 V µ2



putting this into eq. (1.8.13) abd substituting eqs. (1.8.13) & (1.8.11) into eq. (1.8.10), we finally have 2 2 ∑ ℏ2 k2 † e2 ∑ ∑ ∑ 4π e2 N 2 4π e2 N 4π † † ˆ = − e N 4π + a a − H a + a a a + k,λ p,λ k,λ 2 1 k,λ k+q,λ p−q,λ 1 2 2 V µ2 2m 2V q2 + µ2 2 V µ2 2 V µ2 k,λ



k,p q̸=0 λ1 ,λ2



The last term represents an energy per particle −



e2 4π , which vanished in the thermodynamic 2 V µ2



limit with µ−1 ≪ L. Therefore, it is now clear that these two terms, each of which diverges in the limit of µ → 0 respectively, cancel each other, so that the entire Hamiltonian has no trivially diverging term. This comes from the electric neutrality of the entire system. Furthermore, it is now permissible to set µ = 0 here, because this summation excludes q = 0 and the summand is always well defined even at µ = 0. We thus reach the final Hamiltonian for a bulk electron gas in a uniformly distributed positivelycharged background.



ˆ = H



∑ ℏ2 k2 k,λ



2m



a†k,λ ak,λ +



e2 ∑ ∑ ∑ 4π † a a† ap,λ2 ak,λ1 2V q2 k+q,λ1 p−q,λ2



(1.8.14)



k,p q̸=0 λ1 ,λ2



where the limit N → ∞, V → ∞ with N/V = n =constant is implicitly assumed. We often call this model as a model of degenerate electron gas or a model for Fermi gas with longrange Coulomb interaction. This model is a prototype model for studying the physical properties of a metal in solids. .............................................................................................. From the next class, I will go to · · · general theory framework for many-body systems, especially focusing on interacting fermion systems.
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Chapter 2



Green’s function and field theory at zero temperature In most cases of interest, the first few orders of perturbation theory cannot provide an adequate description of an interacting many-particle system. For this reason, we need to develop systematic methods for solving Shrodinger equation to all orders in perturbation theory.



2.1



Schrodinger, Heisenberg & interaction picture



In most cases of interest, the first few orders of perturbation theory cannot provide an adequate description of an interacting many-particle system. For this reason, we need to develop systematic methods for solving Shrodinger equation to all orders in perturbation theory. As a preliminary step, we will brief review three important representation, that are useful in analyzing the 2nd-quantized form of the schrodinger equation. The usual description of quantum mechanics assumes that the state vectors are time-dependent, while the operators are time-independent.



∂ ˆ S (t)⟩ iℏ |ΨS (t)⟩ = H|Ψ ∂t ( ) ′ ˆ t −t0 −iH ℏ or |ΨS (t)⟩ = e iℏ



∂ ˆ Os = 0 ∂t



This picture is called Schrodinger picture. The other representation is called Heisenberg picture, in which the state vector is time-independent and the operators are time-dependent. 35
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ˆ Ht



|ΨH (t)⟩ = ei ℏ |ΨS (t)⟩ ( ) ∂ or iℏ |ΨH (t)⟩ = 0 ∂t



(2.1.1)



ˆ



ˆ



ˆ S e−i Ht ˆ H (t) ≡ ei Ht ℏ O ℏ O ( ) ∂ ˆ or iℏ OH (t) = [OH (t), H] ∂t



(2.1.2)



By construction, an arbitrary matrix element calculated in the Schrodinger picture and that in the Heisenberg picture gives same answer. ⟨Ψ′S (t)|OS |ΨS (t)⟩ = ⟨Ψ′H |ei



ˆ Ht ℏ



OS e−i



ˆ Ht ℏ



|ΨH ⟩



The third description is called ”interaction picture”, in which bothe the state vectors and the operators are time-dependent. But the time-dependence of the state vectors is determined by some part of the Hamiltonian, while that of the operator is determined by the other part of the Hamiltonian. To see this, assume that the Hamiltonian can be expressed as the sum of two parts. ˆ =H ˆ0 + H ˆ1 H ˆ 0 and H ˆ 1 generally don’t commute. where H ˆ H0 alone yields a soluble problem, whose eigenstates are comletely understood. ˆ 0 is Eq.(1.7.13), and 1st term of Eq.(1.8.14). Examples of H ˆ0 & H ˆ 1 yields a non-soluble problem, where the examples of H ˆ 1 is the The combination of H two-body interaction potentials such as Eq.(1.7.18) and 2nd term of Eq.(1.8.14). ˆ 1 is called the interaction part, while H ˆ 0 is called the non-interaction part. H state-vector in the interaction representation is defined as |ΨI (t)⟩ ≡ ei



ˆ t H 0 ℏ



|ΨS (t)⟩



(2.1.3)



so that its time-dependence is determined by the interaction part.



iℏ



ˆ t ˆ t H H ∂ ˆ 0 ei ℏ0 |ΨS (t)⟩ + ei ℏ0 |ΨS (t)⟩ |ΨI (t)⟩ = −H ∂t ˆ t ˆ t H H 0 ˆ0 + H ˆ0 + H ˆ 1 )e−i ℏ0 |ΨI (t)⟩ = ei ℏ (−H



ˆ 1 (t)|ΨI (t)⟩ =H ˆ 1 (t) ≡ e (H



ˆ t H i ℏ0



ˆ 1e H



(2.1.4)



ˆ t H −i ℏ0



)



An operator in the interaction picture is given by ˆ I (t) ≡ ei O



ˆ t H 0 ℏ



ˆ S e−i O



ˆ t H 0 ℏ



(2.1.5)
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so that an arbitrary matrix element calculated in the other pictures becomes identical to that in the interaction picture. ⟨Ψ′S (t)|OS |ΨS (t)⟩ = ⟨Ψ′I |OI |ΨI ⟩ The important point here is that the time-dependence of the operators in the interaction picture is determined only by the non-interacting part. iℏ



ˆ t ˆ t H H ∂ ˆ 0 ˆS H ˆ0 − H ˆ 0O ˆ S )e−i ℏ0 OI (t) = ei ℏ (O ∂t ˆ I (t), H ˆ 0] = [O



Because of this, the time-dependence of the operators becomes particularly simple in the interaction picture. ˆ 0 is diagonal, For example, consider a representation in which H ˆ0 = H



∑



ℏϵk c†k ck



k



The time-dependence of the creation and destruction operators are given by, iℏ



ˆ t ˆ t H H ∂ 0 ˆ 0 ]e−i ℏ0 ck,S (t), H cˆk,I (t) = ei ℏ [ˆ ∂t = ℏϵk ck,I (t)



which yields ck,I (t) ≡ ck e−iϵk t c†k,I (t) = c†k e−iϵk t Since any operators in Schrodinger picture is expressed in terms of the complete set of ck &c†k , the corrsponding operator in the interaction picture is obtained with the simple replacement of ck &c†k by ck,I (t)&c†k,I (t); ˆ S ≡ f (ˆ O ck1 , cˆ†k1 , cˆk2 , cˆ†k2 , ...) ˆ I (t) ≡ f (ˆ O ck1 ,I , cˆ†k1 ,I , cˆk2 ,I , cˆ†k2 ,I , ...) f is an arbitrary function. Then we will now try to solve the equations of motion for the state vector. Let me first define a unitary operator at time t in terms of the state vector at the time t0 . ˆ (t, t0 )|ΨI (t0 )⟩ |ΨI (t)⟩ = U ˆ (t0 , t0 ) = 1 with U



(2.1.6)
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CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE The unitary operator can be calculated explicitly, |ΨI (t)⟩ = ei = ei =e



From where we obtain



ˆ t H 0 ℏ ˆ t H 0 ℏ



ˆ t H i ℏ0



|ΨS (t)⟩ e−i e



ˆ t−t ) H 0 ( ℏ



ˆ t−t ) H 0 ( −i ℏ



|ΨS (t0 )⟩ e−i



ˆ t H 0 0 ℏ



|ΨI (t0 )⟩



ˆ (t, t0 ) = eiH0 t/ℏ e−iH(t−t0 )/ℏ e−iH0 t0 /ℏ U



(2.1.6’)



This symbolic expression gives us several general properties of the unitary operators; ˆ (t, t0 ) = 1 Uˆ† (t, t0 )U ˆ (t1 , t2 )U ˆ (t2 , t3 ) = U ˆ (t1 , t3 ) U so that ˆ (t, t′ )U ˆ (t′ , t) = 1 U ˆ (t′ , t) Uˆ† (t, t′ ) ≡ U Although this expression is the formal solution to the problem, it is very useful for the computation purpose. ˆ , which can be solved iteratively. In the following, I will construct an integral equation of U Comparing eq.(2.1.6) & eq.(2.1.4), we have iℏ



∂ ˆ ˆ (t, t0 ) U (t, t0 ) = Hˆ1 (t)U ∂t



(2.1.6”)



Integrating this from t0 to t, we have ∫



t



ˆ (t, t0 ) − U ˆ (t0 , t0 ) = −i/ℏ U



ˆ (t′ , t0 ) Hˆ1 (t′ )U



t0



ˆ where we can replace this by 1 This leads to an integral equation! ∫



t



ˆ (t, t0 ) = 1 ˆ − i/ℏ U



ˆ (t′ , t0 ) Hˆ1 (t′ )U



t0



By substituting the left-hand side into the integrant in the right hand side, one obtain an interative solution for this. ∫ t ˆ (t, t0 ) = 1 ˆ + (−i/ℏ) U Hˆ1 (t′ )dt′ t0



∫



t



2



′



∫



t′



dt



+ (−i/ℏ)



∫



t



3



′



∫



t′



dt



dt



+ (−i/ℏ)



t0



dt′′ Hˆ1 (t′ )Hˆ1 (t′′ )



t0



t0



t0



′′



∫



t′′



t0



dt′′′ Hˆ1 (t′ )Hˆ1 (t′′ )Hˆ1 (t′′′ ) + ......
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The third term may be rewritten as ∫ t ∫ t′ ′ dt dt′′ Hˆ1 (t′ )Hˆ1 (t′′ ) t0



1 = 2



∫



t0 t



dt



′



∫



t′



t0



t0



1 dt Hˆ1 (t′ )Hˆ1 (t′′ ) + 2 ′′



∫



t



dt t0



′′



∫



t t′′



dt′ Hˆ1 (t′ )Hˆ1 (t′′ )



where I reverse the order of the integration in the last term. Then we interchange the dummy variable t′ & t′′ in the second term. ∫ ∫ 1 t ′ t ′′ ˆ ′′ ˆ ′ dt H1 (t )H1 (t ) = ... + dt 2 t0 t′′ These two can be recombined again ∫ ∫ 1 t ′ t ′′ ˆ ′ ˆ ′′ = ... + dt dt [H1 (t )H1 (t )θ(t′ − t′′ ) + Hˆ1 (t′′ )Hˆ1 (t′ )θ(t′′ − t′ )] 2 t0 t′′ where θ(t) is the step function.



{ θ(x) ≡



1, t > 0 0, t < 0



Note also that these two do not commute with each other in general. Thus, you cannot rewrite this into Hˆ1 (t′ )Hˆ1 (t′′ )[θ(t′ − t′′ ) + θ(t′′ − t′ )] This expression has the characteristic feature that the operator containing the latest time appears to the left. We call this a ”time-ordered product of operator” denoted by ”T”. ∫ ∫ 1 t ′ t ′′ dt dt T [Hˆ1 (t′ )Hˆ1 (t′′ )] 2 t0 t0 More generally, one can rewrite n-th order term in this iterative series in terms of the ”timeordered product”. ∫



∫



t



dt1 t0



=



1 n!



∫



t1



tn−1



dt2 ......



∫



t0 t



∫



t0 t1



dt1 t0



dtn Hˆ1 (t1 )Hˆ1 (t2 )......Hˆ1 (tn )



∫



tn−1



dt2 ...... t0



dtn T [Hˆ1 (t1 )Hˆ1 (t2 )......Hˆ1 (tn )]



t0



where ˆ 1 )B(t ˆ 2 )C(t ˆ 3 )] T [A(t ˆ 1 )B(t ˆ 2 )C(t ˆ 3) = θ(t1 − t2 )θ(t2 − t3 )A(t ˆ 1 )B(t ˆ 3 )C(t ˆ 2) = θ(t1 − t3 )θ(t3 − t2 )A(t ˆ 2 )B(t ˆ 1 )C(t ˆ 3) = θ(t2 − t1 )θ(t1 − t3 )A(t + ...



(2.1.7)
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CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE Thus, this unitary operator becomes ∫ tn−1 ∫ ∫ t1 ∞ ∑ 1 t ˆ (t, t0 ) ≡ U (−i/ℏ)n dt2 ...... dtn T [Hˆ1 (t1 )Hˆ1 (t2 )......Hˆ1 (tn )] dt1 n! t0 t0 t0 n=0 ∫ t = T {exp[(−i/ℏ) dt′ Hˆ1 (t′ )]}



(2.1.8)



t0



Comparing eq.(2.1.5)&(2.1.2), (2.1.3)&(2.1.1), we can relate the Heisenberg picture & the interaction picture. OˆH (t) = eiHt/ℏ e−iH0 t/ℏ OˆI (t)eiH0 t/ℏ e−iHt/ℏ ˆ (0, t)OˆI (t)U ˆ (t, 0) =U ˆ (0, t)|ΨI (t)⟩ |ΨH ⟩ = U = ΨI (t = 0)⟩



2.2



(2.1.9)



Adiabatic switching & Gell-Mann & Low Theorem



“Adiabatic switching” is a gedenken experimental process, in which the interaction part of the Hamiltonian is adiabatically switched on. This process is a mathematical device that generate exact eigenstates of the interacting system from those of the non-interacting system. Specifically, we consider a new Hamiltonian: ˆ =H ˆ 0 + e−ϵ|t| H ˆ1 H where ϵ is a small positive value. ˆ 0 , which is a soluble When the time goes + infinity ot − infinity, the Hamiltonian reduces to H ˆ limit. At t = 0, H becomes the full Hamiltonian of the interacting systems. We will take ϵ to be zero at the end of the calculation, which means that the interaction part is turned on and oﬀ inginitely slowly or adiabatically. Any meaning calculation results should be free from ϵ. ˆ 1 is time-dependent in the Schr¨odinger picture, Eqs. (2.1.5) & (2.1.7) remain Even when H correct:



ˆϵ (t, t0 ) = U



ˆϵ (t, t0 )|ΨI (t0 )⟩ |ΨI (t)⟩ = U



(2.2.1)



)n ∫ t ∫ +∞ ( ∑ −i 1 t dtn × e−ϵ(|t1 |+···+|tn |) × dt1 · · · ℏ n! t0 t0 n=0



(2.2.2)



ˆ (t ) · · · · · H ˆ 1 (tn )] T [H 1 ( ) ∑ ˆ (t ) · · · · · H ˆ 1 (tp(n) ) which equals to θ(tp(1) − tp(2) ) · θ(tp(2) − tp(3) ) · · · θ(tp(n−1) − tp(n) )H p(1) P



ˆ become H ˆ 0 , the state vector in the Schr¨odinger picture When “t0 ” approaches - infinity, H reduces to
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|ΨS (t0 )⟩ = e−iE0 t0 /ℏ |Φ0 ⟩ where |Ψ0 ⟩ is time-independent stationary eigenstate of the unperturbed Hamiltonian |H0 |Ψ0 ⟩ = E0 |Φ0 ⟩ Then, corresponding state vector in the interaction becomes interaction becomes lim |ΨI (t0 )⟩ = eiH0 t0 /ℏ |ΨS (t0 )⟩ = |Φ0 ⟩



t0 →−∞



Using eq. (i), we obtain |ΨI (0)⟩ = Uϵ (0, −∞)|Ψ0 ⟩ Gell-Mann and Low Theorem suggests that this state is an exact eigenstate of the interacting system. More accurately, the theorem is stated as follows. If this quantity exists to all orders in perturbation theory ˆϵ (0, −∞)|Φ0 ⟩ U |Ψ0 ⟩ ≡ ˆ ϵ→0 ⟨Φ |U (0, −∞)|Φ ⟩ ⟨Φ0 |Ψ0 ⟩ 0 ϵ 0 lim



then, this state is a eigenstate of H



H



|Ψ0 ⟩ |Ψ0 ⟩ =E ⟨Φ0 |Ψ0 ⟩ ⟨Φ0 |Ψ0 ⟩



(2.2.3)



An essential point of the theorem is that the numerator and the denominator of this equation do not separately exists in the limit of ϵ → 0. In this limit, the phase of the numerator diverges like ϵ−1 and the denominator also does so as to set oﬀ the infinite phase in the numerator. Namely, the theorem stats that, if the ratio exists (does not contain any infinite phase), the eigenstate is well-defined and has the eigenvalue of the interacting system. To prove this statement, consider first the expression { } ˆ 0 − E0 )|Ψ0 (ϵ)⟩ = (H ˆ 0 − E0 )U ˆϵ (0, −∞)|Φ0 ⟩ = H ˆ 0U ˆϵ (0, −∞) − U ˆϵ (0, −∞)H ˆ 0 |Φ0 ⟩ (H ˆϵ and pick up an To evaluate the commutator, consider the n-th term in equation (2.2.2) for U arbitrary time ordering of the n-time indices. The associated commutator is given by this ˆ 1 (ti ) · H ˆ 1 (tj ) · · · · · H ˆ 1 (tk )] [H0 , H ˆ 0, H ˆ 1 (ti )] · H ˆ 1 (tj ) · · · · · H ˆ 1 (tk ) = [H ˆ 1 (ti ) · [H ˆ 0, H ˆ 1 (tj )] · · · · · H(t ˆ k) +H ˆ 1 (t1 )hatH1 (tj ) · · · · · [H ˆ 0, H ˆ 1 (tk )] + ··· + H
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CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE since ℏ ∂ ˆ ˆ 0, H ˆ 1 (t)] H1 (t) = [H i ∂t we obtain ℏ [H0 , H1 (ti ) · H1 (tj ) · · · · · H1 (tk )] = i



(



∂ ∂ ∂ + + ··· + ∂t1 ∂t2 ∂tn



) H1 (ti ) · · · · · H1 (tk )



for arbitrary time orderings. Thus, the right hand side of this eq. becomes )n−1 ∫ 0 ∫ 0 +∞ ( ∑ −i 1 × dt1 · · · dtn eϵ(t1 +···+tn ) ℏ n! −∞ −∞ n=i ∑ θ(tp(1) − tp(2) ) · θ(tp(2) − tp(3) ) · · · θ(tp(n−1) − tp(n) )



ˆ 0 − E)|Ψ0 ⟩ = − (H



P







 n ∑ { } ∂  H1 (tp(1) ) · H1 (tp(2) ) · · · · · H1 (tp(n) ) |Ψ0 ⟩  ∂t j j=1 Since   n ∑ ∂   θ(tp − tq ) · θ(tq − tr ) · · · θ(tu − tv ) ∂t j j=1 =δ(tp − tq ) · θ(tq − tr ) · · · · · θ(tu − tv ) − δ(tp − tq ) · θ(tq − tr ) · · · · · θ(tu − tv ) + θ(tp − tq )δ(tq − tr ) · · · · · θ(tu − tv ) − θ(tp − tq )δ(tq − tr ) · · · · · θ(tu − tv ) .. . + θ(tp − tq )θ(tq − tr ) · · · · · δ(tu − tv ) − θ(tp − tq )θ(tq − tr ) · · · · · δ(tu − tv ) =0 we have   )n−1 ∫ 0 ∫ 0 n +∞ ( ∑ ∑ −i 1 ∂ {T [H1 (t1 ) · · · H1 (tn )]}|Φ0 ⟩ (H0 −E0 )|Ψ0 (t)⟩ = − × dt1 · · · dtn eϵ(t1 +···+tn ) × ℏ n! ∂t j −∞ −∞ n=1 j=1 =n



∂ ∂t1



since all the time derivative here make the same comtribution, I will replace this by ∂/∂t1 and multiply by a factor ‘n’. I further take the particl integral with respect to t1 . The surface term gives
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)(n−1) ∫ 0 ∫ 0 ∞ ( ∑ i 1 − dt2 · · · dtn eϵ(t2 +···+tn ) H1 T [H1 (t2 ) · · · H1 (tn )]|Φ0 ⟩ + · · · ℏ (n − 1)! −∞ −∞ n=1 ( ) ∫ 0 ∫ 0 +∞ (n−1) ∑ −i 1 = −H1 |Ψ0 (ϵ)⟩ + ϵ × dt1 · · · dtn eϵ(t1 +···+tn ) T [H1 (t1 ) · · · H1 (tn )]|Φ0 ⟩ ℏ (n − 1)! −∞ −∞ n=1



=−



ˆ 1 is proportional to a To rewrite the second term in a compact form, let us assume that H coupling constant “g”: H1 → gH1 . Then the n-th order term in the integrant is rewritten in terms of a derivative of the coupling constant g. (



−i ℏ



)(n−1)



1 ∂ g n = iℏg (n − 1)! ∂g



{(



−i ℏ



)n



1 n g n!



}



so that the 2nd term becomes ∂ ∑ ∂g n=0 +∞



(2nd term) = iℏϵg



(



−i ℏ



)n



1 × n!



which equals to



∫



∫



0



−∞



dt1 · · ·



0



−∞



dtn eϵ(t1 +···+tn ) T [H1 (t1 ) · · · H1 (tn )]|Φ0 ⟩



|Ψ0 (ϵ)⟩



Thus we finally obtain ˆ 0 − E0 )|Ψ0 (ϵ)⟩ = −H ˆ 1 |Ψ0 (ϵ)⟩ + iℏϵg ∂ |Ψ0 (ϵ)⟩ (H ∂g Or equivalently ˆ − E0 )|Ψ0 (ϵ)⟩ = iℏϵg (H



∂ |Ψ0 (ϵ)⟩ ∂g



⟨Φ0 | from the left: ⟨Φ0 |∥P si0 (ϵ)⟩ ˆ 1 |Ψ0 (ϵ)⟩ ⟨Φ0 |H ∂ ˜ − E0 ≡ ∆E = iℏϵg ln⟨Φ0 |Ψ0 (ϵ)⟩ = E ⟨Φ0 |Ψ0 (ϵ)⟩ ∂g



Let us multiply this by



where ˆ1 = H − H ˆ 0 &E ˜ ≡ ⟨Φ0 |H|Ψ0 (ϵ)⟩ H ⟨Φ0 |Ψ0 (ϵ)⟩ If we take ϵ to be zero at this point, you might think that ∆E = 0 because this become zero. But, which is not the case. In fact, ⟨Φ0 |Ψ0 (ϵ)⟩ acquires an infinite phase proportional to iϵ−1 ⟨Φ0 |∥psi0 (ϵ)⟩ = Aeiϵ



−1



α



so that ϵ ln⟨Φ0 |∥psi0 (ϵ)⟩ remain finite even if ϵ → 0. To set oﬀ this infinite phase acquired by |Ψ0 (ϵ)⟩, we consider
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{ } ∂ |Ψ0 (ϵ)⟩⟨Φ0 | ∂g |Ψ0 (ϵ)⟩ ∂ |Ψ0 (ϵ)⟩ |Ψ0 (ϵ⟩) ˆ ˆ (H0 − E0 ) = iℏϵg − iℏϵg ⟨Φ0 |Ψ0 (ϵ)⟩ ∂g ⟨Φ0 |Ψ0 (ϵ)⟩ [⟨Φ0 |Ψ0 (ϵ)⟩]2 { } ∂ |Ψ0 (ϵ)⟩ |Ψ0 (ϵ)⟩ ∂ = iℏϵg − iℏϵg [ln⟨Φ0 |Ψ0 (ϵ)⟩] ∂g ⟨Φ0 |Ψ0 (ϵ)⟩ [⟨Φ0 |Ψ0 (ϵ)⟩]2 ∂g ˜ − E0 the red part equals toE ˆ − E) ˜ (H



[ ] ∂ |Ψ0 (ϵ)⟩ |Ψ0 (ϵ)⟩ = iℏϵg ⟨Φ0 |Ψ0 (ϵ)⟩ ∂g ⟨Φ0 |Ψ(ϵ)⟩



By the starting assumption of the Gell-Mann & Low Theorem, this is finite to all orders in the perturbation expansion of g in the limit of ϵ → 0. We can thus take this to be zero, which proves the theorem ˆ − E) ˜ lim (H



ϵ→0



|Ψ0 (ϵ)⟩ =0 ⟨Φ0 |Ψ − 0(ϵ)⟩



The proof so far can be also applicable to the other state, which you obtain by “coming back” from t = +∞: ˆϵ (0, +∞)|Φ0 ⟩ U ⟨Φ0 |ˆ uϵ (0, +∞)|∥phi0 ⟩ where



ˆϵ (0, +∞) def U ≡ (ˆ uϵ (+∞, 0))† ≡=



)n ∫ ∫ +∞ +∞ ( ∑ 1 +∞ +i ˆ 1 (t1 ) · · · H ˆ 1 (tn )] dt1 · · · dtn e−ϵ(t1 +···+tn ) [H n n! 0 0 n=0



Here T˜ means a time-ordering product in the opposite direction. Namely, under this ordering, the operator containing the latest time appear to the right instead of the left T˜[H1 (t) 1·H1 (t2 )·· · ··H1 (tn )] =



∑



θ(tp(1) −tp(2) )·· · ··θ(tp(n−1) −tp(n) )H1 (tp(n) )·H1 (tp(n−1) )·· · ··H1 (tp(1) )



p



Since in the limit of t = +∞, the Hamiltonian reduces to a non-interacting one, we “begin with” the same ground state wave function of the non-interacting Hamiltonian |Φ0 ⟩. Proof of this is straight forward, so that I will leave this proof as a homework problem. 1 If the state that develops out of |Φ0 ⟩ is non-degenerate, these two definitions must be same. With the common normalization, they are identical 1 The



scrath of the proof is at about page 148 of Shindou’s handwriting notes; a brief summary is presenting here: ˆ 0 − E0 )ˆ ˆ0, U ˆϵ (0, ∞)]|Φ0 ⟩ = (H uϵ (0, +∞)|Φ0 ⟩ = [H



( )n−1 i ℏ n=1 +∞ ∑
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ˆϵ (0, +∞)|Φ0 ⟩ ˆϵ (−∞, 0)|Φ0 ⟩ U U = lim ˆ ˆ ϵ→0 ⟨Φ |U ϵ→0 ⟨Φ |U 0 ϵ (0, +∞)|Φ0 ⟩ 0 ϵ (−∞, 0)|Φ0 ⟩ lim



Notes also that the Gell-Mann & Low Theorem merely says that a state obtained from the adiabatic switching procedure is an eigenstate of the interacting Hamiltonian. ˆ But, if |Φ0 ⟩ is the ground state of the non-interacting system, the corresponding eigenstate of H is usually the interacting ground state.



2.3



Green’s function



I next introduce the concept of a Green’s function, which play a fundamental role in our treatment of many-particle systems. The single particle Green’s function is defined as iGαβ (x, t; x′ , t′ ) =



† ⟨Ψ0 |T[ψˆH,α (x, t)ψˆH,β (x′ , t′ )]|Ψ0 ⟩



⟨Ψ0 |Ψ0 ⟩



(2.3.1)



where |Ψ0 ⟩ is the ground state of the interacting system; ˆ 0 ⟩ = E|Ψ0 ⟩ H|Ψ † and ψˆH (x, t) is a creation operator in the Heisenberg picture. β ˆ ˆ † (x, t) ≡ eiHt/ℏ ψˆβ† (x)e−iHt/ℏ ψˆH β



α&β label the components of the field operators. For spin -1/2 fermion case, α&β take two value ↑ & ↓ spin. For spin-zero boson case, the field operator is described by one-component field, so that you can remove these indices. The time-order product here represents a generalization of that in ..... { † ψˆH,α (x, t)ψˆH,β (x′ , t′ ) t > t′ † ′ ′ T[ψˆHα (x, t)ψˆHβ (x , t )] = † ′ ′ ±ψˆH,β (x , t )ψˆH,α (x, t) t < t′ Where the upper sign refers to boson case, while the lower sign refers to the fermion case. More generally, the T product of several operators orders them from right to left in ascending time order and add (−1)p , where p is the number of the interchanges of fermions from the original orders. T[ψˆ1 (t1 )ψˆ2 (t2 )...ψˆn (tn )] =



∑ (−1)p θ(tp(1) − tp(2) )...θ(tp(n−1) − tp(n) )ψˆp(1) (tp(1) )...ψˆp(n) (tp(n) ) p



(2.3.2) Namely, when the permutation p is accompanied by the even number of the interchanges of the fermion field ψ, this gives +1, while it is by the odd, this gives -1. This general definition of the T-product agrees with that of eq.(2.1.7), because Hˆ1 always contains an even number of fermion fields.



46



CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE The green’s function depends only of the time diﬀerence between t and t’ iGαβ (x, t; x′ , t′ ) ⟨Ψ0 |ψˆα (x)e−iH(t−t )/ℏ ψˆβ† (x′ )|Ψ0 ⟩ ˆ



′



= θ(t − t′ )eiE(t−t )/ℏ + θ(t′ − t)e



′



⟨Ψ0 |Ψ0 ⟩ ′ ˆ † ′ ⟨Ψ0 |ψˆβ (x )e−iH(t−t )/ℏ ψˆα (x)|Ψ0 ⟩ −iE(t−t′ )/ℏ ⟨Ψ0 |Ψ0 ⟩



The single particle green function contains various information of the ground state. The 1st is the expectation value of any single-particle operator in the ground state of the system. The 2nd one is the ground state energy of the system. The 3rd one is the excitation spectrum of the system. I will first demonstrate first two. The single particle operator is given by ∫ Jˆ = d3 xJˆ(x) ∑ † Jˆ(x) = ψˆβ (x)Jβα (x, i∇x )ψˆα (x) α,β



The ground state expectation value of the operator density is given by ⟨Ψ0 |Jˆ(x)|Ψ0 ⟩ ⟨Jˆ(x)⟩ = ⟨Ψ0 |Ψ0 ⟩ ∑ ⟨Ψ0 |ψˆβ† (x′ )ψˆα (x)|Ψ0 ⟩ = lim J (x, i∇ ) βα x x′ →x ⟨Ψ0 |Ψ0 ⟩ βα



= ±i ′lim+ lim ′ t →t



x →x



= ±i ′lim+ lim ′ t →t



x →x



∑



Jβα (x, i∇x )(−i)



† ⟨Ψ0 |T[ψˆH,α (x, t)ψˆH,β (x′ , t′ )]|Ψ0 ⟩



βα



∑



⟨Ψ0 |Ψ0 ⟩



Jβα (x, i∇x )Gαβ (x, t; x′ , t′ )



βα



= ±i ′lim+ lim T r[Jβα (x, i∇x ), Gαβ (x, t; x′ , t′ )] ′ t →t



x →x



+ for boson, - for fermion. Here the operator [Jβα (x, i∇x ) must act on the green’s function, before the limit x′ → x is taken. The symbol t+ denotes a time infinitesimally latter than t, which ensures that ψ † appears to the left of Ψ. The trace denotes the sum over the indices α&β. For example, the number density, the spin density and the total kinetic energy are given by the single-particle green’s function like this. ⟨ˆ n(x)⟩ = ±iT r[G(x, t; x, t+ )] ⟨ˆ σ (x)⟩ = ±iT r[σG(x, t; x, t+ )] ∫ ℏ2 ∇2x ⟨Tˆ(x)⟩ = ±i d3 x lim − T r[σG(x, t; x, t+ )] x′ →x 2m
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To see how the ground state energy of the inter acting system can be given by the single-particle green’s function, Let us consider the following Hamiltonian. ˆ = H



∑∫ α



1 d3 xψˆα† T (x)ψˆα + 2



∑



∫



d3 xd3 x′ ψˆα† (x)ψˆβ† (x′ )Vαα′ ββ ′ (x, x′ )ψˆβ ′ (x′ )ψˆα′ (x) (2.3.3)



α,α′ ,β,β ′



To obtain the expectation value of this Hamiltonian, we take the time derivative of the Heinsenberg field operator.



iℏ where ˆ = [ψα (x), H]



∑∫ β



1 + 2



∂ ˆ ˆ ˆ −iHt/ℏ ψH (x, t) = eiHt/ℏ [ψα (x), H]e ∂t α



d3 z[ψα (x), ψˆβ† T (x)ψˆβ ]



∑



∫



d3 zd3 z ′ [ψα (x), ψˆβ† (z)ψˆγ† (z ′ )Vββ ′ γγ ′ (z, z ′ )ψˆγ ′ (z ′ )ψˆβ ′ (z)]



β,β ′ ,γ,γ ′



we now use the identity like [A, BC] = ABC − BCA = ABC ∓ BAC ± BAC − BCA { [A, B]C − B[C, A] = {A, B}C − B{C, A} so that the right hand side is calculated as



∫ 1 ∑ ˆ [ψα (x), H] = T (x)ψα (x) + d3 zd3 z ′ 2 ′ ′ β,β ,γ,γ ( {ψα (x), ψˆβ† (z)}ψˆγ† (z ′ )Vββ ′ γ (z, z ′ )ψˆγ ′ (z ′ )ψˆβ ′ (z) ) † † ′ ′ ˆ ′ ˆ ˆ ˆ − ψβ (z){ψγ (z ), ψα (x)}Vββ ′ γ (z, z )ψγ ′ (z )ψβ ′ (z) = T (x)ψα (x) ∫ 1 ∑ + d3 z ′ ψˆγ† (z ′ )Vαβ ′ γγ ′ (x, z ′ )ψˆγ ′ (z ′ )ψˆβ ′ (x) 2 ′ ′ β ,γ,γ ∫ 1 ∑ + d3 z ′ ψˆβ† (z)Vββ ′ αγ ′ (z, x)ψˆγ ′ (x)ψˆβ ′ (z) 2 ′ ′ β,β ,γ



= T (x)ψα (x) ∑ ∫ + d3 z ′ ψˆγ† (z ′ )Vαβ ′ γγ ′ (x, z ′ )ψˆγ ′ (z ′ )ψˆβ ′ (x) β ′ ,γ,γ ′
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Accordingly, eq. of motion for the Heinsenberg field operator becomes like ∂ [iℏ − T (x)]ψH,α (x, t) ∂t ∫ ∑ † = d3 z ′ ψˆH,γ (z ′ , t)Vαβ ′ γγ ′ (x, z ′ )ψˆH,γ ′ (z ′ , t)ψˆH,β ′ (x, t) β ′ ,γ,γ ′



Thus, we obtain † ⟨Ψ0 |ψˆH,α (x′ , t′ )ψˆH,α (x, t)]|Ψ0 ⟩ ∂ − T (x)] ∂t ⟨Ψ0 |Ψ0 ⟩ ∫ † † ˆ ∑ ⟨Ψ0 |ψH,α (x′ , t′ )ψˆH,γ (z ′ , t)Vαβ ′ γγ ′ ψˆH,γ ′ (z ′ , t)ψˆH,β ′ (x, t)|Ψ0 ⟩ d3 z ′ = ⟨Ψ0 |Ψ0 ⟩ ′ ′



[iℏ



(2.3.4)



β ,γ,γ



In the limit of x′ → x&t′ → t+ , the left hand side becomes ± i lim lim [iℏ ′ t′ →t+ x →x



∂ − T (x)]Gαα (x, t; x′ , t′ ) ∂t



We now take the sum over α and integrate over x. Then the right hand side becomes the expectation value of the interaction part multiplied by 2 ∑



(r.h.s) = 2⟨Vˆ ⟩ ≡



∫



d3 xd3 z ′



α,β ′ ,γ,γ ′



while the left hand side



⟨Ψ0 |ψˆα† (x)ψˆγ† (z ′ )Vαβ ′ γγ ′ ψˆγ ′ (z ′ )ψˆβ ′ (x)|Ψ0 ⟩ ⟨Ψ0 |Ψ0 ⟩



∫



(l.h.s) = ±i



dx ′lim+ lim [iℏ ′



∂ − T (x)]T r[G(x, t; x′ , t′ )] ∂t



dx ′lim+ lim [iℏ ′



∂ − T (x)]T r[G(x, t; x′ , t′ )] ∂t



t →t



x →x



Thus, eq.(2.3.4) dicates that ∫ ⟨Vˆ ⟩ = ±i/2



t →t



x →x



Ground state energy is the sum of the expectation value of the kinetic energy part and the expectation value of the interacting part. ˆ 0⟩ ⟨Ψ0 |H|Ψ ⟨Ψ0 |Ψ0 ⟩ ∫ = ±i dx lim lim T (x)T r[G(x, t; x′ , t′ )] t′ →t+ x′ →x ∫ ∂ ± i/2 dx ′lim+ lim [iℏ − T (x)]T r[G(x, t; x′ , t′ )] ∂t t →t x′ →x ∫ ∂ = ±i/2 dx ′lim+ lim [iℏ + T (x)]T r[G(x, t; x′ , t′ )] ∂t t →t x′ →x



E=



So far, I have demonstrated first two.
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As a preliminary for showing the 3rd item, let us consider the green’s function for a noninteracting homogeneous system of fermions. Namely, the Hamiltonian is given only by the non- interacting part. ∫ ℏ2 ∇2x ˆ H0 = d3 xψˆλ† (x)(− )ψλ (x) 2m { ∑ ikx ψˆλ (x) = √1V ηλ ak,λ ke ∑ −ikx † † † 1 ˆ √ ψ (x) = e η a λ



=



∑ ℏ2 k 2 k,λ



=



∑



2m



k



V



c



λ k,λ



a†k,λ ak,λ



ℏωk a†k,λ ak,λ



k,λ



The ground state of the non-interacting Hamiltonian is given by filling fermions up to the fermi level µ. |Φ0 ⟩ ≡



∏



∏



a†k,λ |vac⟩



λ=↑,↓ |k|


without the interacting part, the time-dependence of the Heinsenberg field operator can be calculated as 1 ∑ −ikx † † ψˆH,λ (x, t) = √ e aH,k,λ V k a†H,k,λ (t) = eiH0 t/ℏ a†k,λ e−iH0 t/ℏ ˆ



iℏ



ˆ



∂ † ˆ ˆ a (t) = eiH0 t/ℏ [a†k,λ , Hˆ0 ]e−iH0 t/ℏ ∂t H,k,λ = −ℏωk a†H,k,λ (t)



So that a†H,k,α (t) = eiωk t a†k,α or equivalently, we have 1 ∑ −ikx′ +iωk t′ † †ˆ ψH,α e ak,α (t) (x′ , t′ ) = √ V k ∑ ˆ (x, t) = √1 ψH,α eikx−iωk t ak,α (t) V k



(2.3.5)
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Using these two; we can calculate the non-interacting fermion green’s function as iG0αβ (x, t; x′ , t′ ) =



† ⟨Φ0 |T[ψˆH,α (x, t)ψˆH,β (x′ , t′ )]|Φ0 ⟩



⟨Φ0 |Φ0 ⟩ = θ(t − t )⟨Φ0 |ψˆH,α (x, t)ψˆ† ′



′ ′ H,β (x , t )|Φ0 ⟩



† (x′ , t′ )ψˆH,α (x, t)|Φ0 ⟩ − θ(t′ − t)⟨Φ0 |ψˆH,β 1 ∑ ikx−iωk t−ik′ x′ +iωk′ t′ e = V ′ k,k



× {θ(t − t′ )⟨Φ0 |ak,α a†k′ ,β |Φ0 ⟩ − θ(t′ − t)⟨Φ0 |a†k′ ,β ak,α |Φ0 ⟩} Note that creating fermion within the fermi sea makes the ground state to be a null state. a†k,α |Φ0 ⟩ = 0 if |k| < kF . Similarly, annihilating fermion outside the Fermi sea also makes |Φ0 ⟩ = 0 to be a null state. Thus. ⟨Φ0 |ak,α a†k′ ,β |Φ0 ⟩ = δαβ δk,k′ θ(|k| − kF ) ⟨Φ0 |a†k′ ,β ak,α |Φ0 ⟩ = δαβ δk,k′ θ(kF − |k|) iG0αβ (x, t; x′ , t′ ) =δαβ



1 ∑ ik(x−x′ )−iωk (t−t′ ) e V k



× {θ(t − t′ )θ(k − kF ) − θ(t′ − t)θ(kF − k)} It is useful to introduce an integral representation for the step function ∫ ∞ ′ dωe−iω(t−t ) ′ θ(t − t ) = − −∞ 2πi(ω + iη) To verify this, consider first the case with t > t′ . then you can put a contour in the lower-half ω-plane like this.
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Since the contour encompasses a pole at ω = −iη in the clockwise way, the integral gives −2πi when t < t′ , we can put a contour in the upper-half ω-plane, so that the integral here vanishes in the limit of large |ω|, This contour integral doesn’t encompass any pole, so that the integral fives zero.



Using this integral representation, the non-interacting fermion green’s function can be further calculated as. ∫ ′ ′ 1 ∑ ∞ G0αβ (x, t; x′ , t′ ) = dωeik(x−x )−iωk (t−t ) 2πV −∞ k



θ(kF − |k|) θ(|k| − kF ) + ] × δαβ [ ω − ωk + iη ω − ωk − iη ∫ ′ ′ 1 ∑ ∞ ≡ dωeik(x−x )−iωk (t−t ) Gαβ (k, ω) 2πV −∞ k



θ(kF − |k|) θ(|k| − kF ) + ] Gαβ (k, ω) ≡ δαβ [ ω − ωk + iη ω − ωk − iη



(2.3.6)



To demonstrate how the green’s function gives information about the excitation spectrum of the system, let us insert a complete set of eigenstates of H between the two field operators. iG0αβ (x, t; x′ , t′ ) =



† ⟨Ψ0 |T[ψˆH,α (x, t)ψˆH,β (x′ , t′ )]|Ψ0 ⟩



⟨Ψ0 |Ψ0 ⟩ = θ(t − t )⟨Ψ0 |ψˆH,α (x, t)Iˆψˆ† ′



′ ′ H,β (x , t )|Ψ0 ⟩



† − θ(t′ − t)⟨Ψ0 |ψˆH,β (x′ , t′ )IˆψˆH,α (x, t)|Ψ0 ⟩ ∑ † {θ(t − t′ )⟨Ψ0 |ψˆH,α (x, t)|Ψn ⟩ × ⟨Ψn |ψˆH,β (x′ , t′ )|Ψ0 ⟩ = n † − θ(t′ − t)⟨Ψ0 |ψˆH,β (x′ , t′ )|Ψn ⟩ × ⟨Ψn |ψˆH,α (x, t)|Ψ0 ⟩}



(2.3.7)



Here we assume that the g.s. wave function |Ψ0 ⟩ is normalized. And we consider only fermions for simplicity. By making the time dependence explicit, we can further calculate this as follows
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=



∑ {θ(t − t′ )e−i(En −E)(t)/ℏ ⟨Ψ0 |ψˆα (x)|Ψn ⟩ × ⟨Ψn |ψˆβ† (x′ )|Ψ0 ⟩ n ′



− θ(t′ − t)ei(En −E)(t−t )/ℏ ⟨Ψ0 |ψˆβ† (x′ )|Ψn ⟩ × ⟨Ψn |ψˆα (x)|Ψ0 ⟩} Note that the states |Ψn ⟩ here contains N+1 particles if |Ψ0 ⟩ contain N particles, while |Ψn ⟩ here contain N-1 particles. Now let us assume that the system considered has a translational invariance. The translational invariance means that the Hamiltonian commute with the total momentum operator Pˆ ˆ Pˆ ] = 0 [H, (2.3.8) Where the total momentum operator Pˆ was already defined in eq(1.4.11) with boson case. But, at this time they are fermion fields. ∑ Pˆ ≡ ℏkakk,λ ak,λ k,λ



Irrespective of this diﬀerence, this operator is a generator of the translation. ψα (x + y) = e−iP ·y/ℏ ψα (x)eiP ·y/ℏ ˆ



ˆ



(2.3.9)



which can be shown in the same way as we did in eq.(1.4.11). The translational invariance of the Hamiltonian means that ˆ iP ·y/ℏ = H ˆ e−iP ·y/ℏ He ˆ



ˆ



for any y. ˆ this identity means. When we use eq.(2.3.3) for H, ∑∫ α



1 + 2 =



ˆ d3 xψα† (x + y)T (x)ψˆα (x + y) ∑



∫ 3



d x



d3 x′ ψα† (x + y)ψβ† (x′ + y)Vαα′ ,ββ ′ (x, x′ )ψβ† ′ (x′ + y)ψα† (x + y)



α,α′ ,β,β ′



∑∫ α



1 + 2



∫



ˆ d3 xψα† (x)T (x)ψˆα (x)



∑



∫



∫ d3 x



d3 x′ ψα† (x)ψβ† (x′ )Vαα′ ,ββ ′ (x, x′ )ψβ† ′ (x′ )ψα† (x)



α,α′ ,β,β ′



which clearly represents the translation invariance of the system. When expanding eq.(2.3.10) in y, we have, ˆ + O(y 2 ) = H ˆ ˆ − i 1 [Pˆ · y, H] H ℏ for any y. which gives us eq.(2.3.8)



(2.3.10)
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ˆ Now that the Hamiltonian commute with the total momentum operator, any eigenstate of H should be also eigenstate of Pˆ . Pˆ |Ψn ⟩ = Pn |Ψn ⟩



(2.3.11)



Then, using eq.(2.3.9) & eq.(2.3.11), we can also extract the x-dependence of eq.(2.3.7) iG0αβ (x, t; x′ , t′ ) ∑[ ′ ˆ = θ(t − t′ )e−i(En −E)(t)/ℏ eiPn (x−x )/ℏ ⟨Ψ0 |ψˆα (0)|Ψn ⟩ × ⟨Ψn |ψˆβ† (0)|Ψ0 ⟩ n ′



− θ(t − t)e



i(En −E)(t−t′ )/ℏ −iPˆn (x−x′ )



e



] † ˆ ˆ ⟨Ψ0 |ψβ (0)|Ψn ⟩ × ⟨Ψn |ψα (0)|Ψ0 ⟩



Here we assume that the ground state wave function has zero total momentum. Pˆ |Ψ0 ⟩ = 0 which is usually the case. Then the Fourier transform of the green’s function is given by ∫ ∫ ′ ′ Gαβ (k, ω) ≡ d3 (x − x′ ) d3 (t − t′ )e−ik(x−x )+iω(t−t ) Gαβ (x, t; x′ , t′ ) =V



∑



δk,Pˆn /ℏ



⟨Ψ0 |ψˆα (0)|Ψn ⟩ × ⟨Ψn |ψˆβ† (0)|Ψ0 ⟩ ω − (En − E)/ℏ + iη



n



+V



∑



δk,−Pˆn /ℏ



n



⟨Ψ0 |ψˆβ† (0)|Ψn ⟩ × ⟨Ψn |ψˆα (0)|Ψ0 ⟩ ω + (En − E)/ℏ − iη



This restricts the state |Ψn ⟩ to have a wave number k, so that we can rewrite this as Gαβ (k, ω) =V



∑



δk,Pˆn /ℏ



⟨Ψ0 |ψˆα (0)|n, k⟩⟨n, k|ψˆβ† (0)|Ψ0 ⟩



n



+V



∑ n



δk,−Pˆn /ℏ



ω − (En − E)/ℏ + iη ⟨Ψ0 |ψˆβ† (0)|n, −k⟩⟨n, −k|ψˆα (0)|Ψ0 ⟩ ω + (En − E)/ℏ − iη



In the first sum, the intermediate state has N+1 particles, so that the denominator can be rewritten as ω − [En (N + 1) − E(N )]/ℏ = ω − [En (N + 1) − E(N + 1)]/ℏ − [E(N + 1) − E(N )]/ℏ = ω − µ/ℏ − ϵn (N + 1)/ℏ where E(N + 1) and ϵn (N + 1) are the ground and the excitation state energy of the (N+1) particle state. Similarly, the denominator of the second term can be rewritten as ω + [En (N − 1) − E(N )]/ℏ = ω + [En (N − 1) − E(N − 1)]/ℏ − [E(N ) − E(N − 1)]/ℏ = ω − µ/ℏ + ϵn (N − 1)/ℏ
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Where, in the thermodynamics limit the diﬀerence between the former chemical potential and the latter one is negligible. E(N + 1) − E(N ) − (E(n) − E(n − 1)) = O(N −1 ) ( ) 1 ∂e 1 1 ∂2e 1 2 V e(n + ) = V e(n) + V + ) ( V ∂n V 2 ∂n2 V Using these two, we now obtain Gαβ (k, ω) = ℏV



∑ ⟨Ψ0 |ψˆα (0)|n, k⟩⟨n, k|ψˆβ† (0)|Ψ0 ⟩ n



+ ℏV



ωℏ − µ − ϵn (N + 1) + iη



∑ ⟨Ψ0 |ψˆβ† (0)|n, −k⟩⟨n, −k|ψˆα (0)|Ψ0 ⟩ ωℏ − µ + ϵn (N − 1) − iη



n



(2.3.12)



This representation of single-particle green’s function is called as Lehmann representation. If the Hamiltonian and the ground state are invariant under the spatial rotation and reflection, the green’s function has a following matrix structure. Gαβ = δαβ G(|k|, ω) The lehmann rep. exhibits the ω-dependence of the exact green’s function of interacting systems. The function G(k, ω) is a meromorphic function of ω, with simple poles at the exact excitation energy of the interacting system corresponding to a momentum ℏk. For frequencies below µ/ℏ, these singularities lies slightly above the real axis and for frequencies above µ/ℏ, these singularities lies slightly below the real axis.



In this way, the singularities if the green’s function yield the energies of those excited states for which the numerator (⟨n, k|ψˆβ† (0)|Ψ0 ⟩ or ⟨n, −k|ψˆα (0)|Ψ0 ⟩) does not vanish. For the non-interacting system, this representation reproduce eq.eq.(2.3.6). G0 (k, ω) =



θ(kF − k) θ(k − kF ) + ω − ωk + iη ω − ωk − iη



k with ωk = ℏ2m Namely, for the non-interacting system, the field operator connects only one state to the ground 2 2 k state, so that G0 (k, ω) has only a single pole, slightly below the real axis at ℏω = ℏ2m if k > kF and slightly above the real axis at the same value of ℏω of k < kF . 2 2
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The green’s function is analytic in neither the upper ω-plane nor the lower ω-plane. We define a new pair of function, known as retard and advance green’s functions. † ′ ′ ′ ′ ′ ˆ iGR αβ (x, t; x , t ) = ⟨Ψ0 |{ψH,α (x, t), ψH,β (x , t )}|Ψ0 ⟩θ(t − t )



(2.3.13)



† ′ ′ ′ ′ ′ ˆ iGA αβ (x, t; x , t ) = ⟨Ψ0 |{ψH,α (x, t), ψH,β (x , t )}|Ψ0 ⟩θ(t − t)



(2.3.14)



with {A, B} ≡ AB + BA Using the exactly same analysis, we can show the following Lehmann representation of their Fourier transforms. R/A



Gαβ (k, ω) = ℏV



∑ ⟨Ψ0 |ψˆα (0)|n, k⟩⟨n, k|ψˆβ† (0)|Ψ0 ⟩ n



+ ℏV



ωℏ − µ − ϵn (N + 1) ± iη



∑ ⟨Ψ0 |ψˆβ† (0)|n, −k⟩⟨n, −k|ψˆα (0)|Ψ0 ⟩ n



ωℏ − µ + ϵn (N − 1) ± iη



(2.3.15A/B)



Note that all the poles of GR lie in the lower half plane, so that GA (k, ω) is analytic for Imω < 0



2.4



Wick’s theorem



So far, we define the single-particle green’s function and show its relation to physical observables. To evaluate the green’s function for nontrivial physical systems, we use perturbation theory. This procedure is mostly carried out in the interacting picture, instead of the Heinsenberg picture. Let me first prove a basic Theorem that relates the matrix elements of Heisenberg operators to the matrix elements of the corresponding interaction operators. ∫ +∞ ∫ ∞ ∑ 1 −i ν 1 +∞ ⟨Ψ0 |OˆH (t)|Ψ0 ⟩ dtν = × ⟨Φ0 | ( ) dt1 ...... ˆ 0⟩ ⟨Ψ0 |Ψ0 ⟩ ℏ ν! −∞ ⟨Φ0 |S|Φ −∞ ν=0 e−ϵ(|t1 |+...+|tν |) T[Hˆ1 (t1 )...Hˆ1 (tν )]OˆI (t)|Φ0 ⟩



(2.4.1)
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where Sˆ ≡ Uˆϵ (∞, −∞)



(2.4.2)



The proof is as follows. According to the Gell-Mann & Low Theorem, |Ψ0 ⟩ can be given by Uˆϵ (+∞, 0)|Ψ0 ⟩ |Ψ0 ⟩ = ˆϵ (+∞, 0)|Ψ0 ⟩ ⟨Φ0 |Ψ0 ⟩ ⟨Φ0 |U Uˆϵ (0, −∞)|Ψ0 ⟩ = ˆϵ (0, −∞)|Ψ0 ⟩ ⟨Φ0 |U By taking an inner product between these two, we can calculate this part ⟨Ψ0 |Ψ0 ⟩ ⟨Φ0 |Uˆϵ (+∞, 0)Uˆϵ (0, −∞)|Φ0 ⟩ = 2 ˆ |⟨Φ0 |Ψ0 ⟩| ⟨Φ0 |Uϵ† (+∞, 0)|Φ0 ⟩∗ ⟨Φ0 |Uˆϵ (0, −∞)|Φ0 ⟩ ⟨Φ0 |Uˆϵ (+∞, 0)Uˆϵ (0, −∞)|Φ0 ⟩ = D ˆ ⟨Φ0 |Uϵ (+∞, −∞)|Φ0 ⟩ = D The numerator can be also calculated in a similar way. ⟨Ψ0 |OˆH (t)|Ψ0 ⟩ ⟨Φ0 |Uˆϵ (+∞, 0)OˆH (t)Uˆϵ (0, −∞)|Φ0 ⟩ = 2 ˆ |⟨Φ0 |Ψ0 ⟩| ⟨Φ0 |Uϵ† (+∞, 0)|Φ0 ⟩∗ ⟨Φ0 |Uˆϵ (0, −∞)|Φ0 ⟩ ⟨Φ0 |Uˆϵ (+∞, 0)Uˆϵ (0, t)OˆI (t)Uˆϵ (t, 0)Uˆϵ (0, −∞)|Φ0 ⟩ = D ⟨Φ0 |Uˆϵ (+∞, t)OˆI (t)Uˆϵ (t, −∞)|Φ0 ⟩ = D Now that these two equations share the same denominator, we can make them cancel each other so as to obtain ⟨Ψ0 |OˆH (t)|Ψ0 ⟩ ⟨Φ0 |Uˆϵ (+∞, t)OˆI (t)Uˆϵ (t, −∞)|Φ0 ⟩ = ⟨Ψ0 |Ψ0 ⟩ ⟨Φ0 |Uˆϵ (+∞, −∞)|Φ0 ⟩ The numerator of the r.h.s is given as Uˆϵ (+∞, t)OˆI (t)Uˆϵ (t, −∞) =



∫ ∫ +∞ ∞ ∑ −i 1 +∞ ( )n dt1 ...... dtn ℏ n! −∞ −∞ n=0 × e−ϵ(|t1 |+...+|tn |) T[Hˆ1 (t1 )...Hˆ1 (tn )]OˆI (t)× ∫ +∞ ∫ +∞ ∞ ∑ 1 −i ds1 ...... dsm ( )m ℏ m! −∞ −∞ m=0 × e−ϵ(|s1 |+...+|sm |) T[Hˆ1 (s1 )...Hˆ1 (sm )]×



......
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On the one hand, the numerator of eq.(2.4.1) can be rewritten as follows. Firstly, suppose that we divide ν-numbers of Hˆ1 into n-numbers of Hˆ1 whose times one greater than ’t’ and (ν-n)-numbers of Hˆ1 whose times are less than ’t’, =



∫ +∞ ∫ +∞ ∫ t ∫ t ∞ ν ∑ −i 1 ∑ ν! ( )ν e−ϵ(|t1 |+...+|tν |) dt1 ... dtn dtn+1 ... dtν ℏ ν! n=0 n!(ν − n)! t t −∞ −∞ ν=0 T[Hˆ1 (t1 )...Hˆ1 (tn )]OˆI (t)T[Hˆ1 (tn+1 )...Hˆ1 (tν )]



ν! There is n!(ν−n)! number of (the factorial of ν divided by the factorial of n times the factorial of (ν − n)) ways of dividing. Thus, once we choose t1 , t2 , ..., tn to be greater than t while the remaining to be less than t, we need to multiply this factor. Since +∞ ∑ ν +∞ ∑ ν ∑ ∑ fn,ν = fn,m+n ν=0 n=0



m=0 n=0



So that =



+∞ +∞ ∑ 1 −i m ∑ 1 −i n −ϵ(|t1 |+...+|tm+n |) ( ) ( ) e m! ℏ n! ℏ m=0 n=0 ∫ +∞ ∫ +∞ ∫ t ∫ t dt1 ... dtn dtn+1 ... dtn+m t



t



−∞



−∞



T[Hˆ1 (t1 )...Hˆ1 (tn )]OˆI (t)T[Hˆ1 (tn+1 )...Hˆ1 (tn+m )] ˆϵ (−∞, t)OˆI (t)U ˆϵ (t, −∞) =U This proves eq.(2.4.1) In a similar way, we can show that the expectation value of time-ordered Heinsenberg operator can be expressed in terms of the interaction picture. ∫ +∞ ∫ ∞ ∑ 1 −i ν 1 +∞ ⟨Ψ0 |T[OˆH (t)OˆH (t′ )]|Ψ0 ⟩ dtν e−ϵ(|t1 |+...+|tν |) = × ⟨Φ0 | ( ) dt1 ...... ˆ 0⟩ ⟨Ψ0 |Ψ0 ⟩ ℏ ν! ⟨Φ0 |S|Φ −∞ −∞ ν=0 × T[Hˆ1 (t1 )...Hˆ1 (tν )OˆI (t)OˆI (t′ )]|Φ0 ⟩



(2.4.3)
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The r.h.s reads. ˆ H (t)O ˆ H (t′ )]|Ψ0 ⟩ ⟨Ψ0 |T[O ⟨Ψ0 |Ψ0 ⟩ ′ ˆ H (t)O ˆ H (t′ )|Ψ0 ⟩ =θ(t − t )⟨Ψ0 |O ˆ H (t′ )O ˆ H (t)|Ψ0 ⟩ + θ(t′ − t)⟨Ψ0 |O The numerator of the first term can be calculated in the same way as before, ⟨Ψ0 |OˆH (t)OˆH (t′ )|Ψ0 ⟩ ⟨Φ0 |Uˆϵ (+∞, 0)OˆH (t)OˆH (t′ )Uˆϵ (0, −∞)|Φ0 ⟩ = 2 |⟨Φ0 |Ψ0 ⟩| D ˆ ˆ ⟨Φ0 |Uϵ (+∞, t)OI (t)Uˆϵ (t, t′ )OˆI (t′ )Uˆϵ (t′ , −∞)|Φ0 ⟩ = D So that, we can employ the same cancellation between D which comes from the numerator and D which comes from the denominator. ⟨Φ0 |Uˆϵ (+∞, t)OˆI (t)Uˆϵ (t, t′ )OˆI (t′ )Uˆϵ (t′ , −∞)|Φ0 ⟩ ⟨Ψ0 |OˆH (t)OˆH (t′ )|Ψ0 ⟩ = ⟨Ψ0 |Ψ0 ⟩ ⟨Φ0 |Uˆϵ (+∞, −∞)|Φ0 ⟩ for t′ > t On the one hand, the numerator of the r.h.s of eq.(2.4.3) can be calculated as 0


t



t′



t



t′



−∞



t′



−∞



dtν



×T[Hˆ1 (t1 )...Hˆ1 (tn )]OˆI (t)T[Hˆ1 (tn+1 )...Hˆ1 (tn+m )]OˆI (t′ )T[Hˆ1 (tn+m+1 )...Hˆ1 (tν )]|Φ0 ⟩ 0≤n+m≤ν ∞ ∑ ν! −i 1 ∑ ∑ ( )ν ℏ ν! n!m!(ν − n − m)! n m ν=0 ∫ +∞ ∫ +∞ ∫ t′ ∫ t′ ∫ t ∫ dt1 ... dtn dtn+1 ... dtn+m dtn+m+1 ...



+θ(t′ − t)⟨Φ0 |



t′



t′



t ′



−∞



t



t



−∞



dtν



×T[Hˆ1 (t1 )...Hˆ1 (tn )]OˆI (t )T[Hˆ1 (tn+1 )...Hˆ1 (tn+m )]OˆI (t)T[Hˆ1 (tn+m+1 )...Hˆ1 (tν )]|Φ0 ⟩ This part can be replaced by this ∞ ∑ 0


=



m ν=0 n ∞ ∑ ∞ ∑ ∞ ∑ n=0 m=0 l=0



1 n!m!(ν − n − m)!



1 n!m!l!
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So that the first term reduces to (1st term) = θ(t − t′ )⟨Φ0 |Uˆϵ (+∞, t)OˆI (t)Uˆϵ (t, t′ )OˆI (t′ )Uˆϵ (t′ , −∞)|Φ0 ⟩ while the 2nd term reduces to (2nd term) = θ(t′ − t)⟨Φ0 |Uˆϵ (+∞, t′ )OˆI (t′ )Uˆϵ (t′ , t)OˆI (t)Uˆϵ (t, −∞)|Φ0 ⟩ which proves eq.(2.4.3) These two formula are among the most useful results of quantum field theory. Armed with these formulas, let us consider the single-particle green’s function, which is now given in the interaction picture. ∫ ∫ +∞ ∞ ∑ −i ν 1 +∞ ′ ′ iGαβ (x, t; x , t ) = ( ) dt1 ...... dtν × ℏ ν! −∞ −∞ ν=0 ˆ 1 (t1 )...H ˆ 1 (tν )Ψ ˆ I,α (x)Ψ† (x′ )]|Φ0 ⟩ ⟨Φ0 |T[H I,β ⟨Φ0 |Uˆϵ (+∞, −∞)|Φ0 ⟩



(2.4.4)



where x & x′ here denotes space and temporal coordinate.x ≡ (x, t), x ≡ (x′ , t′ ) ΨI,α (x) ≡ ΨI,α (x, t) = eiH0 t/ℏ Ψα (x)e−iH0 t/ℏ ˆ



ˆ



This operator is now creation and annihilation operator in the interaction picture. For Hamiltonian defined in eq.(2.3.3), the numerator of this eq. becomes as follows: numerator of eq.(2.4.4) numeratorof eq.(2.4.4) =⟨Φ0 |T[ψˆα (x)ψˆβ† (x′ )]|Φ⟩ ∫ ∫ ∑ 1 ∫ +∞ −i +( ) dt1 d3 x1 d3 x′1 ℏ 2 −∞ ′ ′ λ,λ ,µ,µ



(x1 , x′1 )× † † Φ0 |T[ψˆI,λ (x1 , t1 )ψˆI,µ (x′1 , t1 )ψˆI,µ′ (x′1 , t1 ) ×U



λλ′ ,µµ′



† ψˆI,λ′ (x1 , t1 )ψˆI,α (x, t)ψˆI,β (x′ , t)]|Φ⟩



+ ......



(2.4.5)



This expression shows that, we must evaluate the expectation value in the non-interacting ground state of T-products of creation & destruction operators of the form: † Φ0 |T[ψˆI† ......ψˆI ψˆI,α (x)ψˆI,β (x′ )]|Φ⟩
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To evaluate this form of quantities, we will rely on so-called Wick’s theorem, which I will explain next. The essential ideas of Wick’s theorem is to move all destruction operators to the right, where they annihilate the non-interacting ground state wave function. For this purpose, we decompose the field operator into a destruction part (the 1st term in the r.h.s of following equation) that annihilates the non-interacting ground state and a creation part(the 2nd term). (+) (−) ψˆI (x) = ψˆI (x) + ψˆI (x) (+) ψˆI (x)|Φ0 ⟩ = 0



Note also that any two pairs of destruction operators thus defined commute or anticommute with each other, which can be seen by taking the expectation value of their commutator or anticommutator. {ψˆ(+) (x), ψˆ(+) (y)}± = 0 ( ) ← ⟨Φ0 |ψˆ(+) (x)ψˆ(+) (y) ± ψˆ(+) (y), ψˆ(+) (x)|Φ0 ⟩ (



{ψˆ(−)† (x), ψˆ(+) (y)}± = 0 ) ← ⟨Φ0 |ψˆ(−)† (x)ψˆ(+) (y) ± ψˆ(+) (y), ψˆ(−)† (x)|Φ0 ⟩



+ for fermion case, - for boson case. Similarly, we can see that any two pairs of creation part commute of anticommute with each other. {ψˆ(−) (x), ψˆ(−) (y)}± = {ψˆ(−) (x), ψˆ(+)† (y)}± ={ψˆ(+)† (x), ψˆ(+)† (y)}± = 0 Correspondingly, we have (+)† (−)† ψˆI† (x) = ψˆI (x) + ψˆI (x) (−) ψˆI (x)|Φ0 ⟩ = 0



Where we take the adjoint of this, so as to obtain this. As an explicit example of this decomposition, consider the free fermion field given in eq. H 1 ∑ i(kx−iωk t) 1 ∑ i(kx−iωk t) ψˆI (x) = √ e ak + √ e ak V k>kF V k
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with tB > tD > tC > tA > ... Where this factor become +1 if the time ordering is accompanied by the even numbers of interchange of the fermion field. while this factor become -1 if the time ordering is accompanied by the odd numbers of interchange of the fermion field. For boson case, this is always +1. Thus, we can freely reorder the field operators within the F product, in such a way that fermion fields anticommute and boson fields commute. ⊚ The other important operator product is the ”normal ordering”, in which all the annihilation operators are placed to the right of all the creation operators again including a factor -1 for every interchange of fermion operators.



Here the destruction operators means a destruction part of field operator which annihilates the non-interacting groundstate. while the creation operator means a creation part which does not. Because any two pairs of destruction parts commute or anticommute with each other and also because that is the case for creation parts, the r.h.s of this is uniquely defined. Namely, a specific order within a set of destruction operators in the right and that with a set of creation operators in the left don’t make any diﬀerence. For example, for fermion case, we have N[ψˆ(+) (x)ψˆ(−) (y)] = −ψˆ(−) (y)ψˆ(+) (x) N[ψˆ(−)† (x)ψˆ(+)† (y)] = −ψˆ(+)† (y)ψˆ(−)† (x) N[ψˆ(−)† (x)ψˆ(+) (y)] = ψˆ(−)† (x)ψˆ(+) (y) = −ψˆ(+) (y)ψˆ(−)† (x) N[ψˆ(−) (x)ψˆ(+)† (y)] = ψˆ(−) (x)ψˆ(+)† (y) = −ψˆ(+)† (y)ψˆ(−) (x)
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Here I have omitted the subscript ’I’. I will do so in the remaining part of today’s lecture, because the field operators are always in the interaction picture. A normal order product is very useful, because its expectation value in the non-interacting ground state |Φ0 ⟩ always vanishes. ˆ Cˆ D...)|Ψ ˆ ⟨Ψ0 |N(AˆB 0⟩ P ˆ ˆ =(−1) ⟨Ψ0 |N(Cˆ D...||... AˆB)|Ψ 0⟩ = 0 Using this useful feature, we will evaluate the ground-state expectation value of a T product of operators, by reducing the T product into the corresponding Normal ordered product. Note also that the normal ordering product has a distributive feature ˆ · (Cˆ + D) ˆ · ...] =N[Aˆ · Cˆ · ...] + N[Aˆ · D ˆ · ...] N[(Aˆ + B) ˆ · Cˆ · ...] + N[B ˆ ·D ˆ · ...] + N[B ⊚ The third item I want to define before describing Wick’s theorem is ”contractions”. The contraction are defined between two fermion fields and is equal to the diﬀerence between their T-product and their N-product. ˆ Vˆ ) − N(U ˆ Vˆ ) Uˆ· Vˆ· ≡ T(U This two dot (superscript) marks dictate that these two fields are ”contracted”. Most of the contractions actually are zero. For example ψˆ(+) & ψˆ(−) commute or anticommute with each other, so that their time-ordered product and normal-ordered product are same. T[ψˆ(+) (x)ψˆ(−) (x′ )] = θ(t − t′ )ψˆ(+) (x)ψˆ(−) (x′ ) ∓ θ(t′ − t)ψˆ(−) (x′ )ψˆ(+) (x) = ∓ψˆ(−) (x′ )ψˆ(+) (x) = N[ψˆ(+) (x)ψˆ(−) (x′ )] As a result, their contraction becomes zero. · · ψˆ(+) (x)ψˆ(−) (x′ ) = 0



{ψˆ(+)† (x), ψˆ(−)† (y)}± = {ψˆ(+)† (x), ψˆ(−) (y)}± ={ψˆ(+) (x), ψˆ(−)† (y)}± = {ψˆ(+) (x), ψˆ(+) (y)}± ={ψˆ(−) (x), ψˆ(−) (y)}± = 0 Thus, we can also show in the same way that the contractions of these pairs of fermion fields are all zero. ψˆ(+)†· ψˆ(−)· = ψˆ(−)· ψˆ(−)· = 0 ψˆ(+)· ψˆ(+)· = ψˆ(−)· ψˆ(−)· = ψˆ(+)· ψˆ(−)· = 0 ψˆ(+)†· ψˆ(+)†· = ψˆ(−)†· ψˆ(−)†· = ψˆ(+)†· ψˆ(−)†· = 0
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Non-zero contractions come from those pairs of fermions which do not commute or anticommute. ψˆ(+)· ψˆ(+)†· , ψˆ(−)· ψˆ(−)†· first term can be calculated as ψˆ(+)· (x)ψˆ(+)†· (x′ ) = T[ψˆ(+)· (x)ψˆ(+)†· (x′ )] − N[ψˆ(+)· (x)ψˆ(+)†· (x′ )] = θ(t − t′ )ψˆ(+)· (x)ψˆ(+)†· (x′ ) ∓ θ(t′ − t)ψˆ(+)†· (x′ )ψˆ(+)· (x) − (∓)θ(t′ − t)ψˆ(+)†· (x′ )ψˆ(+)· (x) = θ(t − t′ ){ψˆ(+)· (x), ψˆ(+)†· (x′ )}± which remains finite only when t > t′ . Moreover the r.h.s is just a c-number instead of operator, because this is a commutator of anticommutator of two field operators in interaction picture. By taking the expectation value of this eq. with respect to the non-interacting ground state, we can calculate this c-number as ψˆ(+)· (x)ψˆ(+)†· (x′ ) = θ(t − t′ )⟨Φ0 |ψˆ(+) (x)ψˆ(+)† (x′ )|Φ0 ⟩ Similarly we can show that ψˆ(−)· (x)ψˆ(−)†· (x′ ) = ∓θ(t′ − t)⟨Φ0 |ψˆ(−)† (x′ )ψˆ(−) (x)|Φ0 ⟩ Combining these two and noting the distributive nature of normal-ordering & time-ordering, we obtain ψˆ· (x)ψˆ†· (x′ ) =θ(t − t′ )⟨Φ0 |ψˆ(+) (x)ψˆ(+)† (x′ )|Φ0 ⟩ ∓ θ(t′ − t)⟨Φ0 |ψˆ(−)† (x′ )ψˆ(−) (x)|Φ0 ⟩ ( )( ) =θ(t − t′ )⟨Φ0 | ψˆ(+) (x) + ψˆ(−) (x) ψˆ(+) (x′ ) + ψˆ(−) (x′ ) |Φ0 ⟩ ( )( ) ∓ θ(t − t′ )⟨Φ0 | ψˆ(+) (x′ ) + ψˆ(−) (x′ ) ψˆ(+) (x) + ψˆ(−) (x) |Φ0 ⟩ ˆ ψˆ† (x′ )]|Φ0 ⟩ =⟨Φ0 |T[ψ(x) ≡iG(0) (x, x′ ) Namely the contraction of two fermion fields are given by the non-interacting single-particle green’s function. Recovering the spin index, we may rewrite this way. (0) ψˆα· (x)ψˆβ†· (x′ ) ≡ iGαβ (x, x′ )



(2.4.6)



⊚ The final item I want to define before describing the wick’s theorem is a convention for symbols and signs. Normal ordered products of field operators with more than one contraction will have the contractions denoted by pairs of superscripts with single dots, double dots, triple dots, and so on. e.g. ˆ Cˆ·· D ˆ · Eˆ··· Fˆ·· G ˆ Hˆ··· I......) ˆ N(Aˆ· B
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Any pairs of two field operators that are contracted can be brought together by rearranging the order of the operator, always keeping the standard sign convention for interchange of field operators. e.g. ˆ Cˆ·· D ˆ · Eˆ··· Fˆ·· G......) ˆ N(Aˆ· B ˆ· B ˆ Cˆ·· Eˆ··· Fˆ·· G......) ˆ ≡N(Aˆ· D ˆ · Cˆ·· Fˆ·· B ˆ Eˆ··· G......) ˆ ≡ ± N(Aˆ· D + for boson, - for fermion. Since any pairs of two field operators that are contracted are just c-number, they can be taken outside the normal ordering. ˆ · Cˆ·· Fˆ·· N(B ˆ Eˆ··· G......) ˆ = Aˆ· D Also note that Uˆ· Vˆ· = ±Vˆ· Uˆ· With these definitions and sign conventions, the Wick’s theorem is as follows. ˆ Cˆ D.... ˆ E ˆ Fˆ G ˆ H) ˆ T(AˆB ˆ Cˆ D.... ˆ E ˆ Fˆ G ˆ H) ˆ =N(AˆB + N(sum of all possible pairs of contractions) For a given time ordering, we move the creation parts to the left and the destruction parts to the right, so as to make the normal ordering. Whenever a creation part cannot commute or anticommute, we have an extra term, which is just a contraction. the theorem enumerates all the extra terms, that are generated during the reordering process from a time-ordered product to normal-ordered product. To prove this theorem, let us first prove the following lemma. Lemma: ˆ Vˆ ...X ˆ Yˆ ) is a normal-ordered product and Zˆ is a factor whose time is earlier than any of If N(U ˆ , Vˆ , ..., X ˆ and Yˆ , then we have U ˆ Vˆ ...X ˆ Yˆ )Zˆ N(U ˆ Vˆ ...X ˆ Yˆ Z) ˆ =N(U ˆ Vˆ ...X ˆ Yˆ· Zˆ· ) + N(U ˆ Vˆ ...Xˆ · Yˆ Zˆ· ) + .... + N(U ˆ Yˆ Zˆ· ) + N(Uˆ· Vˆ ...X tU , tV , ..., tX , tY > tZ If Zˆ is a destruction operator, this lemma is trivial, because all the contractions vanish. Namely ˆ = AˆZˆ for any Aˆ = U ˆ ...Yˆ . Since Zˆ is destruction operator, since tU , tV , ..., tX , tY > tZ , T(AˆZ) ˆ = AˆZfor ˆ ˆ ...Yˆ . This means Aˆ· Zˆ· = T(AˆZ) ˆ − N(AˆZ) ˆ = 0. N(AˆZ) any Aˆ = U
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Thus, we suppose that Zˆ is a creation operator in the following. ˆ Vˆ ...X ˆ Yˆ in such a way that all the creation Under the normal ordering, we can freely rearrange U parts appear on the left, while all the destruct parts appear on the right. ˆ ′ Vˆ ′ ...Aˆ′ ||B ˆ ′ ...X ˆ ′ Yˆ ′ )Zˆ N(U ˆ ′ Vˆ ′ ...Aˆ′ ||B ˆ ′ ...X ˆ Yˆ Z) ˆ =N(U ˆ ′ Vˆ ′ ...Aˆ′ ||B ˆ ′ ...X ˆ ′ Yˆ· ′ Zˆ· ) + N(U ′



ˆ ′ Vˆ ′ ...Aˆ· ||B ˆ ′ ...X ˆ ′ Yˆ ′ Zˆ· ) + .... + N(U ′ ˆ ′ ...X ˆ Yˆ Zˆ· ) + N(Uˆ· Vˆ ′ ...Aˆ′ ||B



Now that contraction between two creation parts vanish, all of these term are zero. Moreover, these creation parts can be taken out side the normal-orderings: ˆ ′ Vˆ ′ ...Aˆ′ N(B ˆ ′ ...X ˆ ′ Yˆ ′ )Zˆ U ˆ ′ Vˆ ′ ...Aˆ′ N(B ˆ ′ ...X ˆ ′ Yˆ· ′ Zˆ· ) + ... =U ˆ ′ Vˆ ′ ...Aˆ′ N(Bˆ· ′ ...X ˆ ′ Yˆ ′ Zˆ· ) =U ˆ ˆ ′ ...X ˆ ′ Yˆ ′ Z) ˆ ′ Vˆ ′ ...Aˆ′ N(B =U So that we original equality is equivalent to the following: ˆ ′ ...X ˆ ′ Yˆ ′ )Zˆ N(B ˆ ′ Yˆ ′ Zˆ· ) + N(B ˆ ′ ...X ˆ ′ Yˆ ′ Z) ˆ ˆ ′ ...X ˆ ′ Yˆ· ′ Zˆ· ) + ... + N(Bˆ· ′ ...X =N(B ˆ ′ ...X ˆ ′ Yˆ ′ are all destruction operators. Where B we will prove this by induction. This lemma is trivial, for two operators. ˆ = Yˆ· Zˆ· + N(Yˆ Z) ˆ Yˆ Zˆ = T(Yˆ Z) Which is just a definition of the contraction. Suppose that the lemma is true for n operators. ˆ Vˆ ...X ˆ Yˆ )Zˆ N(U ˆ Vˆ ...X ˆ Yˆ Z) ˆ =N(U ˆ Vˆ ...X ˆ Yˆ· Zˆ· ) + .... + N(U ˆ Yˆ Zˆ· ) + N(Uˆ· Vˆ ...X ˆ whose time is later than the time of Z. ˆ We then apply another destruction operator D ˆ U ˆ Vˆ ...X ˆ Yˆ )Zˆ DN( ˆ U ˆ Vˆ ...X ˆ Yˆ Z) ˆ =DN( ˆ U ˆ Vˆ ...X ˆ Yˆ· Zˆ· ) + .... + DN( ˆ Uˆ· Vˆ ...X ˆ Yˆ Zˆ· ) + DN(
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ˆ Vˆ ...X ˆ Yˆ ), we can include D ˆ inside the normal ordering. Since they are all destruction parts (U ˆU ˆ Vˆ ...X ˆ Yˆ )Zˆ N(D ˆ U ˆ Vˆ ...X ˆ Yˆ Z) ˆ =DN( ˆU ˆ Vˆ ...X ˆ Yˆ· Zˆ· ) + .... + N(D ˆ Uˆ· Vˆ ...X ˆ Yˆ Zˆ· ) + N(D The last term in the r.h.s. can be further calculated as ˆ U ˆ Vˆ ...X ˆ Yˆ Z) ˆ DN( ˆ Zˆ U ˆ Vˆ ...X ˆ Yˆ =(∓1)n−1 D ˆ Z) ˆ U ˆ Vˆ ...X ˆ Yˆ =(∓1)n−1 T(D ˆ · Zˆ· U ˆ Vˆ ...X ˆ Yˆ =(∓1)n−1 D



(tD > tZ )



ˆU ˆ Vˆ ...X ˆ Yˆ + (∓1)n Zˆ D ˆ· U ˆ Vˆ ...X ˆ Yˆ Zˆ· ) + .... =N(D ˆU ˆ Vˆ ...X ˆ Yˆ Z) ˆ + N(D - for fermion, + for boson. Thus, we finally prove this lemma for the case with (n+1) operators. The results can be generalized to normal-ordered products which already contain contractions of field operators. e.g. ˆ Vˆ Rˆ·· O... ˆ Pˆ Sˆ·· X ˆ Yˆ )Zˆ N(U ˆ Vˆ Rˆ·· O... ˆ Pˆ Sˆ·· X ˆ Yˆ· )Zˆ· + ... =N(U ˆ Pˆ Sˆ·· X ˆ Yˆ )Zˆ· + N(Uˆ· Vˆ Rˆ·· O... ˆ Vˆ Rˆ·· O... ˆ Pˆ Sˆ·· X ˆ Yˆ )Zˆ + N(U To obtain this, we have only to multiply both sides of this equation by the contraction of two operators, Rˆ·· Sˆ·· , which is just a c-number. After rearranging in both sides, we obtain this. Using this lemma, let us finally prove the Wick’s theorem by induction. For two operators case, the theorem reduces to the definition of the contraction. Suppose that the theorem holds true for n-operators. ˆ Vˆ ...Yˆ Z) ˆ T(U ˆ + .... + N(Uˆ· Vˆ ...Yˆ Zˆ· ) =N(Uˆ· Vˆ· ...Yˆ Z) ˆ Vˆ ...Yˆ Zˆ· ) + N(U
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Then, apply another operator Ω whose time is earlier than the time of any other. ˆ Vˆ W ˆ ...X ˆ Yˆ Z) ˆ Ω ˆ T(U ˆ Vˆ W ˆ ...X ˆ Yˆ Zˆ Ω) ˆ =T(U ˆ Vˆ W ˆ ...X ˆ Yˆ Z) ˆ Ω ˆ =N(U ˆ ...X ˆ Yˆ Z) ˆ Ω ˆ + ... + N(Uˆ· Vˆ· W ˆ ...X ˆ Yˆ Zˆ· )Ω ˆ + ... + N(Uˆ· Vˆ W Then, using these lemma, we can include Ω insider the normal-ordering with additional contraction terms. ˆ Vˆ W ˆ ...X ˆ Yˆ Zˆ Ω) ˆ =N(U ˆ Vˆ W ˆ ...X ˆ Yˆ Zˆ· Ω ˆ · ) + ... + N(U ˆ ...X ˆ Yˆ Zˆ Ωˆ· ) + N(Uˆ· Vˆ W ˆ ...X ˆ Yˆ Zˆ Ω) ˆ + ... + N(Uˆ· Vˆ· W ˆ ...X ˆ Yˆ Zˆ·· Ωˆ·· ) + ... + N(Uˆ· Vˆ· W ˆ Yˆ Zˆ Ωˆ·· ) + ... + N(Uˆ· Vˆ· Wˆ·· ...X ˆ Vˆ W ˆ ...X ˆ Yˆ Zˆ Ω) ˆ =N(U + N(sum over all possible pairs of contractions) These terms enumerate all possible pairs of contraction among (n+1) numbers of operators. The restriction on the time of the operator Ω can be now removed, by rearranging the operator within the normal ordering in both sides of equations. Thanks to the sign conventions, rearranging process the same overall sign on both sides of equation. Thus, this proves that the theorem holds true for the case with (n+1) field operators. ⊚ Note that the Wick’s theorem is an operator identity. But, in reality, we use this theorem by taking the expectation value with respect the noninteracting ground state wave function.



ˆ Vˆ ...Yˆ Z)|Φ ˆ 0⟩ ⟨Φ0 |T(U ˆ Vˆ ...Yˆ Z)|Φ ˆ 0⟩ =⟨Φ0 |N(U ˆ ...X ˆ Yˆ Z)|Φ ˆ 0⟩ + ⟨Φ0 |N(Uˆ· Vˆ· W ˆ Vˆ W ˆ ...X ˆ Yˆ· Zˆ· )|Φ0 ⟩ + ... + ⟨Φ0 |N(U + ... + ⟨Φ0 |N(Uˆ· Vˆ·· Wˆ··· ...Xˆ··· Yˆ·· Zˆ· )|Φ0 ⟩ In such a case, all uncontracted normal ordered products vanish in the r.h.s, where only the fully contracted terms remain.
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2.5



Diagrammatic analysis of perturbation theory (Fermion Case)



Let us go back to eq.(2.4.5) and evaluate the numerator of eq.(2.4.4) With the first order in the interaction potential, it is given like this ∫ −i ∑ 1 0 ˜ iGαβ (x, y) =iGαβ (x, y) + ( ) d4 x1 d4 x′1 Uλλ′ µµ′ (x1 , x′1 )× ℏ 2 ′ ′ λλ µµ



ˆ ˆ ˆ ⟨Φ0 |T[ψλ† (x1 )ψµ† (x′1 )ψˆµ′ (x′1 )ψˆλ′ (x1 )ψˆα (x)ψβ† (y)]|Φ0 ⟩ + ......



(2.5.1)



where |Ψ0 ⟩ denotes the g.s. wave function in the non-interacting system. According to the Wick’s theorem, this time-ordered product is given by the sum of many normalordered normal-ordered products vanish. So that this is given by a sum of all possible fully contracted normal-ordered products. Since we have 3 creation operators and 3 annihilation operators here, we have 6 diﬀerent ways of making contractions. ˆ ˆ ˆ ⟨Φ0 |T[ψλ† (x1 )ψµ† (x′1 )ψˆµ′ (x′1 )ψˆλ′ (x1 )ψˆα (x)ψβ† (y)]|Φ0 ⟩ ˆ ˆ ˆ =⟨Φ0 |N[ψλ†· (x1 )ψµ†·· (x′1 )ψˆµ··′ (x′1 )ψˆλ· ′ (x1 )ψˆα··· (x)ψβ†··· (y)]|Φ0 ⟩ ˆ ˆ ˆ + ⟨Φ0 |N[ψλ†· (x1 )ψµ†·· (x′1 )ψˆµ· ′ (x′1 )ψˆλ··′ (x1 )ψˆα··· (x)ψβ†··· (y)]|Φ0 ⟩ ˆ ˆ ˆ + ⟨Φ0 |N[ψλ†· (x1 )ψµ†·· (x′1 )ψˆµ···′ (x′1 )ψˆλ··′ (x1 )ψˆα· (x)ψβ†··· (y)]|Φ0 ⟩ ˆ ˆ ˆ + ⟨Φ0 |N[ψλ†· (x1 )ψµ†·· (x′1 )ψˆµ··′ (x′1 )ψˆλ···′ (x1 )ψˆα· (x)ψβ†··· (y)]|Φ0 ⟩ ˆ ˆ ˆ + ⟨Φ0 |N[ψλ†· (x1 )ψµ†·· (x′1 )ψˆµ· ′ (x′1 )ψˆλ···′ (x1 )ψˆα·· (x)ψβ†··· (y)]|Φ0 ⟩ ˆ ˆ ˆ + ⟨Φ0 |N[ψλ†· (x1 )ψµ†·· (x′1 )ψˆµ···′ (x′1 )ψˆλ· ′ (x1 )ψˆα·· (x)ψβ†··· (y)]|Φ0 ⟩ These fully contracted normal-ordered products are all c-numbers, so that we can take them out of the normal-order products. In doing so, we rearrange the order of the operators, so that two factors that are contracted are brought together. ˆ ˆ ˆ (r.h.s) =ψˆλ· ′ (x1 )ψλ†· (x1 )ψˆµ··′ (x′1 )ψµ†·· (x′1 )ψˆα··· (x)ψβ†··· (y) ˆ ˆ ˆ −ψˆµ· ′ (x′1 )ψλ†· (x1 )ψˆλ··′ (x1 )ψµ†·· (x′1 )ψˆα··· (x)ψβ†··· (y) ˆ ˆ ˆ +ψˆα· (x)ψλ†· (x1 )ψˆλ··′ (x1 )ψµ†·· (x′1 )ψˆµ···′ (x′1 )ψβ†··· (y) ˆ ˆ ˆ −ψˆα· (x)ψλ†· (x1 )ψˆµ··′ (x′1 )ψµ†·· (x′1 )ψˆλ···′ (x1 )ψβ†··· (y) ˆ ˆ ˆ +ψˆµ· ′ (x′1 )ψλ†· (x1 )ψˆα·· (x)ψµ†·· (x′1 )ψˆλ···′ (x1 )ψβ†··· (y) ˆ ˆ ˆ −ψˆλ· ′ (x1 )ψλ†· (x1 )ψˆα·· (x)ψµ†·· (x′1 )ψˆµ···′ (x′1 )ψβ†··· (y) where we used ⟨Φ0 |Φ0 ⟩ = 1 Using eq.(2.4.6), the r.h.s can be given by a product of non-interacting green’s function.
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(r.h.s) = iG0αβ (x, y)iG0µ′ µ (x′1 , x′1 )iG0λ′ λ (x1 , x1 ) (A) − iG0αβ (x, y)iG0µ′ λ (x′1 , x1 )iG0λ′ µ (x1 , x′1 ) (B) + iG0αλ (x, x1 )iG0λ′ µ (x1 , x′1 )iG0µ′ λ (x′1 , y) (C) − iG0αλ (x, x1 )iG0λ′ β (x1 , y)iG0µ′ µ (x′1 , x′1 ) (D) + iG0αµ (x, x′1 )iG0µ′ λ (x′1 , x1 )iG0λ′ β (x1 , y) (E) − iG0αµ (x, x′1 )iG0µ′ β (x′1 , y)iG0λ′ λ (x1 , x1 ) (F )



(2.5.2)



Since it is very cumbersome to write down equations explicitly, let us introduce a pictorial description for each term, which we call Feynman diagram.



In this pictorial description, single-particle non-interacting green function G0 is denoted by a straight line, with an arrow which runs from the second argument of G0 to the first argument of G0 . The interaction potential is denoted by a wavy line, to distinguish with straight fermi line There are several features in these first order expressions. 1.First of all, these three terms contain a green’s function whose two arguments are at the same time. ? iG0αβ (x, x) = ⟨Φ0 |T[ψˆα (x, t)ψˆβ† (x, t)]|Φ0 ⟩
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By definition, such a green function (has an ambiguity, in a sense that it) could be either this or this. { ?



=



⟨Φ0 |ψˆα (x, t)ψˆβ† (x, t)|Φ0 ⟩ ⟨Φ0 |ψˆα (x, t)ψˆβ† (x, t)|Φ0 ⟩



This ambiguity comes from the interaction Hamiltonian, where two creation operators and two annihilation operator have the same time argument (r.h.s) = ⟨Φ0 |T[ψˆλ† (x1 )ψˆµ† (x′1 )ψˆµ′ (x′1 )ψˆλ′ (x1 )ψˆα (x)ψβ† (y)]|Φ0 ⟩ To remove this ambiguity, we take the time argument of the two creation fields to be infinitesimally later than the time argument of the two annihilation fields. (r.h.s) = ⟨Φ0 |T[ψˆλ† (x1 , t1 + 0)ψˆµ† (x′1 , t1 + 0)ψˆµ† ′ (x′1 , t1 )ψˆλ† ′ (x1 , t1 )ψˆα (x)ψˆβ† (y)]|Φ0 ⟩ This treatment is ok, because under the time-ordered product, this infinitesimally small factor can maintain the order of these four fields in the interaction Hamiltonian. This small factor results in a small factor here so that, the green’s function at equal times must be interpreted in this way. ˆ iG0αβ (x, x) ≡ ′ lim ⟨Φ0 |T[ψˆα (x, t)ψβ† (x, t′ )]|Φ0 ⟩ t →t+0



ˆ = − ⟨Φ0 |ψβ† (x, t)ψˆα (x, t)|Φ0 ⟩ = − δαβ n0 (x) where n0 (x) is the particle density at x in the non-interacting ground state wave function. For a uniform system, this can be replaced by a constant(N/V). 2. 2nd important features in this expression is that these two terms are disconnected diagrams, in a sense that they contain subunits that are not connected to the rest of the diagrams. eq.(2.5.2)shows that such disconnected diagrams typically have green’s function and interaction whose arguments close within themselves. ˜ As a result, these disconnected subunits can be factorized in the expression for G. To see this, let us substitute eq.(2.5.2) into eq.(2.5.1) . −i iG˜αβ (x, y) =iGˆ0αβ (x, y) + ( ) ℏ



∑ 1∫ d4 x1 d4 x′1 2 ′ ′



λλ µµ



ˆλλ′ µµ′ (x1 , x′1 ) ×U × {iG0αβ (x, y)[iG0µ′ µ (x′1 , x′1 )iG0λ′ λ (x1 , x1 ) − iG0µ′ λ (x′1 , x1 )iG0λ′ µ (x1 , x′1 )] + (C) + (D) + (F ) + (E)} Since the arguments of this non-interacting green’s function has nothing to do with these integral
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variables, we can rewrite this as ={iG0αβ (x, y)



∫ −i ∑ 1 +( ) d4 x1 d4 x′1 ℏ 2 ′ ′ λλ µµ



ˆλλ′ µµ′ (x1 , x′1 )[(C) + (D) + (E) + (F )] + ...} U ∫ −i ∑ 1 ˆλλ′ µµ′ (x1 , x′1 ) × {1 + ( ) d4 x1 d4 x′1 U ℏ 2 ′ ′ λλ µµ



[iG0µ′ µ (x′1 , x′1 )iG0λ′ λ (x1 , x1 ) − iG0µ′ λ (x′1 , x1 )iG0λ′ µ (x1 , x′1 )] + ...} where the product between this & this gives the 0th order, while the product between this and these two give the 1st order disconnected diagrams, namely (A)&(B) respectively. On the other hand, the product between this 4 terms and this gives the 1st order connected diagrams, namely (C),(D),(E),(F). One might also wonder about the product between these four & these two. Such a product reproduce exactly some of the 2nd-order disconnected diagrams obtained from the 2nd-order expansions. To perform this factorization more systematically, let us consider the ν-th order term of the numerator of eq.(2.4.4):



(ν)



iGαβ (x, y) ≡ (



−i ν 1 ) ℏ ν!



∫



∫



∞



−∞



dt1 ...



∞ −∞



ˆ 1 (t1 )H ˆ 1 (t2 )...H ˆ 1 (tν )ψˆα (x)ψˆ† (y)]|Φ0 ⟩ dtν ⟨Φ0 |T[H β



In general, ν-numbers of interaction Hamiltonians can be divided into n-numbers of those interaction Hamiltonians which are connected to the fermion line running from y to x and m-numbers of those interaction Hamiltonians which are disconnected from the fermion line.



The arguments appearing in the former group and those in the latter are nothing to do with each other, so that we can rewrite this into a product between two totally disconnected factors.
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˜ (ν) (x, y) = iG αβ



ν ∑ ν ∑ −i 1 ν! ( )n+m ℏ ν! n!m! n=0 m=0 ∫ ∞ ∫ ∞ ˆ 1 (t1 )...H ˆ 1 (tm )ψˆα (x)ψˆ† (y)]|Φ0 ⟩connected dt1 ... dtm ⟨Φ0 |T[H −∞ ∞



∫



−∞



−∞



∫



dtm+1 ...



β



∞



−∞



ˆ 1 (tm+1 )...H ˆ 1 (tm+n )ψˆα (x)ψˆ† (y)]|Φ0 ⟩ dtm+n ⟨Φ0 |T[H β



Here we put subscript ’connected’, in order to emphasize that the contractions here must be taken in the ’connected’ way like this diagram. We also put this factor, because the numbers of ways of dividing ν-number of interaction Hamiltonians in to n- number of the former group and m-number of the latter group is given by the factorial of ν divided by that of m times that of n. When summed over the integer ν from zero to infinite, we obtain the numerator of eq.(2.4.4) as follows (ν)



˜ (x, y) = iG αβ



∫ ∞ ∫ ∞ ∞ ∑ −i 1 ˆ 1 (t1 )...H ˆ 1 (tm )ψˆα (x)ψˆ† (y)]|Φ0 ⟩connected ( )m dt1 ... dtm ⟨Φ0 |T[H β ℏ m! −∞ −∞ m=0 ∫ ∫ ∞ ∞ ∑ −i 1 ∞ ˆ 1 (t1 )...H ˆ 1 (tn )ψˆα (x)ψˆ† (y)]|Φ0 ⟩ × dt1 ... ( )n dtn ⟨Φ0 |T[H β ℏ n! −∞ −∞ m=0



Here the first factor is the sum of all connected Feynman diagrams. On the other hand, the 2nd factor is identical to the denominator of eq.(2.4.4) ˆ 0 ⟩ =⟨Φ0 |U ˆ (+∞, −∞)|Φ0 ⟩ ⟨Φ0 |S|Φ ∫ ∫ ∞ ∞ ∑ −i 1 ∞ ˆ 1 (t1 )...H ˆ 1 (tν )]|Φ0 ⟩ =⟨Φ0 | ( )ν dt1 ... dtν T[H ℏ ν! −∞ −∞ ν=0 So that the second factor are set oﬀ by the denominator, and eq.(2.4.4) is given by the sum of all possible connected Feynman diagrams. ∫ ∞ ∫ ∞ ∞ ∑ −i m 1 ˆ 1 (t1 )...H ˆ 1 (tm )ψˆα (x)ψˆ† (y)]|Φ0 ⟩ iGαβ (x, y) = ( ) dt1 ... dtm ⟨Φ0 |T[H β ℏ m! −∞ −∞ m=0



(2.5.3)



This formula for single-particle green’s function is very useful, because it allows us to ignore all disconnected Feynman diagrams, which contain subunits not connected to the fermion line running from y to x. 3. The 3rd important remark is that, for any given connected diagram, there are many similar ˆ 1. diagrams that diﬀer in the permutation of the labels in the interaction Hamiltonian H For example, these two diagrams
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diﬀer from each other only in the permutation of the labels 1 & 2 associated with the interaction Hamiltonian. When these arguments are integrated oyut, these two give an identical contribution. Another example is the 3rd order connected diagram shown here.



Depending on how we assign three interaction Hamiltonians to these there wavy lines, we have 6 similar connected diagrams. All of these six gives an identical contribution to the green’s function. For a m-th ordered connected diagram, we generally have the factorial of m number of similar diagrams, which diﬀer in the permutations and all of which give an identical contribution. This, ’the factorial of m’ cancel the factor here. Thus, for a given topologically distinct connected Feynman diagram, we count only once, while omitting this prefactor. Here the ’topological distinct’ means as follows We regard that two diagrams are topologically distinct, when they cannot be transformed to each other, by any kind of deformation of wavy lines (interaction Hamiltonians).
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4. Note also that, in the first order examples shown in eq.(2.5.2), the terms (C)&(E) are equal to each other. They diﬀer only in that x&x’ are interchanged, while the potential is symmetric under this interchange Uλλ′ ,µµ′ (x, x′ ) = Uµµ′ ,λλ′ (x′ , x) Accordingly, it is suﬃcient to retain just one of these two, while omitting prefactor 21 which appears in Vˆ in eq.(2.3.3) The same is true for (D)&(F). We therefore obtain the following rules for calculating the n-th order contribution to the single particle green’s function. (a) Draw all topologically distinct connected Feynman diagrams, with n-interaction lines U and (2n+1) directed green’s function G0 (b) Label each vertex with a for dimensional space-time coordinate. (c) Each solid line represents a green’s function G0αβ (x, y) running for y to x. (d) Each wavy lines represents an interaction.



(e) integrate all the internal variables over space and time. (f) take the sum over all the spin indices associated with internal lines. n Since the n-th order term in eq.(2.5.3) has an explicit numerical factor ( −i ℏ ) 0 Each contraction of two field operators gives iG , so that (2n+1) contractions of the field operators gives (i)2n+1 −i n n (g) for each n-th order term for G, assign (−i)(i)2n+1 ( −i ℏ ) =( ℏ ) in addition to this, each Feynman diagram must be accompanied by either (+) or (-) sign, which comes from the rearrange process of the field operators. Namely, when we obtained eq.(2.5.2), we have rearranged the order of operators, in such a way that two field operators that are contracted are brought together. Depending on whether this rearrange process is accompanied by even numbers of permutations of field operators or odd numbers of the permutations, each Feynman diagram is accompanied by (+) or (-) sign respectively. Generally, a Feynman diagram with F-numbers of loops composed by fermion lines is accompanied by (−1)F
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This can be in the following way. Generally speaking, any loop in a Feynman diagram is given like this.



On the one hand, according to eq.(A), the starting order of the field operators is given like this.



ˆ 1 (t1 )...H ˆ 1 (ta )...H ˆ 1 (tb )...H ˆ 1 (tc )...H ˆ 1 (tm )ψˆα (x)ψˆ† (y)] T[H β
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Where these three interaction Hamiltonians correspond to these three wavy lines respectively. Each interaction Hamiltonian can be given like this, and corresponding Feynman diagram is depicted like this. Under the time-ordered product, we can rearrange this like this with even number of permutation. Similarly we can do this for other interaction Hamiltonians.



Now that this part corresponds to this part and this part corresponds to this part, so that we bring them together like this. This rearranging process is accompanied by even number of permutations, because these pairs of two fields always move together. Then, according to this diagram, we take contractions like this.
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Then, most of the two fields that are contracted are already brought together, except for these two fields. But, when we bring together these two, we always need odd numbers of permutations. This concludes that, for each loop of fermion fields, we always have one minus sign.



We can do the same procedure for the other loops which you can find within all the others. By construction, the remaining fermion fields comprise a single fermion lines which runs from y to x, where and x are associated with the external fermion fields which can be depicted like this ˆ 1 (t1 )...H ˆ 1 (ta )...H ˆ 1 (tb )...H ˆ 1 (tc )...H ˆ 1 (tm )ψˆα (x)ψˆ† (y)] T[H β =(−1)F T[(loop1)(loop2)...(loopF )ψˆ†····· (a)ψˆ· (a)ψˆ···· (b)...ψˆ†··· (c)ψˆ···· (c)ψˆα···· (x)ψˆβ†···· (y)] With even number of permutations, all the remaining fermion fields can be rearranged in this way. According to this picture, we take the contraction like this, where most of the two fields that are contracted are already brought together. except for these two field. When we bring together these two, we need even number of permutations, because here we have even numbers of field operators. =(−1)F T[(loop1)(loop2)...(loopF )(the single f ermion line)] This gives us this expression for this. (h) To summarize, a Feynman diagram with F-numbers of fermion loops is always accompanied by (−1)F This is the 2nd last rule for the Feynman diagram calculations. The final rule is for a non-interacting single particle green’s function with equal time variables. As I have already explained, the green’s function with equal time variables should be interpreted as this way (i) G0αβ (x, t; x′ , t′ ) → G0αβ (x, t; x′ , t + 0)
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This is all about the rules for the Feynman diagram calculations. Based on this Feynman’s rules, let us again calculate the 1st-order contribution to the singleparticle green’s function. (1)



Gαβ (x, y) =? Only the topologically distinct connected Feynman diagrams are just these two.



By labelling these vertex four dimensional coordinate,



According to the rule, we assign each fermion line with G0 and a wavy line with V. so that we obtain ∫ ∫ i (1) Gαβ (x, y) =( ) d4 x1 d4 x′1 ℏ {−Uλλ′ µµ′ (x1 , x′1 )G0αλ (x, x1 )G0λ′ β (x1 , y)G0µ′ µ (x′1 , x′1 ) + Uλλ′ µµ′ (x1 , x′1 )G0αλ (x, x1 )G0λ′ µ (x1 , x′1 )G0µ′ β (x′1 , y)} The second-order contribution can be enumerated like this.



(2.5.4)
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which exhaust all the 2nd-order topologically distinct connected diagrams. Writing the corresponding equations for all of these diagrams is a bit cumbersome, so that I only write down one of them. For example, consider the lase one
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CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE ∫ ∫ ∫ ∫ i (2) Gαβ (x, y) = ... + ( )2 d4 x1 d4 x′1 d4 x2 d4 x′2 Upp′ νν ′ (x2 , x′2 )Uλλ′ µµ′ (x1 , x′1 ) ℏ 0 Gαβ (x, x2 )G0pλ (x2 , x1 )G0λ′ ν (x1 , x′2 )G0ν ′ µ (x′2 , x′1 )G0µ′ β (x′1 , y)



Here, we don’t have any (-) sign, because the diagram doesn’t contain any fermion’s loop. Observing this expression, one can see that actual evaluations of each terms are highly involved, in a sense that, even 2nd order term requires integral over four internal variables. To reduce these complications, let us now restrict the following discussions to a spatially uniform (and spin-isotropic) system. In such a system, the green’s function take the form like this Gαβ (x, y) = Gαβ (x − y) This form allows us to take a fourier transformation ∫ 1 Gαβ (x, y) ≡ d4 keik(x−y) Gαβ (k) (2π)4 ∫ 1 0 Gαβ (x, y) ≡ d4 keik(x−y) G0αβ (k) (2π)4



(2.5.5)



with d4 k = d3 kfω



k · x = k · x − ωt In a spatially homogeneous system, the interaction potential depends only on the coordinate diﬀerence. U (x, x′ ) ≡V (x, x′ )δ(t − t′ ) =V (x − x′ )δ(t − t′ )



(2.5.6)



Such a potential can be also fourier-transformed 1 Uααββ ′ (x, x ) ≡ (2π)4 ′



∫



′



d4 keik(x−x ) Uααββ ′ (k)



where ∫ Uααββ ′ (k) =



d3 xe−ik·x Vααββ ′ (x) (E)



∫ 1 dωe−iωt ) (with the use of δ(t) = 2π Using this transformation, eq.(2.5.4) can be substantially simplified:



(2.5.7)
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∫ ∫ ′ i 1 2 4 ik(x−y) 0 0 ′ ′ ( ) d ke G (k)U (0)G (k) d4 k ′ eiω 0+ G0µ′ µ (k ′ ) ′ λλ µµ αλ λβ 4 ℏ (2π) ∫ ∫ i 1 2 4 ik(x−y) + ( ) d ke d4 k ′ G0αλ (k)Uλλ′ µµ′ (k ′ )G0λ′ µ (k − k ′ )G0µ′ β (k) ℏ (2π)4 ∫ 1 2 (1) ≡( ) d4 keik(x−y) Gαβ (k) (2π)4



(1)



Gαβ (x, y) = −



(1)



where Gαβ (k) contains only momentum integral. (1)



∫ ′ i 1 2 0 0 ′ ′ ( ) G (k)U (0)G (k) d4 k ′ eiω 0+ G0µ′ µ (k ′ ) ′ λλ µµ αλ λβ ℏ (2π)4 ∫ 1 2 0 i 0 ) G (k)G (k) d4 k ′ Uλλ′ µµ′ (k ′ )G0λ′ µ (k − k ′ ) (F ) + ( ′ αλ µβ ℏ (2π)4



Gαβ (k) ≡ −



(2.5.8)



This momentum space representation can be generalized into the higher-order Feynman diagram. Any Feynman diagram comprise a vertex show like this, in which one in-coming fermion line and one out-going fermion line and interaction lines meet with on another



2.5. DIAGRAMMATIC ANALYSIS OF PERTURBATION THEORY (FERMION CASE)



83



Under the fourier transformation defined in eq.(2.5.5), the in-coming fermion line provides eiqx1 , ′ and the out-going fermion line provides e−iq x1



where q and q’ are the four-dimensional momenta associated with these two lines. Namely, we assign this line with G0λ′ ,... (q) and assign this line with G0...,λ (q ′ ). When this interaction potential is given by Uλλ′ ,... (x1 , ...), where we assign the wavy line with Uλλ′ ,... (q ′′ ). For simplicity, we rewrite this picture like this.
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In order to indicate this plus sign, we put another arrow here for the interaction line. ′′ ′ Namely, for this figure, we suppose that these three lines provide eiqx , eiq x , e−iq x respectively. ′′ ′ while for the other case, we suppose that they provide eiqx , e−iq x , e−iq x respectively. Now that x here is the internal variable, we are supposed to take the integral over this. Now that, for any given Feynman diagram which have this as its submit, there is no x-dependence other than these three phase factors. Therefore, the integration over x gives a momentum conservation among these three. ∫



′



d4 xei(q−q +q



′′



)x



= (2π)4 δ 4 (q − q ′ + q ′′ )



Namely, the sum of the two in-coming momenta must be equal to the out-going momentum. Since every integral vertex provides the momentum conservation law, the in-coming momentum and out-going momentum conservation law, the in-coming momentum and out-going momentum for the external fermion fields are equal to each other.
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You can check this equality for any Feynman diagram. As an illustration, consider this



you can assign arrows for wavy lines in an arbitrary way, so that I put this way. Then we have these conservations for each internal vertex k5 = k1 + q ′′ k3 + k1 = k4 k2 + k4 = k3 q ′ = k2 + k5 q ′ = k2 + k5 = (k3 − k4 ) + k1 + q ′′ = k4 − k4 + q ′′ = q ′′ From which we safely obtain this equality. To sumarize, the Feynman rule in the momentum space representation can be summarized as follows. For the n-th order contribution to Gαβ (k, ω) ≡ Gαβ (k) 1. Draw all topologically distinct connected diagrams with n-interaction lines and (2n+1) fermion lines. 2. Assign momentum to fermion lines and interaction lines with arrows. 3. Correspondingly, we assign each fermion line with the non-interacting green’s fn in the momentum space.(eq.(2.3.6)) G0αβ (k, ω) = δαβ [



θ(|k| − kF ) θ(kF − |k|) + ] ω − ωk + iη ω − ωk − iη



while we assign each wavy line with the interaction potential in the momentum space representation. Uλλ′ ,µµ′ (q) ≡ Vλλ′ ,µµ′ (q) 4. Impose momentum conservations at every internal vertex. (2n + 1) + n − 2n = n + 1 This conservation gives (n+1) independent momentum, where one of them should be reserved for the external line.
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Thus we have n independent internal momenta, over which we need to take the integration. 5. Take a summation over internal spin indices. As an overall factor, we originally have ( ℏi )n (−1)F in the Feynman rule in the real space representation. During this fourier transformation process, we obtain (



1 2n+1 1 n 1 n+1 ) ( ) ((2π)4 )2n = ( ) (2π)4 (2π)4 (2π)4



One of them should be again reserved for the external line, so that 1 F 6. For the n-th order Feynman diagram for Gαβ (k), we need to apply ( ℏi )n (2π) as an 4n (−1) overall factor The final remark is about a fermion line that form a closed loop like this or about a fermion line whose two end points are linked by the same interaction link (like this)



These fermion lines are originally green’s function with equal time variables, so that we assigned these green’s function to them in this way. 7. When Fourie-transformed, this infinitesimally small factor is transformed with this additional factor, where η is positive small quantity: eiωη Gαβ (k, ω) (η → 0+) With this Feynman rule, one can obtain eq.(2.5.8) (1) Gαβ (k)



∫ ′ i 1 (0) (0) =− Gαλ (k)Uλλ′ µµ′ (0)Gλ′ β (k) d4 k ′ eiω 0+ G0µ′ µ (k ′ ) 4 ℏ (2π) ∫ ′ i 1 (0) (0) + G (k)Gµ′ β (k) d4 k ′ eiω 0+ Uλλ′ µµ′ (k − k ′ )G0λ′ µ (k ′ ) ℏ (2π)4 αλ



To make further progress, we decompose interaction potential U into spin independent part and spin dependent part Uλλ′ µµ′ (q) ≡Vλλ′ µµ′ (q) =V0 (q)δλλ′ δµµ′ + V1 (q)



3 ∑ ν=1



[σν ]λλ′ [σν ]µµ′
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where σ1,2,3 are Pauli matrices. Taking G0αβ (k) = δαβ G0 (k), we can rewrite eq.(2.5.8) as follows (1)



Gαβ (k) = −



i 1 δαλ G0 (k) ℏ (2π)4



{V0 (0)δλλ′ δµµ′ + V1 (0)



3 ∑



∫ [σν ]λλ′ [σν ]µµ′ }δλ′ β G0 (k)



ν=1



i 1 + δαλ G0 (k)δµ′ β G0 (k) ℏ (2π)4



∫



{V0 (k − k ′ )δλλ′ δµµ′ + V1 (k − k ′ )



′



d4 k ′ eiω 0+ δµµ′ G0 (k ′ )



′



d4 k ′ eiω 0+ 3 ∑



[σν ]λλ′ [σν ]µµ′ }δλ′ µ G0 (k ′ )



ν=1



with Tr[σν ] = 0 f or ν = 1, 2, 3 ∫ ′ i 1 0 0 2δ G (k)V (0)G (k) d4 k ′ eiω 0+ G0 (k ′ ) =− αβ 0 4 ℏ (2π) ∫ ′ i 1 0 0 + δαβ G (k)G (k) d4 k ′ V0 (k − k ′ )eiω 0+ G0 (k ′ ) ℏ (2π)4 ∫ ′ i 1 0 0 + 3δ G (k)G (k) d4 k ′ V1 (k − k ′ )eiω 0+ G0 (k ′ ) αβ ℏ (2π)4 ≡G0 (k)Σ(1) (k)G0 (k)δαβ ∫ ′ 1 ℏΣ(1) (k) =i 3 d4 k ′ [−2V0 (0) + V0 (k − k ′ )3V1 (k − k ′ )]eiω 0+ G0 (k ′ ) (2π)4 Thanks to this factor, we can integrate over frequency ∫



∞



−∞



dω ′ iω′ 0+ 0 ′ ′ e G (k , ω ) = 2π



so that



∫



∞ −∞



θ(kF − |k|) dω ′ iω′ 0+ θ(|k| − kF ) e [ + ] = iθ(kF − |k ′ |) 2π ω − ωk + iη ω − ωk − iη



∫



ℏΣ



(1)



dk′ [−2V0 (0) + V0 (k − k ′ )3V1 (k − k ′ )]θ(kF − |k′ |) (2π)3 ∫ dk′ =nV0 (0) − [V0 (k − k ′ )3V1 (k − k ′ )]θ(kF − |k′ |) (G) (2π)3



(k) = −



(2.5.9)



As we will see soon, these gives us a renormalization of single particle energy in the noninteracting limit. To see this, let us introduce a general argument which classify various contributions in an arbitrary Feynman diagrams.
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The classification leads to a so-called Dyson equation, which makes the diagramatic analysis to be very useful. Feynman rules suggests that the exact green’s function consists of the non-interacting green’s function plus all the connected terms with a free (”non-interacting”) green’s function at each ends. This structure is schematically shown like this:



The corresponding analytic expression is given by ∫ ∫ 0 4 Gαβ (x, y) = Gαβ (x, y) + d x1 d4 x′1 G0αλ (x, x1 )Σλµ (x1 , x′1 )G0µβ (x1 , y) Σ corresponds to this part, which includes all the connected Feynman diagrams and is called as the self-energy 2nd-order examples for Σ can be enumerated as follows



Generally speaking, there are two types of self energy. One is called as proper self-energy, which cannot be separated into two pieces by cutting one fermion lines. The other is called as inproper self-energy, which can be separated into two pieces by cutting a fermion lines. In this example, these are inproper ones, because, by cutting this line, they can be separated into two. Especially, we will denote by Σ⋆αβ (x1 , x′1 ) the sum of all proper self-energy terms.
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Then, thanks to the Feynman’s rule described so far, the self-energy consists of a sum of all possible repetitions of the proper self-energy. Σ(x1 , x′1 ) =Σ⋆ (x1 , x1 ?) ∫ + d4 x2 d4 x′2 Σ⋆ (x1 , x2 )G0 (x2 , x′2 )Σ⋆ (x′2 , x1 ?) ∫ ∫ 4 4 ′ + d x2 d x2 d4 x3 d4 x′3 Σ⋆ (x1 , x2 )G0 (x2 , x′2 )Σ⋆ (x′2 , x1 ?)G0 (x3 , x′3 )Σ⋆ (x′3 , x1 ?) + ... Which can be also described in terms of diagram as follows



Where this part denotes the proper self-energy, while this fermion line is for non-interacting green’s function. This description becomes possible, especially because, any n-th order Feynman diagram is accompanied only by ( ℏi )n (−1)F where F denotes the number of fermion loop. Namely, such a factor can be always decomposed like this
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Where n1 &n2 have denotes the number of wavy lines included in the 1st proper self-energy and 2nd proper self energy. so that n1 + n2 = n Similarly F1 &F2 denotes the numbers of fermion loops included in these two proper self-energy respectively. so that F1 + F2 = F Correspondingly, the single-particle green’s function becomes like this G(x, y) =G0 (x, y) ∫ + d4 x1 d4 x′1 G0 (x, x1 )Σ⋆ (x1 , x1 ?)G0 (x′1 , y) ∫ ∫ + d4 x1 d4 x′1 d4 x2 d4 x′2 G0 (x, x1 )Σ⋆ (x1 , x1 ?)G0 (x′1 , x2 )Σ⋆ (x2 , x′2 )G0 (x′2 , y) + ... or



As is clear from this repetitive structure, this can be rewritten also like this.



where the lower fermion line is replaced by green’s function itself. Namely, the unknown green’s function itself in the left hand side is used for the expression for the green’s function, so that the equation becomes a self-consistent equation This equation is called as Dyson’s equation, whose analytic expression is given like this ∫ Gαβ (x, y) = G0αβ (x, y) + d4 x1 d4 x′1 G0αλ (x, x1 )Σ⋆λµ (x1 , x1 ?)G0µβ (x′1 , y) By substituting the r.h.s into the left hand side, one can derive this equation out of this. In the momentum space representation, the Dyson equation become much more simpler. For spatially uniform system, the self-energy can be always Fourier transformed like this ∫ 1 d4 keik(x−y) Σ⋆αβ (k) Σ⋆αβ (x, y) = (2π)4
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With this definition and eq. (2-5-5), the Dyson equation reduces to an algebraic equation: Gαβ (k) = G0αβ (k) + G0αλ (k)Σ⋆λµ (k)Gµβ (k) For an isotropic system, G, G0 and Σ⋆ becomes diagonal in spin space Gαβ (k) = δαβ G(k) G0αβ (k) = δαβ G0 (k) Σ⋆αβ (k) = δαβ Σ⋆( k) As a result, the Dyson equation can be explicitly solved; G(k) = G0 (k) + G0 (k)Σ⋆ (k)G(k) ⇐⇒ (1 − G0 (k)Σ⋆ (k))G(k) = G0 (k) 1 ⇐⇒ G(k) = G0 −1 (k) − Σ⋆ (k) The inverse of G0 is given by [G0 (k)]−1 = ω − ωk + iηsgn(|k| − kF ) with η → 0+ As such, we find Gαβ (k, ω) =



δαβ − Σ⋆ (k, ω) ω − ωk + iηsgn(|k| − kF )



According to the Lehmann representation, this Green function has a pole above the real axis of ω when ω is less than µℏ, while it has a pole below the real axis of ω when ω is greater than µ/ℏ. This general statement ensures the imaginary part of the proper self energy is positive when ω is less than µ/ℏ, while it is negative otherwise  ⋆  ImΣ (k, ω) ≥ 0 for ω ≤ µ/ℏ  



ReΣ⋆ (k, ω) ≤ 0



for ω ≥ µ/ℏ



Thanks to this general statement, we can determine the chemical potential in interacting fermion systems as the point at which ImΣ⋆ (k, ω) changes the sign. In an interacting system, one particle excited state (a†k,λ |F.S⟩(|k| > kF )) or one-hole excited state (ak,λ |F.S⟩(|k| < kF )) are not an eigenstate of the system, so that these excited particles have a finite life time. Imaginary part of the pole of the Green’s function in ω < µ/ℏ region describes the life time for the hole, which that in ω?µ/ℏ region describes the life time for the particle. As an example of the proper self energy, let us consider the first-order & second-order (Feynman Diagrams) Within 1st order & 2nd order, the proper self energies are given like this respectively
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(2.5.10) Σ⋆(1) (k, ω) has been already calculated in eq. (2-5-9): ∫ 1 ℏΣ⋆(1) (k, ω) = nV0 (0) − d3 k′ [V0 (k − k′ ) + 3V1 (k − k′ )]θ(kF − |k|) (2π)3 which does not depend on frequency and which is real valued. This means that, within the 1st-order approximation, one-particle state or one-hole state has a infinite life time and eﬀect of the interaction is to change the one-particle spectrum ωk into another function of k



ωk → ω ˜ k = ωk + Σ⋆(1) (k) = ωk +



1 1 nV0 (0) − ℏ ℏ



∫



dk′3 × [V0 (k − k′ ) + 3V1 (k − k′ )]θ(kF − |k′ |) (2π)3



Here nV0 (0) is a constant energy shift of the one-particle spectrum, which represents the forward scattering coming from all the other particle. The latter parti represents the exchange scattering. Feynman-Dyson perturbation theory developed so far enable us to evaluate the Green’s function to all order in the interaction potential. In reality, however, obtaining all order exactly is impossible and we must resort to a certain approximation. As the simplest example, we retained only the first order contribution to the proper self energy. Unfortunately, such an approximation cannot capture the physics of most systems quite well, where inclusions of certain class of higher order terms are necessary. In the following three sections, I will introduce three approximation scheme which goes beyond the 1st-order approximation for the proper self-energy.
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(Self-Consist) Hatree-Fock Approximation



The first approximation scheme is the self-consistant Hartree-Fock approximation, which begins with the 1st order approximation for the proper selfenergy.



In this approximation, a particle moves in a single particle potential that is created by all the other particles by way of interaction potential. But, in this approximation, these internal fermion lines are just non-interacting Green’s function, so that background particles which create an eﬀective single-particle potential are treated as non-interacting. But, in reality, the background particles also move under the eﬀective single-particle potential. Therefore, it is much more natural to replace these non-interacting Green’s functions by the interacting Green’s function itself. Namely,



where these bold lines themselves are given by this proper selfenergy via Dyson equation,



We will study these equations in details. To this end, we will consider a spin= U (x). ∫ ˆ0 = H



3



ψα† (x)



1 2



[



fermion system in a static spin-independent potential



] ℏ2 ∇2 − + U (x) ψα (x) 2m



d x ∫ ˆ 1 = 1 d3 xd3 x′ ψα† (x)ψ † (x′ )V (x − x′ )ψβ (x′ )ψα (x) H β 2 Here we assumed the spin-independent interaction potential for simplicity.
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Within the self-consistent Hatree-Fock approximation, the Dyson equation is given by these two equations:     



∫



′



′



′



d4 x1 d4 x1 G0 (x, x1 )Σ⋆ (x1 , x1 )G(x1 , y) ( )] [ ∫ G(x , t ; x , t + 0)V (x − x ) 2 2 2 2 1 2 ′ ′ ′  ⋆ 3   ′ ′  ℏΣ (x1 , x1 ) = −iδ(t1 − t1 ) × δ(x1 − x1 ) 2 d x2 −G(x1 , t1 ; x1 , t1 + 0)V (x1 − x1 ) G(x, y) = G0 (x, y) +



Where the factor 2 comes from the spin summations. Now, it is convenient to use a Fourier representation. ∫ ′ ′ 1 dωe−iω(t−t ) G(x, x ; ω) 2π ∫ ′ ′ ′ ′ 1 0 G (x, t; x , t ) = dωe−iω(t−t ) G0 (x, x ; ω) 2π ′



′



′



′



G(x, t; x , t ) =



′



′



Σ⋆ (x, t; x , t ) = δ(t − t )Σ⋆ (x, x ) ∫ ′ ′ 1 = dωe−iω(t−t ) Σ⋆ (x, x ) 2π ∫



′



′



′



∫



1 d3 x2 V (x1 − x2 ) × 2π ∫ ′ ′ 1 + iV (x1 − x1 ) dωeiω0t G(x1 , x1 ; ω) 2π ′



′



d3 x1 d3 x1 G0 (x, x1 ; ω) × Σ⋆ (x1 , x1 )G(x1 , y, ω)



G(x, y; ω) = G0 (x, y; ω) +



ℏΣ⋆ (x1 , x1 ) = − i2δ(x1 − x1 )



(2.6.1)



∫ dωeiω0t G(x2 , x2 ; ω) (2.6.2)



Let us also introduce the orthonormal eigenfunctions of H0 . [ 2 2 ] ℏ ∇ H0 φ0j (x) ≡ − + U (x) φ0j (x) = ϵj φ0j (x) 2m In terms of this eigenfunctions, the field operator in the interaction representation can be expanded as  ∑ ϵj t −i ℏ  ψ(x, t) = φ (x)c e  j j   j ∑ ϵj t  †  φ∗j (x)c†j e+i ℏ   ψ (x, t) = j



where we used e+i



H0 t ℏ



cj e−i



H0 t ℏ



= e−i



ϵj t ℏ



cj
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In terms of them, the non-interacting Green’s function can be calculated as ′



′



′



′



iG0 (x, t; x , t ) =⟨Φ0 |Γ[ψI (x, t)ψI† (x , t )]|Φ0 ⟩ ′



′



′



= θ(t − t ) ⟨Φ0 |ψI (x, t)ψI† (x , t )|Φ0 ⟩ ′



′



′



− θ(t − t) ⟨Φ0 |ψI† (x , t )ψI (x, t)|Φ0 ⟩ ′ ϵ ′ ∑ ′ −i ℏj (t−t ) = θ(t − t ) φ0j (x)φ0∗ × ⟨Φ0 |cj c†j |Φ0 ⟩ j (x )e j ′



− θ(t − t) =



∑ j



=



∑



∑



′



′



ϵj



−i ℏ (t−t ) φ0j (x)φ0∗ × ⟨Φ0 |c†j cj |Φ0 ⟩ j (x )e



j



{ } ′ ϵ ′ ′ ′ † † −i ℏj (t−t ) (x )e φ0j (x)φ0∗ × θ(t − t )⟨Φ |c c |Φ ⟩ − θ(t − t)⟨Φ |c c |Φ ⟩ 0 j 0 0 j 0 j j j { } ′ ϵ ′ ′ ′ −i ℏj (t−t ) φ0j (x)φ0∗ × θ(t − t )θ(ϵ0j − ϵ0F ) − θ(t − t)θ(−ϵ0j + ϵ0F ) j (x )e



j



where ϵ0F is the energy of the highest filled state. The Fourier transformation leads to [ ∑ ′ 0 0∗ ′ 0 G (x, x ; ω) = φj (x)φj (x ) × j



θ(ϵ0j − ϵ0F ) θ(ϵ0F − ϵ0j ) + 0 −1 ω − ℏ ϵj + iη ω − ℏ−1 ϵ0j − iη



] (2.6.3)



The particle density at x in the unperturbed ground state is estimated as ∫ 1 0 n (x) = − i 2 dωeiω0t G0 (x, x; ω) 2π ∑ =2 |φ0j (x)|2 θ(ϵ0F − ϵ0j ) j



where the factor 2 comes from spin. The total number of fermions is given by its spatial integral: ∫ ∑ N = d3 xn0 (x) = 2 θ(ϵ0F − ϵ0j ) j



where we assume the normalization of φ0j (x) These three equations(eq.(2.6.1),eq.(2.6.2),eq.(2.6.3)) comprise a set of coupled equations for the Green’s function G. To solve these coupled equations in favor for G, let us apply a following diﬀerential operator onto eq.(2.6.1) ℏ2 ∇2 L1 = ℏω + − V (x) 2m If we apply this onto G0 (x, y; ω), we obtain the delta function in space, [ ] 0 0 0 0 ∑ θ(ϵ − ϵ ) θ(ϵ − ϵ ) j j F F L1 G0 (x, y; ω) = (ℏω − ϵ0j )φ0j (x)φ0∗ + j (y) × ω − ℏ−1 ϵ0j + iη ω − ℏ−1 ϵ0j − iη j ∑ 3 =ℏ φ0j (x)φ0∗ j (y) = ℏδ (x − y) j
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Thus, an application of L1 onto eq.(2.6.1) leads to ∫ ′ ′ ′ L1 G(x, y; ω) = ℏδ 3 (x − y) + d3 x1 ℏΣ⋆ (x, x1 )G(x1 , y; ω) or equivalently [ ] ∫ ′ ′ ′ ℏ2 ∇2x ℏω + − V (x) G(x, y; ω) − d3 x ℏΣ⋆ (x, x )G(x , y; ω) = ℏδ 3 (x − y) 2m



(2.6.4)



Generally, such a linearized integral equation can be solved in terms of following set of eigenstates φj (x) [ 2 2 ] ∫ ′ ′ ′ ℏ ∇x − + V (x) φj (x) + d3 x ℏΣ⋆ (x, x )φj (x ) = ϵj φj (x) (2.6.5) 2m ′



′



iGαβ (x, t; x , t ) =



′ ∑ −i(En −E)(t−t ) ′ ′ ℏ {θ(t − t )e × ⟨Ψ0 |ψα (x)|Ψn ⟩⟨Ψn |ψβ† (x )|Ψ0 ⟩



n ′



− θ(t − t)e



′ −i(En −E)(t−t ) ℏ



′



× ⟨Ψ0 |ψβ† (x )|Ψn ⟩⟨Ψn |ψα (x)|Ψ0 ⟩}



∑ ⟨Ψ0 |ψα (x)|Ψn ⟩⟨Ψn |ψβ† (x )|Ψ0 ⟩ [ ω − ℏ−1 (En − E) + iη n ′



′



Gαβ (x, x ; ω) =



⟨Ψ0 |ψβ† (x )|Ψn ⟩⟨Ψn |ψα (x)|Ψ0 ⟩ ′



+ 1 2π



∫



+∞



ω − ℏ−1 (En − E) − iη



′



dωGαβ (x, x ; ω)eiω0t = i



−∞



( ∫ i



+∞



′



∑ ′ ⟨Ψ0 |ψβ† (x )|Ψn ⟩⟨Ψn |ψα (x)|Ψ0 ⟩



)∗



dωG(x, x ; ω)eiω0t



n



∫



+∞



′



dωG(x , x; ω)eiω0t



=i



−∞



]



−∞



where ℏΣ⋆ play role of a static but no-local potential. Since Σ⋆ is hermitian, ′ ′ Σ⋆∗ (x, x ) = Σ⋆ (x , x) {φj } comprises complete set of orthonormal eigenfunctions with ∑



′



′



φj (x)φ∗j (x ) = δ 3 (x − x )



j



∫



d3 xφ∗j (x)φm (x) = δjm



and ϵj is real. In terms of this eigenstates, the Green’s function satisfying eq.(2.6.4) is roughly given in a following form: ∑ 1 G(x, y; ω) ∼ φj (x)φ∗j (y) · ω − ℏ−1 ϵj j
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According to eq.(2.3.2), the particle density and total number of the particles are given by the frequency integral of this Green’s function. ∫ +∞ 1 n(x) = −i 2 · dωeiω0t G(x, x; ω) 2π −∞ ∫ ∫ +∞ 1 N = −i 2 · d3 x dωeiω0t G(x, x; ω) 2π −∞ ˆ 1 conserves the total number of particles, the number of particles But, since the perturbation H thus calculated should be equal to the number of particles in the unperturbed ground state. To make it possible, the denominator in the r.h.s. of this equation should acquire an infinitesimally small imaginary part like this: [ ] ∑ θ(ϵj − ϵF ) θ(ϵF − ϵj ) ∗ G(x, y; ω) = φj (x)φj (y) + (η > 0) (2.6.6) ω − ℏ−1 ϵj + iη ω − ℏ−1 ϵj − iη j ϵF here denote the energy of the highest filled state of these orthonormal eigenstates, which satisfies ∑ ∑ θ(ϵF − ϵj ) = N ≡ θ(ϵ0F − ϵ0j ) j



j



substituting this solution back into eq.(2.6.2), we obtain the self-energy itself, which is given by these orthonormal eigenstates. ∫ ∑ ′ ′ ⋆ ℏΣ (x1 , x1 ) =2 δ(x1 − x1 ) d3 x2 V (x1 − x2 ) × |φj (x2 )|2 θ(ϵF − ϵj ) ′



− V (x1 − x1 ) ′



=δ(x1 − x1 )



∫



∑



j ′ φj (x1 )φ∗j (x1 )θ(ϵF



− ϵj )



j



(2.6.7)



d x2 V (x1 − x2 )n(x2 ) (Fock term) ∑ ′ ′ − V (x1 − x1 ) φj (x1 )φ∗j (x1 )θ(ϵF − ϵj ) (Hartree term) 3



j



Within this HF approximation, the self-energy consists of two terms. One is a local term propotional to particle density, and the other is non-local exchange term. These two are often called as Hartree term and Fock term respectively. To summarize, eq.(2.6.5) and eq.(2.6.7) comprise a self-consistent equations for the orthonormal eigenstates φj and its eigenvalue ϵj . Namely, once φj and ϵj are given, the self-energy Σ⋆ are calculated by eq.(2.6.7). In terms of this self-energy, the orthonormal eigenstates φj and ϵj are recalculated. This process is repeated, until a self-consistent solution for {φj } and {ϵj } is obtained. Once the self-consistent solution is obtained, we can calculate Green’s function from eq.(2.6.6), from which we can calculate various physical quantities such as ground state energy and ground state expectation value of single particle operators. ——————This is all about the Hartree-Fock approximation, which is quite commonly used in condensed matter physics research. In the following two sections, I will describe two other standard approximation scheme commonly used in the contemporary research.
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CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE



2.7



Imperfect Fermi Gas



The first system considered is a dilute Fermi gas with strong short-range repulsive interaction, which is somtimes called as “imperfect Fermi gas”. We assume that the repulsive interaction is s-wave like, so that the potential depends only on a spatial distance between two particles. To be specific, we assume that the repulsive interaction is described by a square-well shape potential.



where positive V0 means repulsive and “a” represents an interaction range. “strong short-range repulsive interaction” means that “V0 ” will be taken to be suﬃciently large, but “a” will be taken to be small. { V0 → large a → small For the kinetic energy part, we simply assume the free electron Hamiltonian [ 2 2] ∑∫ ℏ ∇x H0 = d3 xψα† (x) − ψα (x) 2m α whose dispersion take a parabolic form.



“dilute Fermi gas” means that the chemical potential is chosen so that the Fermi momentum is suﬃciently small. kF → small Now kF a comprises a dimensionless quantity. The natural coupling constant for “imperfect Fermi gas” is “kF a”. Namely, we are going to analyize the “imperfect Fermi gas” by treating “kF a” as a small parameter. Thereby, physical quantities such as ground state energy, chemical potential and quasi-particle spectrum are calculated, perturbatively in small kF a. ] ℏ2 kF2 [ E 2 = A + B(kF a) + C(kF a) + . . . e.g.) N 2m To do this perturbation expansion, systematically, let us begin with the 2nd order contribution to the proper self energy. According to eq.(2.6.4), the 2nd order contribution can be enumerated as follows:
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For the uniform electron gas case, these four term exactly reduce to zero. —————————– For example, consider this diagram. The self energy part can be calculated as this. ( )2 ∫ ∫ ∫ ∫ ′ i 1 3 3 ′ d q dϵ d q dϵ 8 ℏ (2π) { } ′ ′ ′ ′ 2 × V (q − q )V (k − q)eiϵ 0t G0 (q , ϵ ) × [G0 (q, ϵ)] where G0 (q, ϵ) ≡



θ(|q| − kF ) θ(kF − |q|) + ϵ − ϵq + iη ϵ − ϵq − iη



Putting this into here, this part becomes like this: ∫



′



dϵ 2π



[



θ(|q| − kF ) θ(kF − |q|) + ϵ′ − ϵq′ + iη ϵ′ − ϵq′ − iη



]2



Since θ(|q| − kF )θ(kF − |q|) = 0 the cross term vanishes, so that we have ∫











′



dϵ  θ(|q| − kF ) θ(kF − |q|)  ( )2 + ( )2  2π ϵ′ − ϵq′ + iη ϵ′ − ϵq′ − iη



Now we can integrate this, by closing the contour either in the upper half plane or in the lower half plane(By using the method of contour integration). But, since both of these two are the second order pole, the contour integration always reduce to zero, irrespective of whether the integration is carried out in the upper–half plane or in the lower–half plane. Therefore, this contribution always reduce to zero. Similarly, we can immediately see that all of these also reduce to zero, because these parts give the same integration as this.
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Let me first integrate over these internal frequencies by using the method of contour integration. ∫



dϵ 2π



∫



′



dϵ 2π



[



] θ(kF − |k − q|) θ(|k − q| − kF ) + ω − ϵ − ϵk−q + iη ω − ϵ − ϵk−q − iη ] [ ′ ′ θ(kF − |q + q |) θ(|q + q | − kF ) + × ϵ + ϵ′ − ϵq+q′ + iη ϵ + ϵ′ − ϵq+q′ − iη [ ] ′ ′ θ(|q | − kF ) θ(kF − |q |) × ′ + ϵ − ϵq′ + iη ϵ′ − ϵq′ − iη



I will first integrate over ϵ, whose integrand is the product between these two: ] [ ] [ ′ ′ θ(|k − q| − kF ) θ(kF − |k − q|) θ(|q + q | − kF ) θ(kF − |q + q |) + × + ω − ϵ − ϵk−q + iη ω − ϵ − ϵk−q − iη ϵ + ϵ′ − ϵq+q′ + iη ϵ + ϵ′ − ϵq+q′ − iη From this product, we have four terms. But these two reduce to zero, when the contour integration over ϵ is carried out. ... ... · ω − ϵ − ϵk−q ± iη ϵ + ϵ′ − ϵq+q′ ∓ iη Namely these two have a pole in the upper half plane, while these two have a pole in the lower half plane. Thus, for this term, we can close the contour in the lower half plane, while for this term, we can close the contour in the upper half plane, which reduce them to zero under the integration. On the one hand, these combinations always have a pole both in the upper half plane and in the lower half plane. ... ... · ω − ϵ − ϵk−q ± iη ϵ + ϵ′ − ϵq+q′ ± iη Thus, irrespective of how the contour is closed, these two combinations give finite contribution. } { ∫ ′ ′ θ(kF − |k − q|) θ(|k − q| − kF ) θ(|q + q | − kF ) θ(kF − |q + q |) dϵ + · · 2π ω − ϵ − ϵk−q + iη ϵ + ϵ′ − ϵq+q′ + iη ω − ϵ − ϵk−q − iη ϵ + ϵ′ − ϵq+q′ − iη ′



′



θ(|k − q| − kF )θ(|q + q | − kF ) θ(kF − |k − q|)θ(kF − |q + q |) = −i · +i· ω − ϵk−q + ϵ′ − ϵq+q′ + 2iη ω − ϵk−q + ϵ′ − ϵq+q′ − 2iη ′



Let me next integrate over ϵ , by subtituting this into here. From this product, we again have four terms.
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Now these two have a pole in the upper half plane, while these two have a pole in the lower half plane. Due to the same reason, only these two combinations give us a finite contribution.



∫



′



′



′



dϵ θ(|k − q| − kF )θ(|q + q | − kF ) θ(kF − |q |) (−i){ · ′ 2π ϵ′ + ω − ϵk−q − ϵq+q′ + 2iη ϵ − ϵq′ − iη ∫ ′ ′ ′ dϵ θ(kF − |k − q|)θ(kF − |q + q |) θ(|q | − kF ) · } − 2π ϵ′ + ω − ϵk−q − ϵq+q′ − 2iη ϵ′ − ϵq′ + iη ′



= (−i){i



′



θ(|k − q| − kF )θ(|q + q | − kF )θ(kF − |q |) ω − ϵk−q − ϵq+q′ + ϵq′ + 3iη ′



+i



′



θ(kF − |k − q|)θ(kF − |q + q |)θ(|q | − kF ) } ω − ϵk−q − ϵq+q′ + ϵq′ − 3iη



By substituting this into the original expression we obtain this:



1 = 2 ℏ



∫



∫



dq (2π)



3



′



dq



(2π)



3 ′



′



θ(|k − q| − kF )θ(|q + q | − kF )θ(kF − |q |) × V (q){ ω − ϵk−q − ϵq+q′ + ϵq′ 2



′



+



(2.7.1)



′



θ(kF − |k − q|)θ(kF − |q + q |)θ(|q | − kF ) } ω − ϵk−q − ϵq+q′ + ϵq′



Similarly we can calculate the other 2nd order contribution to the proper self-energy.



( )2 ∫ ∫ ∫ ∫ ′ i 1 3 3 ′ d q dϵ d q dϵ ℏ (2π)8 { } ′ ′ ′ ′ ′ ′ × V (q )V (−q + q + k) × G0 (q − q , ϵ − ϵ )G0 (q, ϵ)G0 (q + k, ϵ + ω)



———————————————
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∫ =



∫



dϵ 2π



′



dϵ 2π



[



] ′ ′ θ(|q − q | − kF ) θ(kF − |q − q |) + ϵ − ϵ′ − ϵq−q′ + iη ϵ − ϵ′ − ϵq−q′ − iη [ ] θ(|q| − kF ) θ(kF − |q|) + × ϵ − ϵq + iη ϵ − ϵq − iη ] [ ′ ′ θ(|q + k| − kF ) θ(kF − |q + k|) × ′ + ϵ + ω − ϵq′ +k + iη ϵ′ + ω − ϵq′ +k − iη



dϵ θ(|q| − kF ) θ(kF − |q|) { + } 2π ϵ − ϵq + iη ϵ − ϵq − iη ′



×(−i){



′



θ(|q − q | − kF )θ(|q + k| − kF ) ϵ + ω − ϵq′ +k − ϵq−q′ + 2iη ′



′



θ(kF − |q − q |)θ(kF − |q + k|) } ϵ + ω − ϵq′ +k − ϵq−q′ − 2iη



+



′



′



θ(|q| − kF )θ(kF − |q − q |)θ(kF − |q + k|) = −{ ω + ϵq − ϵq′ +k − ϵq−q′ − 3iη ′



+ ∫ →+



d3 q (2π)3



∫



′



θ(kF − |q|)θ(|q − q | − kF )θ(|q + k| − kF ) } ω + ϵq − ϵq′ +k − ϵq−q′ + 3iη ——————————————— ′



′



′



d3 q θ(kF − |q|)θ(|q − q | − kF )θ(|q + k| − kF ) ×[ (2π)3 ω + ϵq − ϵq′ +k − ϵq−q′ ′



′



θ(|q| − kF )θ(kF − |q − q |)θ(kF − |q + k|) ] + ω + ϵq − ϵq′ +k − ϵq−q′



(2.7.2)



——————— Observing these two expressions, notice that the integrants always contain the step function { 1 x>0 θ(x) = 0 x
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(2.7.3) A basic feature of these ladder–type diagrams is as follows. When all the interaction lines are put along the horizontal direction, any ladder–type diagrams contain only one internal line which runs in the reverse direction to the other internal lines. In these diagrams, these are the ones which run in the reverse direction. Due to this feature, the integrant of these diagram contains (2n − 1)– numbers of fermi distribution function for particle times one fermi distribution function for hole. ∫ 3 ∫ 3 ∫ 3 d q1 d q2 d qn n = . . . V 3 3 (2π) (2π) (2π)3 (1)hole line (2n − 1)number for particle lines z }| {z }| { θ(|q1 | − kF )θ(|q2 | − kF ) . . . θ(|qn | − kF )θ(kF − | − k + qn−1 + qn |) ×{ (energy denominator) + o((kF a)2 )} Any Feynman diagrams other than these ladder–type diagram contain at least two internal lines which run in the reverse direction to the other internal lines. Therefore, their leading order term always contain at least two hole lines, so that they are at most the 2nd order of kF a. For example, consider a following 3rd order perturbation to the proper self energy term.



When all the interaction lines are put in the horizontal way, this Feynman diagram contain two internal lines which run in the reverse direction to the other.
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( )3 ∫ ∫ ∫ ∫ ∫ ∫ i 1 3 3 3 − d q dϵ d q dϵ d q dϵ3 1 1 2 2 3 ℏ (2π)12 × V (k − q1 )V (q1 − q2 )V (q2 − k) × G0 (q1 , ϵ1 )G0 (q2 , ϵ2 )G0 (q3 , ϵ3 ) × G0 (q3 − q1 + q2 , ϵ3 − ϵ1 + ϵ2 )G0 (q3 − q1 + k, ϵ3 − ϵ1 + ω)



———————————————



[ ] ∫ ∫ dϵ1 dϵ2 dϵ3 θ(|q1 | − kF ) θ(kF − |q1 |) + 2π 2π 2π ϵ1 − ϵq1 + iη ϵ1 − ϵq1 − iη ] [ ] [ θ(|q2 | − kF ) θ(kF − |q2 |) θ(|q3 | − kF ) θ(kF − |q3 |) × + × + ϵ2 − ϵq2 + iη ϵ2 − ϵq2 − iη ϵ3 − ϵq3 + iη ϵ3 − ϵq3 − iη [ ] θ(|q3 − q1 + q2 | − kF ) θ(kF − |q3 − q1 + q2 |) × + ϵ3 − ϵ1 + ϵ2 − ϵq3 −q1 +q2 + iη ϵ3 − ϵ1 + ϵ2 − ϵq3 −q1 +q2 − iη [ ] θ(|q3 − q1 + k| − kF ) θ(kF − |q3 − q1 + k|) × + ϵ3 − ϵ1 + ω − ϵq3 −q1 +k + iη ϵ3 − ϵ1 + ω − ϵq3 −q1 +k − iη [ ∫ ∫ dϵ1 dϵ3 θ(|q3 − q1 + q2 | − kF )θ(kF − |q2 |) =i 2π 2π ϵ3 − ϵ1 + ϵq2 − ϵq3 −q1 +q2 + 2iη ] θ(kF − |q3 − q1 + q2 |)θ(|q2 | − kF ) − × [. . .] ϵ3 − ϵ1 + ϵq2 − ϵq3 −q1 +q2 − 2iη ∫
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[ ∫ dϵ1 dϵ3 θ(|q3 + q2 | − kF )θ(kF − |q2 |) =========i q3 −q2 →q3 2π 2π ϵ3 + ϵq2 − ϵq3 +q2 + 2iη ] θ(kF − |q3 + q2 |)θ(|q2 | − kF ) − ϵ3 + ϵq2 − ϵq3 +q2 − 2iη [ ] θ(kF − |q1 |) θ(|q1 | − kF ) + × ϵ1 − ϵq1 + iη ϵ1 − ϵq1 − iη ] [ θ(kF − |q3 + k|) θ(|q3 + k| − kF ) + × ϵ3 + ω − ϵq3 +k + iη ϵ3 + ω − ϵq3 +k − iη ] [ θ(kF − |q3 + q1 |) θ(|q3 + q1 | − kF ) + × ϵ3 + ϵ1 − ϵq3 +q1 + iη ϵ3 + ϵ1 − ϵq3 +q1 − iη [ ∫ dϵ3 θ(|q3 + q2 | − kF )θ(kF − |q2 |) =(i)2 2π ϵ3 + ϵq2 − ϵq3 +q2 + 2iη ] θ(kF − |q3 + q2 |)θ(|q2 | − kF ) − ϵ3 + ϵq2 − ϵq3 +q2 − 2iη ] [ θ(|q1 | − kF )θ(kF − |q3 + q1 |) θ(kF − |q1 |)θ(|q3 + q1 | − kF ) × − + ϵ3 − ϵq3 +q1 + ϵq1 − 2iη ϵ3 − ϵq3 +q1 + ϵq1 + 2iη [ ] θ(|q3 + k| − kF ) θ(kF − |q3 + k|) × + ϵ3 + ω − ϵq3 +k + iη ϵ3 + ω − ϵq3 +k − iη ϵ3 −ϵ1 →ϵ3



∫



Due to these reasonings, the leading order diagrams in the low density limit are given by these ladder–type diagrams.



These ladder-type of diagram can be given by so-called the eﬀective two-particle interaction.



(2.7.4) Where the eﬀective two-particle interaction is given by this:
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(2.7.5) ——————————————— The corresponding analytic expression are given as follows: ∫ ∫ 1 1 ⋆ 4 0 ℏΣ (p) = −2i d kG (k)Γ(p, k; p, k) + i d4 kG0 (k)Γ(k, p; p, k) (2π)4 (2π)4 ∫ 1 Γ(p1 , p2 ; p3 , p4 ) = v0 (p1 − p3 )+iℏ−1 d4 qv0 (q) (2π)4



(2.7.4’)



(2.7.6)



× G0 (p1 − q)G0 (p2 + q)Γ(p1 − q, p2 + q; p3 , p4 ) with v0 (q) = V0 (q) This factor “2” comes from the summation over spin index associated with this closed loop, while the corresponding spin index here is fixed by the external line so that there is no factor “2” in the 2nd term. The minus sign here comes from this closed loop, while there is no closed loop in the 2nd term. This self consistent equation for the two-particle interaction is called Bethe-Salpeter equation, for the eﬀective interaction. Now, the calculation of the proper self energy reduces to solving the Bethe-Salpeter equation in favor for the eﬀective interaction. To do this, let us define an “eﬀective wavefunction” Q out of the eﬀective interaction. ∫ 1 Γ(p1 , p2 ; p3 , p4 ) ≡ d4 qv0 (q)Q(p1 − q, p2 + q; p3 , p4 ) (2.7.7) (2π)4 The B.S. equation for the eﬀective wavefunction is given by1 : ( ) ∫ i d4 q Q(p1 , p2 ; p3 , p4 ) = (2π)4 δ 4 (p1 − p3 ) + G0 (p1 )G0 (p2 ) × v0 (q) · Q(p1 − q, p2 + q; p3 , p4 ) ℏ (2π)4 (2.7.8) To study this B.S. equation, let us first introduce the total center of mass wave vector as P ≡ p1 + p2 = p3 + p4 1



Γ(p1 , p2 ; p3 , p4 ) =(2π)−4



∫



d4 qv0 (q)(2π)4 δ(p1 − q − p3 ) ∫ i + (2π)−4 d4 qv0 (q) G0 (p1 − q)G0 (p2 + q)Γ(p1 − q, p2 + q; p3 , p4 ) ℏ



(2.7.9)
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where the last equality comes from the conservation of total four-momentum. We also introduce the relative wave vectors as p≡



′ 1 1 (p1 − p2 ), p ≡ (p3 − p4 ) 2 2



(2.7.10)



In terms of these three wave vectors, p1 , p2 , p3 , p4 are given as follows.  1 1   p1 = P + p, p2 = P − p 2 2 ′ 1   p3 = P + p , p4 = 1 P − p′ 2 2



(2.7.11)



Let us integrate Q(p1 , p2 ; p3 , p4 ) over the frequency component of the former relative wave vector (p):1 1 2π



∫



1 dp0 Q(p1 , p2 ; p3 , p4 ) = 2π



∫



′ 1 ′ 1 1 1 dp0 Q( P + p, P − p; P + p , P − p ) 2 2 2 2 ′



(2.7.12)



≡χ(p, p , P ) ′



which we call as χ(p, p , P ). Now that v0 (q) is independent of the frequency component of q: v0 (q) ≡ V0 (q), the B.S. equation for Q can be made into that for χ. Namely, this part reduces to this2 : ∫



d4 q v0 (q)Q(p1 − q, p2 + q; p3 , p4 ) = (2π)4



∫



′ d3 q V0 (q)χ(p − q, p , P ) (2π)3



So that, by integrating over p0 , we can reduce this B.S. equation into this: ∫



′ 1 ′ 1 1 dp0 1 Q( P + p, P − p; P + p , P − p ) 2π 2 2 2 2 ∫ ∫ ∫ ′ ′ dp0 dp d3 q 0 4 4 −1 0 1 0 1 = (2π) δ (p − p ) + iℏ G ( P + p)G ( P − p) × V0 (q)χ(p − q, p , P ) 2π 2π 2 2 (2π)3 ∫ ∫ ′ ′ dp0 0 1 d3 q 3 3 −1 0 1 =(2π) δ (p − p ) + iℏ G ( P + p)G ( P − p) × V0 (q)χ(p − q, p , P ) 3 2π 2 2 (2π)



Namely, we obtain the B.S. equation for χ: i χ(p, p , P ) = (2π) δ (p − p ) + ℏ ′



1p 2q



′



3 3



′



′



′



≡ (p, p0 ), p ≡ (p , p0 ) ≡ (q, q0 )



∫



1 dp0 0 1 G ( P + p)G0 ( P − p) × 2π 2 2



∫



′ d3 q V0 (q)χ(p − q, p , P ) (2π)3 (2.7.13)
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When solving this equation iteratively, one can see that χ(p, p , P ) thus given is actually inde′ pendent from the frequency component of p : ∫ ′ ′ ′ dp0 0 1 i 1 3 3 χ(p, p , P ) =(2π) δ (p − p ) + G ( P + p)G0 ( P − p)V0 (p − p ) ℏ 2π 2 2 ( )2 ∫ i dp0 0 1 1 + G ( P + p)G0 ( P − p) ℏ 2π 2 2 ∫ ∫ ′ 1 d(p − q0 ) 0 1 1 0 × d3 qV0 (q) G ( P + p − q)G0 ( P − p + q)V0 (p − q − p ) 3 (2π) 2π 2 2 + ... ′



′



Thus, we just call χ(p, p , P ) as χ(p, p , P ). ∫ ∫ ′ ′ ′ i dp0 0 P P d3 q χ(p, p , P ) = (2π)3 δ 3 (p − p ) + G ( + p)G0 ( − p) × V0 (q)χ(p − q, p , P ) 3 ℏ 2π 2 2 (2π) (2.7.14) It is now easy to evaluate the underlined part: ] [ ∫ θ(| P θ(kF − | P i dp0 2 + p| − kF ) 2 + p|) + = ℏ 2π ℏ( P20 + p0 ) − ϵ P +p + iη ℏ( P20 + p0 ) − ϵ P +p − iη 2 2 [ ] P P θ(| 2 − p| − kF ) θ(kF − | 2 − p|) × + ℏ( P20 − p0 ) − ϵ P −p + iη ℏ( P20 − p0 ) − ϵ P −p − iη 2 2 [ ] P P P θ(| P + p| − k )θ(| − p| − k ) θ(k F F F − | 2 + p|)θ(kF − | 2 − p|) 2 2 =i(−i) − ℏP0 − ϵ P +p − ϵ P −p + 2iη ℏP0 − ϵ P +p − ϵ P −p − 2iη 2



Now that ϵk ≡



ℏ2 k2 2m ,



2



2



2



we have



ℏP0 − ϵ 12 P+p − ϵ 21 P−p = ℏP0 −



ℏ2 P2 ℏ2 p2 ℏ2 p2 − =E− 4m m m



(2.7.15’)



Using also N (P, p) = 1 − n0P +p − n0P −p 2



(2.7.15)



2



with n0p ≡ θ(kF − |p|), the underlined part can be simplified into this: ∫ i dp0 0 P P N (P, p) G ( + p)G0 ( − p) = ℏ2 p2 ℏ 2π 2 2 E− + iηN (P, p) m



and B.S. equation can be given as follows: ′



N (P, p)



′



χ(p, p , P ) = (2π)3 δ 3 (p − p ) +



E−



ℏ2 p2 m



+ iηN (P, p)



∫



′ d3 q × V0 (q)χ(p − q, p , P ) (2.7.16) (2π)3



In terms of χ thus given, the eﬀective two-particle interaction is given as follows: ∫ ′ ′ 1 d3 qV0 (q)χ(p − q, p , P ) Γ(p, p , P ) = 3 (2π)



(2.7.17)



2.7. IMPERFECT FERMI GAS



109



To solve this Bethe-Salpeter equation, let us first consider the low density limit, in which N (P, p) can be replaced by 1. ∫ ′ ′ ′ 1 d3 q 3 3 χ0 (p, p , P ) = (2π) δ (p − p ) + × V0 (q)χ0 (p − q, p , P ) (2.7.18) 2 2 3 ℏ p (2π) + iη E− m



By scaling E and V0 by



ℏ m, 2



ϵ=



mE mV0 (q) , v0 (q) = ℏ2 ℏ2



we have: ′



′



χ0 (p, p , P ) = (2π)3 δ 3 (p − p ) +



1 × ϵ − p2 + iη



∫



′ d3 q v0 (q)χ0 (p − q, p , P ) (2π)3



(2.7.19)



(2.7.18’)



This equation can be solved closely in paralled to the scattering problem of one electron by a sperical hard core potential. ——————— I suppose that the scattering problem are usually given in the course of Quantum Mechanics, so that I will not go into the details of it. But, to make this class to be self-contained, I will briefly summarize the scattering problem of single electron by the hard core potential. Consider that an incident electron wave of momentum k is injected to a spherical hard core potential: [ 2 2 ] ℏ ∇ − + V (x) ψ(x) = Eψ(x) (2.7.A.1) 2m where V (x) represent the hard core potential depending only on the radial coordinate.



Since the incident wave have momentum k, we want find an eigenstate of this Hamiltonian which 2 2 k have energy of ℏ2m . With a proper scaling, this reduces to ( ) [ 2 ] 2mV (x) 2 ∇ + |k| ) ψ(x) = v(x)ψ(x) v(x) = (2.7.A.1’) ℏ2 When x is far from the origin at which the hard core scattering potential is located, the eigenwavefunction become a plane-wave with the momentum k. ψ(x) = eik·x + . . . Since this requirement is nothing but the boundary condition, we put k as a subscript of ψ: ψk (x) = eik·x + . . .



110 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE When x becomes close to the scattering potential, we need correction to the eigenwavefunction, which can be given like this: ∫ ψk (x) = eik·x − d3 yG(+) (x − y)v(y)ψk (y) (2.7.A.2) An “out-going-wave” Green’s function G(+) which satisfies this: ( ) 2 ∇2x + |k| G(+) (x − y) = −δ 3 (x − y) is given by this:



(2.7.A.3)



∫



1 eik|x−y| d3 p eip·(x−y) = (2.7.A.4) (2π)3 p2 − k 2 − iη 4π |x − y| You can check that this set of solutions indeed satisfies this Schr¨odinger equation. If the scattering potential has no bound state, then this eigenstate support a complete set of states: ∫ ′ ′ d3 k ψk (x)ψk∗ (k ) = δ 3 (x − x ) (2.7.A.5) 3 (2π) In the momentum representation, ∫    ψ (p) ≡ d3 xe−ip·x ψk (x)  k ∫ (2.7.A.6)    v(p) ≡ d3 xe−ip·x v(x) G



(+)



(x − y) =



This equation can be rewritten as ψk (p) = (2π)3 δ 3 (k − p) −



1 2 p − k2 − iη



∫



d3 q v(q)ψk (p − q) (2π)3



(2.7.A.7)



Then the scattering amplitude for a transition from an incident wave vector k to a final wave vector p is defined by this part: ∫ dq ˜ f (p, k) ≡ −4πf (p, k) ≡ v(q)ψk (p − q) (2.7.A.8) (2π)3 In terms of the scattering amplitude, this reduces to this: ψk (p) = (2π)3 δ 3 (k − p) +



k2



f˜(p, k) − p2 + iη



(2.7.A.7’)



According to this completeness relation, this satisfies the corresponding completeness relation, which is given like this: ∫ ′ ′ d3 k ψk (p)ψk∗ (p ) = (2π)3 δ 3 (p − p ) (2.7.A.9) (2π)3 ′



When the norm of the outgoing-wave momentum(|k| = |k |) and that of the incident wave is same, the scattering amplitude is calculated by “the method of partial wave”:1 ′



f (k, k ) =



∞ ∑ 2l + 1 l=0



1P



l (x)



is the Legendre polynomial.



k



eiδl sin(δl )Pl (cosθ)



(2.7.A.10)



2.7. IMPERFECT FERMI GAS



111 ′



′



where θ is angle subtended by k and k and k = |k| = |k |. δl is called a “phase shift” associated with l-th partial wave. In the limit of hard core(V0 → +∞), the phase shift can be expanded with respect to small ka , as:2 tan(δl ) = −



(ka )2l+1 + o((ka )2l+2 ) (2l + 1)[(2l − 1)!!]2



(2.7.A.11)



———————————– These are the summary of “scattering problem of a single electron by a spherical hard core potential”, which becomes very useful for solving the Bethe-Salpeter equation in the low-density limit.



1 χ0 (p, p , P ) = (2π) δ (p − p ) + · ϵ − p2 + iη ′



′



3 3



∫



′ d3 q v0 (q)χ0 (p − q, p , P ) (2π)3



(2.7.18’)



To see this, let us rewrite this as follows ∫



′



(ϵ − p + iη)χ0 (p, p , P ) − 2



′ ′ d3 q v0 (q)χ0 (p − q, p , P ) = (2π)3 (ϵ − p2 + iη)δ 3 (p − p ) (2π)3 ′2



′



= (2π)3 (ϵ − p + iη)δ 3 (p − p ) (2.7.18”) This equation can be satisfied by ′



′2



χ0 (p, p , P ) = (ϵ − p + iη)



∫



′



dk ψk (p)ψk∗ ′ (p ) (2π)3 ϵ − k2 + iη



(2.7.20)



where ψk (p) is given by eq.(2.7.A.7), a solution of scattering problem of a single electron by hard core spherical potential. Here the scattering potential V (x) is replaced by the interaction potential between two particles V0 (x) { V (x) → V0 (x) (2.7.21) v(q) → v0 (q) With this replacement in mind, we then recycle all the results obtained in the scattering problem here. 2 see



eq.( 19.21) in the text book by L.Schiﬀ “Quantum Mechanics” (3rd edition).
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∫



′



d3 k (ϵ − p2 + iη)ψk (p)ψk∗ (p ) (2π)3 ϵ − k2 + iη ∫ ′2 ′ d3 k =(ϵ − p + iη) ψk (p)ψk∗ (p ) 3 (2π) ∫ ′ ′2 d3 k (k2 − p2 + iη)ψk (p)ψk∗ (p ) + (ϵ − p + iη) (2π)3 ϵ − k2 + iη ′2



(ϵ − p2 + iη)χ0 (p, p , P ) =(ϵ − p + iη)



′2



′



=(ϵ − p + iη)δ 3 (p − p ) ∫ ∫ ′ ′2 d3 k dq v(q)ψk (p − q)ψk∗ (p ) + (ϵ − p + iη) (2π)3 (2π)3 ϵ − k2 + iη ∫ ′2 ′ ′ dq =(ϵ − p + iη)δ 3 (p − p ) + N (q)χ0 (p − q, p , P ) (2π)3 Using (2.7.A.7’), this can be rewritten as: ∫ ′ ′ ′2 d3 k ψk (p)ψk∗ (p ) χ0 (p, p , P ) =(ϵ − p + iη) (2π)3 ϵ − k2 + iη { } ∫ ′ ′2 ′ d3 k ψk (p) f˜∗ (p , k) 3 3 =(ϵ − p + iη) × (2π) δ (p − k) + 2 (2π)3 ϵ − k2 + iη k2 − p′ − iη (2.7.22) ∫ ′2 ′ d3 k ϵ − p + iη ∗ =ψp′ (p) + f˜ (p , k) ψk (p) × 2 (2π)3 [ϵ − k2 + iη][k2 − p′ − iη] [ ] ∫ ′ d3 k 1 1 =ψp′ (p) + ψk (p) × + f˜∗ (p , k) ′2 3 2 2 (2π) ϵ − k + 2iη k − p − iη substituting this into eq.(2.7.17), we finally obtain: ∫ ′ ′ 1 ℏ2 Γ0 (p, p , P ) = d3 qv0 (q)χ0 (p − q, p , P ) (2π)3 m ∫ ′ 1 m 2.7.22 Γ (p, p , P ) = = = = = d3 qv0 (q)ψp′ (p − q) 0 ℏ2 (2π)3 [ ] ∫ ∫ ′ d3 k 1 1 1 3 d qv (q) ψ (p − q) + f˜∗ (p , k) + 0 k 2 ′ 3 3 2 (2π) (2π) ϵ − k + iη k2 − p − iη [ ] ∫ 3 ′ ′ d k ˜ 1 1 2.7.A.8 ======f˜(p, p ) + f (p, k) + × f˜∗ (p , k) (2π)3 ϵ − k2 + iη k2 − p′ 2 − iη (2.7.23) This expression suggests that the eﬀective two particle interaction in the low density limit can be ′ expressed only by the scattering amplitude f˜(k, k ), which is calculated from the scattering problem of a single electron. We now try to solve eq.(2.7.16) for finite N (P, p). ∫ ′ ′ ′ N (P, p) d3 q χ(p, p , P ) = (2π)3 δ 3 (p − p ) + v(q)χ(p − q, p , P ) (2.7.16’) 2 3 ϵ − p + iηN (P, p) (2π)
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] [ ′ ′ ′ ′′ ′ ′ d3 p v(p − p ) 3 3 χ0 (p , p , P ) = (2π)3 δ 3 (p − p ) (2π) δ (p − p ) − (2π)3 ϵ − p2 + iη



∫



∫



′



′



′



′



′



3 3 d3 p χ−1 0 (p, p , P )χ0 (p , p , P ) = (2π) δ (p − p )



Thus ′



′



′′



′



′



3 χ−1 0 (p, p , P ) = δ (p − p ) −



∫



N (p − p ) 1 ϵ − p2 + iη (2π)3 ′′



′



3 3 d3 pχ0 (p , p, P )χ−1 0 (p, p , P ) = (2π) δ (p − p )



We first substract the eq in the low density limit: ∫ ′ 1 d3 q χ(p, p , P ) − v(q)χ(p − q, p , P ) ϵ − p2 + iη (2π)3 ( ) ∫ ′ ′ N (P, p) 1 d3 q 3 = (2π) δ(p − p ) + − × v(q)χ(p − q, p , P ) ϵ − p2 + iηN (P, p) ϵ − p2 + iη (2π)3 ′



where the underlined part can be replaced by the eﬀective two-particle interaction ∫



′′



′′



′′



′ m ℏ2 Γ(p, p , P ).



′



d3 p χ−1 0 (p, p , P )χ(p , p , P ) ( ) ′ ′ N (P, p) 1 m 3 3 = (2π) δ (p − p ) + − × 2 Γ(p, p , P ) 2 2 ϵ − p + iηN (P, p) ϵ − p + iη ℏ ∫



∫ ′′ ′′ ′′ ′ d3 qχ0 (p, q, P ) d3 p χ−1 0 (q, p , P )χ(p , p , P ) ∫ ′ = d3 qχ0 (p, q, P )(2π)3 δ 3 (q − p ) ] [ ∫ ′ 1 m N (P, q) − Γ(q, p , P ) + d3 qχ0 (p, q, P ) ϵ − q2 + iηN (P, q) ϵ − q2 + iη ℏ2 ′



′



⇔ (2π)3 χ(p, p , P ) =(2π)3 χ0 (p, p , P ) [ ∫ ′′ ′′ + d3 p χ0 (p, p , P )



′



′



′′



N (P, p ) ϵ−p



′′ 2



′′



+ iηN (P, p )



−



]



1 ϵ−p



′′ 2



+ iη



′′ ′ m Γ(p , p , P ) ℏ2



χ(p, p , P ) =χ0 (p, p , P ) [ ] ∫ ′ N (P, k) 1 m d3 k + χ (p, k, P ) × − Γ(k, p , P ) 0 3 2 2 2 (2π) ϵ − k + iηN (P, k) ϵ − k + iη ℏ



114 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE Then, multiplying v(q) and replacing p by p − q and intergrating over q, we can replace this by Γ and these two by Γ0 respectively. ′



′



Γ(p, p , P ) =Γ0 (p, p , P ) [ ] ∫ (2.7.24) ′ d3 k N (P, k) 1 m + Γ (p, k, P ) × − Γ(k, p , P ) 0 (2π)3 ϵ − k2 + iηN (P, k) ϵ − k2 + iη ℏ2 A set of these two equations gives eﬀective two-particle potential Γ in terms of the scattering amplitude f˜. Importantly, this scattering amplitude f˜ can be calculated from a single-particle scattering problem due to a hard core spherical scattering potential, which corresponds to our short-range s-wave repulsive interaction potential. This set of equation are called as Galitskii’s integral equation. For a low density Fermi gas, eq.(2.7.24) can be solved iteratively as a power series in small kF a(≪ 1). Namely, the integrand of the 2nd term vanishes, when the vectors 12 P + k and 21 P − k are both outside the Fermi sea. In a ‘small-Fermi-sea’ limit, the integral region of the momentum k is restricted, so that the 2nd term can be roughly estinated as 1 Γ0 · kF · mΓ 2 ℏ Thus, the correction to Γ due to the 2nd term can be shown to be subleading order: Γ − Γ0 kF mΓ0 2.7.A.10&2.7.A.11 = = kF f˜ ============= kF a ≪ 1 Γ ℏ Before solving eq.(2.7.24) iteratively, please also notice that, according to eq.(2.7.4’), the full set ′ of variable p,p ,P is not necessary. Namely, all that is necessary is the proper self-energy, which is given by this: ∫ ∫ d4 k 0 d4 k 0 ℏΣ⋆ (p) = −2i G (k)Γ(p, k; p, k) + i G (k)Γ(k, p; p, k) 4 (2π) (2π)4 Using



 P =p1 + p2 = p3 + p4      1 p = (p1 − p2 ) 2.7.9&2.7.10&2.7.11 2    ′ 1   p = (p3 − p4 ) 2



we have



′



Γ(p1 , p2 ; p3 , p4 ) → Γ(p, p , P ) Thus Γ(p, k; p, k) → Γ(p − k, p − k,



p+k ) = Γ(q, q, P ) 2



where 1 (p − k) =q 2 p + k =P
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and Γ(p, k; k, p) → Γ(q, −q, P ) According to eq.(2.7.17), Γ does not depend on the frequency component of first two fourdimensional momentum vector, so that, we replace these q by three-dimensional momentum q.



1 (p − k) = q, p + k = P, p0 + k0 = P0 2



⋆



ℏΣ (p) = −2i



∫



d4 k 0 G (k)Γ(q, q, P ) + i (2π)4



∫



d4 k 0 G (k)Γ(q, −q, P ) (2π)4



(2.7.25)



Many of the physical quantities can be calculated from self-energy, which is now given by twoparticle eﬀective interaction with a particular set of its variables. Namely, q, q and P ; or q, −q and P . Thus, we will calculate Γ with these particular set of variables, iteratively as a power of small kF a. To be more specific, we will obtain Γ to the 2nd order of kF a. Using eq.(2.7.23) and eqs. (2.7.A.10) & (2.7.A.11), we first obtain Γ0 to the 2nd order in kF a. From eqs. (2.7.A.10) & (2.7.A.11), the scattering amplitude can be expanded in small kF a as ′ this, for the case with |k| = |k |. 1 ′



f (k, k ) =



+∞ ∑ 2l + 1 l=0



k



eiδl sinδl Pl (cosθ)



=k −1 (1 + iδ0 )δ0 + o(k −1 · (ka)3 ) 2.7.A.11



======= − a + ika2 + o(k 2 a3 )



′ f˜(k, k ) = 4πa − 4πia2 k + o(k 2 a3 )



Since f˜ is already at most 1st order in small a, we can replace f˜ in the 2nd term of eq.(2.7.23) by its first order contribution, while replace f˜ in the first term of eq.(2.7.23) by its expression up to the 2nd order. 1 the



underlined part: see eq. (2.7.A.11).



116 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE Such treatment gives us Γ0 to the 2nd order in small a: ) ( ′ d3 k 1 1 + 2 4πa + o(a3 ) 4πa 2 (2π)3 ϵ − k ′ + iη k ′ − q 2 − iη ) ∫ ′ ( d3 k 1 1 =4πa − 4πiqa2 + (4πa)2 × + + ... (2π)3 ϵ − k ′ 2 + iη k ′ 2 − q 2 − iη



m Γ0 (q, q, P ) =4πa − 4πiqa2 + ℏ2



∫



=4πa − 4πiqa2 + (4πa)2 × ) ∫ ′ ( ′ d3 k P 1 1 + + iπ δ(|k | − |q|) + . . . (2π)3 ϵ − k ′ 2 + iη k′ 2 − q2 2q ′ 2 ′ 3 ′ q d k →4π|k | d|k | ===============4πa − 4πiqa2 + i(4πa)2 × 4π ) ∫ ′ ( d3 k 1 P + (4πa)2 + + ... (2π)3 ϵ − k ′ 2 + iη k′ 2 − q2 ) ∫ ′ ( d3 k 1 P 2 =4πa + (4πa) + + ... (2π)3 ϵ − k ′ 2 + iη k′ 2 − q2 subtituting this solution to eq.(2.7.24), we obtain Γ up to the second order in small a: ) ∫ 3 ′ ( m d k 1 P 2 Γ(q, q, P ) =4πa + (4πa) + ℏ2 (2π)3 ϵ − k′ 2 + iη k′ 2 − q2 [ ] ∫ d3 k N (P, k) 1 2 + (4πa) − (2π)3 ϵ − k2 + iηN (P, k) ϵ − k2 + iη [ ] ∫ N (P, k) P d3 k 2 + + o(a3 ) =4πa + (4πa) (2π)3 ϵ − k2 + iηN (P, k) k2 − q2



(2.7.26)



To the 2nd order in small a, we can also see that Γ(−q, q, P ) = Γ(q, q, P ) + o(a3 )



(2.7.26’)



Thus, substituting these solution into eq.(2.7.25), we finally obtain: ∫ d4 k 0 ⋆ ℏΣ (p) = − i G (k)Γ(q, q, P ) (2π)4 ≡ℏΣ⋆ 1 (p) ℏΣ⋆ 1 (p) = −i



ℏΣ⋆ 2 (p)



∫ = −i



∫



d4 k 0 G (k)eik0 0+ × (4πa)2 (2π)4



+



ℏΣ⋆ 2 (p)



(2.7.27)



3



+ o((kF a) )



4πaℏ2 d4 k 0 G (k)eik0 0+ · 4 (2π) m ∫



′



d3 k (2π)3



[



(2.7.27’)



′



N (P, k ) 2



ϵ − k′ + iηN (P, k′ )



+



⋆ where Σ⋆ 1 (p) is the first order in kF a, while Σ2 (p) is the 2nd order in kF a. ik0 0+ We put e in order to this frequency integral to be well-defined.



P 2



k′ − q2



] (2.7.27”)
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The reason for choosing positive small number instead of negative small number is essentially 7 of Feynman’s rule in the momentum space. same as that explained in the item ⃝ With this phase factor in mind, one can easily see that Σ⋆ 1 is indeed on the first order in kF a. ℏΣ⋆ 1 (p)



[ ] ∫ d3 k 4πaℏ2 dk0 ik0 0+ θ(k − kF ) θ(kF − k) =−i e + (2π)3 m 2π k0 − ωk + iη k0 − ωk − iη ∫ 4πaℏ2 d3 k = θ(kF − k) m (2π)3 4πaℏ2 4π kF3 ℏ2 kF2 2 = · = · kF a m (2π)3 3 m 3π ∫



(2.7.28)



To evaluate Σ⋆ 2 , let us remember that ϵ here depends on the frequency component k, i.e. k0 . Namely, according to eqs.(2.7.15’) & (2.7.19) ϵ is given like this: mP0 P2 m P2 − = (p0 + k0 ) − ℏ 4 ℏ 4



ϵ=



Thus we obtain Σ2 as ∫ ∫ d3 k dk0 ik0 0+ ℏΣ⋆ (p) = − i e 2 (2π)3 2π [ ] θ(|k| − kF ) θ(kF − |k|) × + k0 − ωk + iη k0 − ωk − iη ] ∫ 3 ′ [ ′ d k N (P, k ) P 2 × (4πa) + (2π)3 m p0 + m k0 − P2 − k′ 2 + iηN (P, k′ ) k′ 2 − q2 ℏ ℏ 4 ∫ ∫ 3 ′ d3 k d k 1 = − i(4πa)2 (−2πi) 3 3 (2π) (2π) 2π { } θ(|k| − kF )δN,−1 N θ(kF − |k|)δN,1 N P − m − ′2 θ(kF − |k|) ′2 ′2 m m P2 m P2 k − q2 ℏ p0 + ℏ ωk − 4 − k − iη ℏ p0 + ℏ ωk − 4 − k + iη using m k2 k2 ωk = mϵk = m= ℏ 2m 2 1 2 P2 1 2 1 1 1 1 k − = k − (p + k)2 = − P2 + (p − k)2 = − p2 + q2 2 4 2 4 2 4 2 ℏΣ⋆ 2 (p)



∫ 2



=(4πa)



d3 k (2π)3



∫



′



d3 k (2π)3 ′



×{



′



θ(kF − |k|)θ(| 12 P + k | − kF )θ(| 21 P − k | − kF )



+ +



m ℏ p0



2



− 12 p2 + q2 − k′ + iη ′



′



θ(|k| − kF )θ(kF − | 12 P + k |)θ(kF − | 12 P − k |) P ′2



k − q2



m ℏ p0



2



− 12 p2 + q2 − k′ − iη



θ(kF − |k|)}



(2.7.29)



118 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE In terms of these proper self energy, the single-particle Green’s function takes a following form ]−1 [ ℏp2 ⋆ G(p, p0 ) = p0 − − Σ⋆ (p, p ) − Σ (p, p ) 0 0 1 2 2m where the one-particle spectrum can be calculated as a pole of this Green’s function. The pole of this function is generally complex value: p0 = k −1 ϵp + iγp ,



(2.7.30)



which satisfies this equation: p0 −



ℏ2 p2 ⋆ − Σ⋆ 1 (p, p0 ) − Σ2 (p, p0 ) = 0 2m



(2.7.31)



The imaginary part γp stands for the inverse of a life-time of one-particle excitation ap |F.S.⟩, while the real part ϵp describes a “renormalized” one-particle spectrum, which includes the eﬀect of particle-particle interactions. Now that Σ⋆ 1 is free from p and p0 , and it is of the first order of small kF a, we can solving this equation in favor for the pole, perturbatively in small kF a. Namely, ℏp2 2m ℏp2 ℏk 2 2kF a 1st: p0 = + F · 2m m 3π



0th: p0 =



To the 2nd order in small kF a, we have only to substitute the zero-th order solution of p0 into the argument of Σ⋆ 2 in this equation: p0 −



ℏp2 ℏk 2 2kF a ℏp2 − F · − Σ⋆ )=0 2 (p, 2m m 3π 2m



or p0 =



ℏp2 ℏk 2 2kF a ℏp2 + F · + Σ⋆ ) 2 (p, 2m m 3π 2m



∫ 3 3 ′ ℏk 2 2kF a ℏ d kd k ℏp2 + F · + 16π 2 a2 2m m 3π m (2π)6 θ(kF − |k|)θ(| 12 P + k| − kF )θ(| 12 P − k| − kF ) [ ′2 1 2 1 2 2 2 p − 2 p + q − k + iη



=



+ −



θ(|k| − kF )θ(kF − | 12 P + k|)θ(kF − | 12 P − k|) 1 2 2p



P q2



− k′



2 θ(kF



2



− 12 p2 + q2 − k′ − iη − |k|)]



(2.7.32)
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ℏp2 ℏ2 kF2 2kF a + { + 16π 2 (kF a)2 × 2m m 3π ∫ 3 3 ′ d kd k θ(1 − |k|)θ(| 12 P + k| − 1)θ(| 12 P − k| − 1) [ 2 (2π)6 q2 − k′ + iη +



θ(|k| − 1)θ(1 − | 12 P + k|)θ(1 − | 12 P − k|)



(2.7.33)



2



q2 − k′ − iη ( ) P θ(1 − |k|)] + o (kF a)3 } − 2 ′ q2 − k



where P = p + k , q = 21 (p − k). Note also that, within this integral, all the momentum variables are rescaled by kF , so that this integral itself is on the order of unit. This momentum integrals require an involved mathematics, so that I’m not going to calculate this here. But, the integrals were carried out by Victor Galitskii in 1958 in this paper: Sov. Phys. JETP 7, 104, (1958). To put his result first, the inverse of the life time is given like this: { } ( )2 ℏkF2 2 k − |p| F γp = (kF a)2 sgn(kF − |p|) + o((kF a)3 ) (2.7.34) 2m π kF which is valid when ||p| − kF | is much smaller than kF itself. Thus when |p| → kF , the life time of the one-particle excited state becomes infinite. The long-lived single-particle excitations are often called as quasi-particles. His calculation also dictates that γp changes the sign at kF , which is the Fermi momentum in the non-interacting electron gas. This implies that the ground state in interacting system remains a Fermi sea filled up the wavenumber kF , but a diﬀerent dispersion relation for quasi-particle spectrum ϵp . Since γp changes sign at kF , the preceding general argument based on Lehmann representation concludes that the chemical potential is equal to a quasi particle energy evaluated at kF . µ = ϵkF Galitskii’s evaluation of eq.(2.7.33) shows that the right hand side is calculated as follows µ=



[ ] ℏ2 kF2 4 4 2 1+ kF a + (11 − 2 ln 2)(k a) F 2m 3π 15π 2



up to the 2nd order in small kF a, Near the Fermi surface, the quasi-particle spectrum can be expanded in small p − |kF |: ∂ϵ|p| ϵ|p| =ϵkF + (p − kF ) + . . . ∂|p| kF ≡ϵkF



ℏ2 kF (p − kF ) + . . . + m∗



From which we can define eﬀective mass at the Fermi surface.



(2.7.35)



(2.7.36)



120 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE A detailed calculation with eq.(2.7.24) shows that the eﬀective mass thus defined is given as follow to the 2nd order in small kF a. m∗ 8 =1+ (7 ln 2 − 1)(kF a)2 m 15π 2



(2.7.37)



m∗ has no 1st order correction in kF a, which is simply because Σ⋆ 1 has no momentum dependence. The eﬀective mass of quasi-particles determines the heat capacity of the system in the Lowtemperature limit as CV k 2 T m∗ kF → B 2 V 3ℏ



(T → 0)



(2.7.38)



Another physical quantity which we can calculate along this line of argument is the ground state energy. According to standard theory of therodynamics(dE = T dS−P dV +µdN ), the chemical potential is given by a partial derivative of the internal energy E with respect to the total number of particles with fixed volume V and entropy S. ( µ=



∂E ∂N



) (2.7.39) S,V



As discussed above, the ground state remains a Fermi sea filled up to the wavenumber kF , which has no degeneracy in general. Thus, as far as physical quantities are evaluated at ground state, we can regard that the entropy is fixed to be zero. Thus, we can replace this by ( µ=



∂E ∂N



) V



Now that the chemical potential is evaluated as a polynominal of small kF a, where kF depends on V and N as ( kF =



3π 2 N V



) 13 (2.7.40)



As such, the ground state energy at given particle, N can be calculated from the integral of µ
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N



′



1



′



dN µ(V, N ) 0 [ ] ∫ N 2 2 ′ ℏ k 4 4 2 F = dN × 1+ kF a + (11 − 2 ln 2)(kF a) 2m 3π 15π 2 0 [ ] ℏ2 kF2 3 3 4 3 4 2 = ·N · + · kF a + · (11 − 2 ln 2)(kF a) 2m 2 + 3 3 + 3 3π 4 + 3 15π 2



From which we obtain E ℏ2 kF2 = N 2m



[



2 4 3 + kF a + (11 − 2 ln 2)(kF a)2 + . . . 5 3π 35π 2



] (2.7.41)



This is the ground state energy given perturbatively in small kF a. Clearly the first term is just a ground state energy in the non-interacting limit, while the next two terms are correction to this. Especially, the 2nd order correction was originally obtained by Huang and Yang and Lee and Yang, prior to Galitskii. { K.Huang & C.N.Yang Phy.Rev.105 767 (1957) T.D.Lee & C.N.Yang Phy.Rev.105 1119(1957)



2.8



Ring approximation: High density Fermi gas with longrange Coulomb interaction



The 2nd system considered is a degenerate, high-density electron gas with long-range Coulomb interaction. The most straightforward approximation approach is to sum up all the leading order terms in the proper self-energy. In the case of the low-density imperfect Fermi gas, the leading terms summed up is the laddertype diagrams. In the case of the high-density Fermi gas with long-range Coulomb interaction, the leading terms summed up is the ring-type diagrams. In the following, I will describe how the ground state energy of high-density Fermi gas with long-range Coulomb interaction can be calculated from the ring-type diagrams. In the previous section, we have obtained ground state energy, by calculating the self-energy. In this section, however, we will employ an alternative way of calculating the ground state energy. 1



∫



N



′



∫



′



N



dN (kF (N ))λ =



0



dN 0



( =



(



3π 2 V



′



(



3π 2 V



)λ



1



3



λ 2)



)λ



λ 3



+1



3



′



[



′



λ



(N ) 3 +1



3 λ 3π 3 N 3 +1 V λ+3 3 = kF (N ) · N λ+3



=



λ



(N ) 3



]N 0



122 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE We begin with a general Hamiltonian for interacting many-particle systems ˆ ˆ 0 + λH ˆ1 H(λ) =H ˆ 0 denote the kinetic energy part and H ˆ 1 denote the interaction part. where H ˆ We put λ as an overall coeﬃcient of the interaction part, so that H(λ) interpolates between non-interacting Hamiltonian and interacting Hamiltonian. ˆ = 0) = H ˆ 0 , H(λ ˆ = 1) = H ˆ =H ˆ0 + H ˆ1 H(λ ˆ Suppose that the ground state of H(λ) is non-degenerate and is given by |Ψ0 (λ)⟩: ˆ H(λ)|Ψ 0 (λ)⟩ = E0 (λ)|Ψ0 (λ)⟩ with ⟨Ψ0 (λ)|Ψ0 (λ)⟩ = 1, we have ˆ E0 (λ) = ⟨Ψ0 (λ)|H(λ)|Ψ 0 (λ)⟩ so that the derivative of E0 (λ) with respect to λ is given by ∂Ψ0 (λ) ˆ ∂Ψ0 (λ) d ˆ ˆ 1 (λ)|Ψ0 (λ)⟩ E0 (λ) =⟨ |H(λ)|Ψ0 (λ)⟩ + ⟨Ψ0 (λ)|H(λ)| ⟩ + ⟨Ψ0 (λ)|H dλ ∂λ ∂λ ∂ ˆ 1 (λ)|Ψ0 (λ)⟩ =E0 (λ) · {⟨Ψ0 (λ)|Ψ0 (λ)⟩} + ⟨Ψ0 (λ)|H ∂λ ˆ 1 (λ)|Ψ0 (λ)⟩ =⟨Ψ0 (λ)|H Now, we want the ground state energy at λ = 1, which is given by a integral of the r.h.s with respect to λ: ∫ λ=1 dλ ˆ 1 |Ψ0 (λ)⟩ E0 (λ = 1) = E0 (λ = 0) + ⟨Ψ0 (λ)|λH (2.8.1) λ λ=0 where the ground state energy in the non-interacting limit, E0 (λ = 0), is already known. As such we have only calculate the integrand as a function of λ. To do this explicitly, let us restrict the system studied here to a spatially homogeneous Fermi system with a spin-independent static interaction potential. Namely,  [ 2 2] ∑∫ ℏ ∇x  3 †  ˆ  H0 = ψα (x) d xψα (x) −   2m α ∫ ∫ ′ ′ ′ ′ 1∑  ˆ 3   H = d x d3 x V (x − x )ψα† (x)ψβ† (x ) × ψβ (x )ψα (x) 1   2 α,β



ˆ 1 (λ)|Ψ0 (λ)⟩ ≡⟨H ˆ 1 ⟩λ ⟨Ψ0 (λ)|λH ∫ ′ ′ ∑ ′ ′ λ = d3 xd3 x V (x − x ) ⟨ψα† (x)ψβ† (x )ψβ (x )ψα (x)⟩λ 2 α,β ∫ [ ] ′ ′ ′ ′ 1 d3 xd3 x V (x − x ) × ⟨ˆ n(x)ˆ n(x )⟩λ − δ 3 (x − x )⟨ˆ n(x)⟩λ = 2



2.8. RING APPROXIMATION: HIGH DENSITY FERMI GAS WITH LONG-RANGE COULOMB INTERACTION123 In a spatially homogeneous system, this can be replaced by a constant, which is identical to irrespective of λ. ∫ [ ] ′ ′ ′ ′ 1 = d3 xd3 x V (x − x ) × ⟨ˆ n(x)ˆ n(x )⟩λ − δ 3 (x − x )n 2



N V



For later convenience, we introduce deviation of the density from its average n ˜ (x) ≡ n ˆ (x) − ⟨ˆ n(x)⟩ = n ˆ (x) − n In terms of this operator, the r.h.s. can be further calculated as ∫ [ ] ′ ′ ′ ′ λ = d3 xd3 x V (x − x ) × ⟨˜ n(x)˜ n(x )⟩λ + n2 − δ 3 (x − x )n 2 To make use of the diagramatic analysis, let us introduce a time-ordered density-density correlation function. ′ ⟨Ψ0 (λ)|Γ[˜ nH(λ) (x)˜ nH(λ) (x )]|Ψ0 (λ)⟩ ′ iDλ (x, x ) ≡ (2.8.2) ⟨Ψ0 (λ)|Ψ0 (λ)⟩ ′



′



′



′



where both x and x are four-component coordinate vector x ≡ (x, t), x ≡ (x , t ). In terms of this, the r.h.s. can be rewritten as: ∫ [ ] ′ ′ ′ ′ λ = d3 xd3 x V (x − x ) × iDλ (x, t; x , t) + n2 − δ 3 (x − x )n 2 where this is just an equal-time density-density correlation function. We can further decompose the r.h.s. into the contribution at λ = 0 and the other. ∫ [ ] ′ ′ ′ ′ λ = d3 xd3 x V (x − x ) × iD0 (x, t; x , t) + n2 − δ 3 (x − x )n 2 ∫ [ ] ′ ′ ′ ′ λ + d3 xd3 x V (x − x ) × iDλ (x, t; x , t) − iD0 (x, t; x , t) 2 ∫ [ ] ′ ′ ′ ′ λ ˆ d3 xd3 x V (x − x ) × iDλ (x, t; x , t) − iD0 (x, t; x , t) =λ⟨H1 ⟩λ=0 + 2 substituting this back into eq.(2.8.1), we obtain1 { ∫ λ=1 ∫ ′ ′ dλ λ E0 (λ = 1) =⟨H0 ⟩λ=0 + λ⟨H1 ⟩λ=0 + d3 xd3 x V (x − x ) λ 2 λ=0 [ ]} ′ ′ λ 0 × iD (x, t; x , t) − iD (x, t; x , t) ∫ ∫ [ ] ′ ′ ′ ′ 1 1 dλ =⟨H⟩λ=0 + d3 xd3 x λV (x − x ) iDλ (x, t; x , t) − iD0 (x, t; x , t) 2 0 λ =⟨H⟩λ=0 + Ecorr



(2.8.3)



To calculate the density-density correaltion function, let us briefly summarize the Feynman’s rule for the two-particle Green’s function. ′ ′ ′ ′ ⟨Ψ0 |Γ[ψˆα (x1 , t1 )ψˆβ (x2 , t2 )ψˆγ† (x2 , t2 )ψˆδ† (x1 , t1 )]|Ψ0 ⟩ Gα,β;γ,δ (x1 , t1 , x2 , t2 ; x1 , t1 , x2 , t2 ) = (−i) ⟨Ψ0 |Ψ0 ⟩ (2.8.4) ′



1 The



′



′



′



2



underlined part equals to ⟨Ψ0 (λ = 0)|H|Ψ0 (λ = 0)⟩.



124 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE where |Ψ0 ⟩ is the ground state wavefunction of the interacting Fermi system. So far, these fermion fields are all given in the Heisenberg picture. Using the same mathematics as we did for eq.(2.4.3), we can reexpress this in terms of the interaction picture. )ν ∫ +∞ ∫ +∞ ( ∑ −i 1 +∞ dtν dt1 . . . i Gα,β;γ,δ (x1 , t1 , x2 , t2 ; x1 , t1 , x2 , t2 ) = ℏ ν! −∞ −∞ ν=0 ′



2



′



′



′



ˆ 1 (t1 ) . . . H ˆ 1 (tν )ψα (x1 )ψβ (x2 )ψγ† (x )ψ † (x )]|Φ0 ⟩ ⟨Φ0 |Γ[H 2 δ 1 × ⟨Φ0 |S|Φ0 ⟩ ′



S=



′



)ν ∫ ∫ +∞ +∞ ( ∑ −i 1 +∞ ˆ 1 (t1 ) . . . H ˆ 1 (tν )] dt1 . . . dtν Γ[H ℏ ν! −∞ −∞ ν=0



where |Φ0 ⟩ is the ground state wavefunction in non-interacting system. Using the Wick’s theorem, we can rewrite this time-ordered product in terms of a sum of many normal-ordered products. Among them, all the uncontracted normal-ordered products vanish for the ground state average. So that, both the numerator and the denominator can be expanded in terms of fully-contracted normal-ordered products. As in the single-particle Green’s function, the fully-contracted normal-ordered products are symbolically expressed in terms of Feynman diagram. Since we have two creation fields and two annihilation fields, which are nothing to do with the ′ ′ interaction potentials, we have two external lines which connects x1 and x2 into x1 and x2 .



As we did in the single-particle Green’s function, ν-numbers of interaction Hamiltonians can be divided into n-numbers of those interaction Hamiltonian which are connected to these external lines. And (ν − n)-numbers of the interaction Hamiltonians which are disconnected from these external lines. The temporal arguments of the former group of interaction Hamiltonian and those of the latter are nothing to do with each other.
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(ν)



′



˜ (i)2 G α,β;γ,δ (x1 , x2 ; x1 , x2 ) ( )ν ∫ ∫ +∞ −i 1 +∞ = dt1 . . . dtν ℏ ν! −∞ −∞ ˆ 1 (t1 ) . . . H ˆ 1 (tν )ψˆα (x1 )ψˆβ (x2 )ψˆγ† (x′2 )ψˆ† (x′1 )]|Φ0 ⟩ × ⟨Φ0 |Γ[H δ )ν ν ( ∑ −i ν! 1 = · ℏ ν! n!(ν − n)! n=0 ∫ +∞ ∫ +∞ ˆ 1 (t1 ) . . . H ˆ 1 (tn )ψˆα (x1 )ψˆβ (x2 )ψˆγ† (x′2 )ψˆ† (x′1 )]|Φ0 ⟩ × dt1 . . . dtn ⟨Φ0 |Γ[H δ ∫ ×



−∞ +∞ −∞



−∞ +∞



∫ dt1 . . .



−∞



ˆ 1 (t1 ) . . . H ˆ 1 (tν−n )]|Φ0 ⟩ dtν−n ⟨Φ0 |Γ[H



Here we put this factor, because the numbers of ways of dividing ν-number of interaction Hamiltonians into n-numbers of interaction Hamiltonians and (ν−n)-numbers of interaction Hamiltonians. When we take the summation over ν, the denominator can be decomposed into two part: (i)2



+∞ ∑



′ ′ ˜ (ν) G α,β;γ,δ (x1 , x2 ; x1 , x2 )



ν=0



)n ∫ ∫ +∞ +∞ ( ∑ 1 +∞ −i = dt1 . . . dtn ℏ n! −∞ −∞ n=0 ˆ 1 (t1 ) . . . H ˆ 1 (tn )ψˆα (x1 )ψˆβ (x2 )ψˆγ† (x′2 )ψˆ† (x′1 )]|Φ0 ⟩ × ⟨Φ0 |Γ[H δ )m ∫ +∞ ∫ +∞ +∞ ( ∑ 1 −i ˆ 1 (t1 ) . . . H ˆ 1 (tm )]|Φ0 ⟩ dt1 . . . dtm ⟨Φ0 |Γ[H × ℏ m! −∞ −∞ m=0 where the latter part can be set oﬀ by the denominator. As a result, the two-particle Green’s function can be also given by the sum of all connected Feynman diagrams. ′



′



(i)2 Gα,β;γ,δ (x1 , x2 ; x1 , x2 ) )ν ∫ ∫ +∞ +∞ ( ∑ −i 1 +∞ = dt1 . . . dtν ℏ ν! −∞ −∞ ν=0 ′



′



ˆ 1 (t1 ) . . . H ˆ 1 (tν )ψα (x1 )ψβ (x2 )ψγ† (x2 )ψ † (x1 )]|Φ0 ⟩ × ⟨Φ0 |Γ[H δ Feynman’s rule for the two particle Green’s function can be readily derived as a generalization of the Feynman’s rule for the single-particle Green’s function. ′ ′ For the n-th order contribution to the two-particle Green’s function Gα,β;γ,δ (x1 , x2 ; x2 , x1 ): (a) Draw all topologically distict connected diagrams with n interaction lines, ν and (2n+2) Green’s function G0 . (b) Label each vertex with a four dimensional space-time coordinate xi .



126 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE (c) Each solid line represents a Green’s function G0α,β (x, y), running from y to x. (d) Each wavy line represents an interaction Uλ,λ′ ;µ,µ′ (x, y) = Vλ,λ′ ;µ,µ′ (x, y)δ(tx − ty ) (e) Integrate all internal variables over space & time. (f) Take the sum over all the spin indices along each fermion line. Now that we have four external variables associated with these four fermion field operators.



Two fermion lines which start from these two points should be terminated to either α, x1 or β, x2 . We have two way of connecting these two creation fields with these two annihilation fields. ′



′



One is to connect (δ, x1 ) with (α, x1 ) and (γ, x2 ) with (β, x2 ).



′



′



The other is to connect (δ, x1 ) with (β, x2 ) and (γ, x2 ) with (α, x1 )



(g) We aﬃx a sign factor (−1)F to the former type of Feynman diagram where “F ” is the number of closed fermion loops in the diagram, while we aﬃx a sign factor (−1)F +1 to the ladder type of Feynman diagram. * This additional (−1) factor simply comes from the (−1) factor which we get when exchanging these two creation operators.



2.8. RING APPROXIMATION: HIGH DENSITY FERMI GAS WITH LONG-RANGE COULOMB INTERACTION127 ( )n The n-th order term has an explicit numerical factor −i , while the (2n + 2) contractions of ℏ field operators contribute an additional factor (i)2n+2 . On top of this, we have (−i)2 factor, in the definition of the two-particle Green’s function. ( )n 2n+2 ( )n ′ ′ (i) = ℏi to (h) Thus, to compute Gα,β;γ,δ (x1 , x2 ; x2 , x1 ), we assign a factor (−i)2 · −i ℏ every n-th order term. ′



(i) Finally, for a Green’s function with equal time variables must be interpreted as G0α,β (x, t; x , t + 0). ————————– These are all about the Feynman’s rule for two-particle Green’s function in the real space representation. With this Feynman’s rule in mind, let us go back to the density-density correlation function: ′



⟨Ψ0 |Γ[˜ nH (x)˜ nH (x )]|Ψ0 ⟩ iD(x, x ) = ⟨Ψ0 |Ψ0 ⟩ ′



where we omit the fictitious mechanical parameter λ. The r.h.s. can be calculated as follows: ∑ †   ⟨Ψ0 |Γ[{ ψH,α (x)ψH,α (x) − ⟨nH (x)⟩}       ′ 1 α ∑ † iD(x, x ) = ′ ′ ′ ⟨Ψ0 |Ψ0 ⟩  { ψH,β (x )ψH,β (x ) − ⟨nH (x )⟩}]|Ψ0 ⟩     β



1 = ⟨Ψ0 |Ψ0 ⟩ ∑ ′ ′ † † ⟨Ψ0 |Γ{ψH,α (x)ψH,α (x)ψH,β (x )ψH,β (x )}|Ψ0 ⟩ α,β ′



− ⟨nH (x)⟩⟨nH (x )⟩   ∑ ∑ ∑ ′ ′ ′ ′ Gβ,β (x , x ) =− Gα,β;β,α (x, x ; x, x ) − Gα,α (x, x) α,β



α



β



Now both the two-particle Green’s function here and the one-particle Green’s function here are given by the sum of connected Feynman diagrams. Especially, two-particle Green’s function contain those Feynman diagrams in which the external ′ ′ line from x, α to x, α and that from x , β to x , β are disconnected.
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′



Connected Feynman diagrams to Gα,β;β,α (x, x ; x, x ), in which an external line from (α, x) to ′ ′ (α, x) and that from (β, x ) to (β, x ) are disconnected. ————————– ′



′



Since each of these two are described by single particle Green’s functions Gα,α (x, x) and Gβ,β (x , x ) respectively, such Feynman diagrams are completely cancelled by this second term. Such a cancellation ( )n becomes possible, because any n-th order term in this class of diagrams are accompanied by ℏi (−1)F where F denotes the number of fermion loop. Such a factor can be always decomposed into two part: ( )n ( )n1 ( )n2 i i i (−1)F = (−1)F1 · (−1)F2 ℏ ℏ ℏ each of which can be ascribed to these two part respectively. Thus. ∑ ∑ ∑ ′ ′ ′ ′ ′ Gα,α (x, x) · Gβ,β (x , x ) −iD(x, x ) = Gα,β;β,α (x, x ; x, x ) − α



α,β



=



∑



β



′ ′ (C) Gα,β;β,α (x, x ; x , x)



α,β



where this superscript “(C)” means that the fermion field at (α, x) and the fermion field at ′ (β, x ) is always connected in these Feynman diagrams. Examples of such Feynman diagrams include,



Here, I put together two fermion fields whose arguments are same. As in eq.(2.8.3), to obtain the ground state energy, we need the density-density correlation function as a function of λ, where λ denotes a mechanical(fictitions) parameter we put in front of the interaction potential. When this λ is taken to be zero, we don’t have any interaction potential. In such a case, we only have two way of contracting the fermion fields here. ∑ ∑ ∑ ′ ′ ′ ′ ′ Gλ=0 Gλ=0 −iDλ=0 (x, x ) = Gλ=0 β,β (x , x ) α,α (x, x) · α,β;β,α (x, x ; x, x ) − α



α,β



One is



and the other is



.



β



2.8. RING APPROXIMATION: HIGH DENSITY FERMI GAS WITH LONG-RANGE COULOMB INTERACTION129 ∑ ′ ′ The latter one is cancelled by the 2nd term( β Gλ=0 β,β (x , x )), so that the density-density correlation function is given by the former one. Following the Feynman’s rule described so far, the analytic expression for the former one is given as follows: ′



′



λ=0,(C)



′



−iDλ=0 (x, x ) =Gα,β;β,α (x, x ; x, x ) ′



′



=(−)G0β,α (x , x)G0α,β (x, x ) where this underlined (−) sign comes from the interchange between these two fields. ′



′



′



′



Dλ=0 (x, x ) = −iG0α,β (x, x )G0β,α (x , x) ≡ ℏΠ0 (x, x ) where we call this as a bare polarization part. Similarly, we can define polarization part as the density-density correlation function. ′



′



D(x, x ) ≡ ℏΠ(x, x ) ′



(2.8.4’)



′



(or Dλ (x, x ) ≡ ℏΠλ (x, x ) ) Since our system is spatially and temporally homogeneous, the correlation function between two points depends only on their relative distance: ′



′



′



Dλ (x, x ) = Dλ (x − x , t − t ) so that we can introduce its Fourier series. ∫ ∫ dq dω iq(x−x′ )−iω(t−t′ ) λ = e D (q, ω) (2π)3 2π In the momentum representation, the bare polarization part is given as follows. ∫ ∫ dϵ 0 dk G (k + q, ϵ + ω)G0β,α (k, ϵ) ℏΠ0 (q, ω) = −i 3 (2π) 2π α,β and: the corresponding Feynman diagram can be described like this



Similarly, Feynman diagrams for the full polarization part can be schematically described as follows:
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′



where k, k , q here are all four-dimensional momentum vector. This shadow region contains all possible Feynman diagrams which connect the upper part & the lower part. Such diagrams can be generally classified into proper part and inproper part, in the same way as we did for the self-energy. The proper part is a polarization part that cannot be separated into two part by cutting a single interaction line. While the improper part is a polarization part that can be divided into the upper part and lower part by cutting a single interaction line. For example, this is a proper polarization part, while this is improper, because we can cut this into two polarization part by removing this interaction line.



————————–



Then, in the same way as we did for the Dyson equation for self-energy, we can also derive the Dyson equation for the polarization part:



• Firstly, the full polarization part consist of a sum of all possible repetitions of the proper polarization part.
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where this part denotes the proper polarization part, while this wavy line is for interaction potential. • This description becomes possible, especially because any n-th order Feynman diagram is ′ ( )n ′ accompanied by ℏi · (−1)F , where F stands for the number of fermion loop. • As is clear from this repetitive structure, this can be rewritten into a self-consistent equation:



where this singly shaded one is a collection of all possible proper polarization part. while this doubly daded one denote a collection of all possible polarization part. This equation is called as Dyson’s equation for polarization part and its analytic expression is given like this: i (−iℏ)Π(q) = (−iℏ)Π⋆ (q) + (−iℏ)Π⋆ (q) · V (q)(−iℏ)Π(q) ℏ Here V (q) stands for the Fourier transform of the interaction potential, which corresponds to this wavy line.
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′



Vλ,λ′ ;µ,µ′ (x, x ) = V (x − x )δλλ′ δµµ′ ∫ with V (q) = d3 xe−ikx V (x). so that the product between Π0 (q) and V (q) and V (q) and Π(q) reduces to a single scalar product. ( ) This interaction potential is accompanied by ℏi , which is this. Remember also that both Π0 and Π are always accompanied by factor (−iℏ) here. This factor(−iℏ) comes from our definition of polarization part:1 ′



′



nH (x)˜ nH (x 2 ⟨Ψ0 |Γ[˜



′



−iℏΠ(x, x ) ≡ −iD(x, x ) ≡ (−i)



)]|Ψ0 ⟩



⟨Ψ0 |Ψ0 ⟩



Namely, I put this factor in front of the polarization part, in order to make this corresponding r.h.s. to be consistent with definition of two-particle Green’s function, for which we can apply Feynman’s rule. With these factors in mind, one can see that this equation can be simplified into this form: Π(q) = Π⋆ (q) + Π⋆ (q)V (q)Π(q)



(2.8.5)



which can be solved exactly as Π(q) =



Π⋆ (q) 1 − Π⋆ (q)V (q)



(2.8.5’)



Then, the density-density correlation function is given as follows: ′



′



Dλ (x, x ) = ℏΠλ (x, x ) =



ℏΠ⋆,λ (q) ℏΠ⋆,λ (q) = 1 − λΠ⋆,λ (q)V (q) K λ (q)



Here, I put λ in order to make explicit the λ-dependence of the correlation function. substituting this back into eq.(2.8.3), we finally obtain ∫ d4 q ∫1 i −1 λ 0 Ecorr = 2 V 0 dλ · λ (2π)4 λV (q)[D (q) − D (q)] [ ] ∫ d4 q ∫1 λV (q)Π⋆,λ (q) i −1 0 = ℏV dλ · λ − λV (q)Π (q) 4 ⋆,λ 2 (2π) 0 1−λV (q)Π (q) ] ∫ d4 q [ ∫1 i 1 −1 0 = 2 ℏV 0 dλ · λ (2π)4 −1 + 1−λV (q)Π⋆,λ (q) − λV (q)Π (q) ] ∫1 ∫ d4 q [[ λ ]−1 i −1 0 = ℏV dλ · λ K (q) − 1 − λV (q)Π (q) 4 2 (2π) 0



(2.8.6)



(2.8.7)



(2.8.8)



where V here denote the total volume of the system. Eq.(2.8.8) can be applied to any homogeneous system with spin-independent interaction. In the following, however, we specialize to a degenerate electron gas with long-range Coulomb interaction, whose Hamiltonian is already defined in eq.(1.8.14). As I have already explained there, the uniform positive background precisely cancels the q = 0 term in the interaction potential V (q), so that V (q = 0) vanishes. To understand the structure of eq.(2.8.8), let us expand [. . .] in λ(or interaction potential): 2 1 see 2



eq.(2.8.4)
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[. . .] =



λV (q)Π⋆,λ (q) − λV (q)Π0 (q) 1 − λV (q)Π⋆,λ (q)



Generally, the proper polarization part depends on λ in a non-trivial manner. But, we can expand Π⋆,λ in the powers of λ: ⋆ 2 ⋆ Π⋆,λ (q) = Π⋆ 0 (q) + λΠ1 (q) + λ Π2 (q) + . . .



where •



Π⋆ 0 (q) = •



Π⋆ 1 (q) =



(≡ Π0 (q))
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Π⋆ 2 (q) = . . .



With this expansion in mind, we can expand this in powers of λ as: ⋆ ⋆ ⋆ 2 2 0 [. . .] = λV (q)Π⋆ 0 (q) + λ V (q)Π1 (q) + λ V (q)Π0 (q)V (q)Π0 (q) + . . . − λV (q)Π (q) 0 Now Π⋆ 0 = Π , so that this starts from 2nd order in λ.



( )2 2 V (q)Π0 (q) [. . .] = λ2 V (q)Π⋆ 1 (q) + λ Correspondingly, we have the expansion of ground state energy as Ecorr = E2r + E2b + E2c + E2d + . . . where E2r E2b,c,d



∫



∫



]2 d4 q [ 0 λV (q)Π (q) 0 (2π)4 0 ∫ 1 ∫ ] d4 q [ 1 ⋆ dλ · λ−1 λV (q)Π (q) = iV ℏ 0 1,b,c,d 2 (2π)4 0 1 = iV ℏ 2



1



−1



dλ · λ



where we named these 3 as Π1,b , Π1,c , Π1,d respectively. One can explicitly show that the correlation energy due to these proper polarization parts are finite. On the one hand, the correlation energy dut to this improper polartization part contain the logarithmic divergence of the q-integral, which we will see later. 2 This divergence comes from the singular behaviour of the Coulomb potential V (q) ≡ 4πe q2 for small q region. Namely, E2r contains two V (q), which gives its intergrand with q−4 behaviour. A similar divergence also occurs ]in all orders in λ, because these is always a single m-th order [ m term with the integrand V (q)Π0 (q) .



An idea of “ring diagram approximation” is to sum up all these singular terms up to all order in the perturbation theory by introducting an eﬀective interaction potential as Ur (q) =V (q) + V (q)Π0 (q)V (q) + [V (q)Π0 (q)]2 V (q) + [V (q)Π0 (q)]3 V (q) + . . . =



V (q) 1 − V (q)Π0 (q)



2.8. RING APPROXIMATION: HIGH DENSITY FERMI GAS WITH LONG-RANGE COULOMB INTERACTION135 Namely, with this eﬀective interaciton potential, these singular terms can be summed up in all order in λ as ∫ ∫ 1 ∞ d4 q ∑ 1 dλ · λ−1 Er = iV ℏ [λV0 (q)Π0 (q)]n 2 (2π)4 n=2 0 ∫ 1 ∫ 1 d4 q [λV0 (q)Π0 (q)]2 (2.8.9) = iV ℏ dλ · λ−1 2 (2π)4 1 − λV0 (q)Π0 (q) 0 ∫ 1 ∫ d4 q 1 dλ · λ−1 = iV ℏ λV0 (q)Π0 (q)Urλ (q)Π0 (q) 4 2 (2π) 0 where the underlined term is the eﬀective interaction potential. To summarize, the correlation energy of a degenerate electron gas can be given as Ecorr = Er + E2b + E2c + E2d + . . . where Er is the collection of leading contributions, while E2b,c,d are at most finite and less leading contribution. Er can be schematically given by the following diagrams:



where the bold wavy line represents the eﬀective interaction potential Ur (q);



Taking into account only these singular diagrams is called a “ring-diagram approximation”. Ring-diagram approximation is equivalent to employing Dyson equation with its proper polarization part being replaced by the zero-th order contribution. Namely, when we replace Π⋆,λ (q) in eq.(2.8.7) by its zero-th order contribution Π0 (q), we safely have Er : [ ] ∫ ∫ 1 i d4 q λV (q)Π⋆,λ (q) −1 0 Ecorr = ℏV dλ · λ − λV (q)Π (q) 2 (2π)4 1 − λV (q)Π⋆,λ (q) 0 [ ] ∫ ∫ 1 d4 q λV (q)Π0 (q) i −1 0 dλ · λ − λV (q)Π (q) ≈ ℏV 2 (2π)4 1 − λV (q)Π0 (q) 0 ∫ ∫ 1 d4 q [λV (q)Π0 (q)]2 i dλ · λ−1 = ℏV 2 (2π)4 1 − λV (q)Π0 (q) 0 =Er



136 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE Correspondingly, the eﬀective interaction potential Ur (q) can be rewritten in terms of a dielectric constant. V (q) Ur (q) = (2.8.10) Kr (q) Kr (q) = 1 − V (q)Π0 (q)



(2.8.11)



Where Kr (q) can be regarded as the ring-diagram approximation to the exact dielectric constant. We next evaluate this lowest-order proper polarization part. Π0 (q) ∫ ∫ 2i d3 k dϵ 0 G (k + q, ϵ + ω)G0 (k, ϵ) (2.8.12) Π0 (q) = − 3 ℏ (2π) 2π where this factor 2 comes from the summation over the spin index, using this G0 (k, ϵ) = we have



θ(|k| − kF ) θ(kF − |k|) + ω − ωk + iη ω − ωk − iη



(2.8.13)



{ } ∫ +∞ ∫ 2i d3 k dϵ θ(|k + q| − kF ) θ(kF − |k + q|) × + ℏ (2π)3 −∞ 2π ϵ + ω − ωk+q + iη ϵ + ω − ωk+q − iη { } θ(|k| − kF ) θ(kF − |k|) × + ϵ − ωk + iη ϵ − ωk − iη



Π0 (q) = −



Out of this integrand, we have four terms, 2 of which vanish under the integration over ϵ. Namely, product between these two and that between these two have their poles only in the lower half plane and only in the upper half plane respectively. Such terms reduce to zero, when we close the contour in the opposite side of the half plane. Accordingly, we end up a product between these two and that between these two. { ∫ ∫ +∞ 2i d3 k θ(|k + q| − kF ) θ(kF − |k|) dϵ Π0 (q) = − × · ℏ (2π)3 −∞ 2π ϵ + ω − ωk+q + iη ϵ − ωk − iη } θ(kF − |k + q|) θ(|k| − kF ) + · ϵ + ω − ωk+q − iη ϵ − ωk + iη =



2 ℏ



∫



d3 k (2π)3



{



θ(|k + q| − kF )θ(kF − |k|) θ(kF − |k + q|)θ(|k| − kF ) − ω + ωk − ωk+q + 2iη ω + ωk − ωk+q − 2iη ′



}



′



As for the 2nd term, we can define k = −k − q, so that, k and k + q are replaced by −k − q ′ and −k respectively. ′ ′ Now ωk are an even function in momentum. these two can be replaced by k + q and k respectively. ′ ′ k as well as k are dummy index, we can replace k by k. { } ∫ 2 1 1 d3 k = θ(|k + q| − kF )θ(kF − |k|) × − ℏ (2π)3 ω + ωk − ωk+q + iη ω − ωk + ωk+q − iη This clearly suggests that Π0 (q, ω) is an even function of ω. Π0 (q, ω) = Π0 (q, −ω) 0



so that we have only to study Π (q, ω) for positive ω



(2.8.14)



2.8. RING APPROXIMATION: HIGH DENSITY FERMI GAS WITH LONG-RANGE COULOMB INTERACTION137 ———————– Let us begin with the real part of Π0 (q, ω): ∫



d3 k θ(|k + q| − kF )θ(kF − |k|) (2π)3 { } P P × − ω + ωk − ωk+q ω − ωk + ωk+q



2 ReΠ (q, ω) = ℏ 0



1



(2.8.15)



∫ 1 d3 k ImΠ (q, ω) = − θ(|k + q| − kF )θ(kF − |k|) ℏ (2π)3 × {δ(ω + ωk − ωk+q ) + δ(ω − ωk + ωk+q )} 0



(2.8.16)



By replacing θ(|k + q| − kF ) by 1 − θ(kF − |k + q|), we have { } ∫ d3 k 1 2 1 (1 − θ(k − |k + q|)) θ(k −|k|)× − ReΠ0 (q, ω) = P F F ℏ (2π)3 ω + ωk − ωk+q ω − ωk + ωk+q This part vanishes under the k-integral. ′ One can see this by introducing again k = −k − q. { } ∫ 2 d3 k 1 1 ReΠ0 (q, ω) = P θ(k − |k|) × − F ℏ (2π)3 ω + ωk − ωk+q ω − ωk + ωk+q ωk denotes the kinetic energy of electron gas; ωk =



ϵk ℏk2 = ℏ 2m



so that we have ) ℏ ( (k + q)2 − k2 2m ) ℏ ( = 2k · q + q2 2m( ) ℏ q2 = k·q+ m 2



ωk+q − ωk =



(2.8.17)



using this, the real part is given by 2 ReΠ (q, ω) = P ℏ 0



∫



d3 k θ(kF − |k|) × (2π)3



{



1 ω−



ℏ m (q



·k+



q2 2 )



−



}



1 ω+



ℏ m (q



·k+



q2 2 )



By making ω to be dimensionless variable and measuring all wave vectors in the unit of kF ; ( ) qold =kF qnew m ν= 2ω (2.8.18) ℏkF kold =kF knew 1 This



“P” stands for the principal integral(value).



138 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE we have ℏk 2 ReΠ0old (kF q, F ν) ≡ ReΠ0new (q, ν) m { ∫ d3 k 1 2mkF θ(1 − |k|) × = 2 P 3 ℏ (2π) ν − (q · k +



2mkF ReΠ0 (q, ν) = ℏ2



∫



∫



1



k 2 · dk



−1



0



{



1



dt ×



q2 2 )



−



P ν − (qkt +



q2 2 )



−



}



1 ν − (−q · k −



q2 2 )



}



P ν − (−qkt −



q2 2 )



(2.8.19)



Since these integrals are Cauchy principal integral, we need to pay attention to those possibilities of these denominators being zero. To clarify these possibilities, notice that this quantity(the underlined part) is bounded like this: −q +



q2 q2 q2 ≤ qkt + ≤q+ 2 2 2



while this quantity is bounded by this form −q −



q2 q2 q2 ≤ −qkt − ≤q− 2 2 2



As such, depending on ν and q, we have following five cases: (i) ν >



q2 2



+q >



q2 2



− q, − q2 + q > − q2 − q



2



2



q2 2



− q, − q2 + q > − q2 − q



2



2



(ii)



q2 2



+q >ν >



(iii)



q2 2



+ q > max( q2 − q, − q2 + q) > ν > min( q2 − q, − q2 + q) > − q2 − q



(iv)



q2 2



+q >



q2 2



− q, − q2 + q > ν > − q2 − q



(v)



q2 2



+q >



q2 2



− q, − q2 + q > − q2 − q > ν



2



2



2



2



2



2



2



2



2



In the case of (i), these are no possibilities of these denominators being zero, so that we can freely integrate this:



2mkF 1 ReΠ0 (q, ν) = − 2 ℏ q we obtain 1 Using



∫



{[



1



k · dk × 0



]t=+1 [ ]t=+1 } q2 q2 log(ν − qkt − ) − log(ν + qkt + ) 2 t=−1 2 t=−1



1



∫ x log(β − αx)dx =



x2 β2 x2 β log(β − αx) − log(β − αx) − − x 2 2α2 4 2α
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[ { ] 2 ( ) ν − q2 + q 2mkF 1 1 ν q 2 ReΠ (q, ν) = × −1 + 1 − ( − ) log 2 ℏ2 4π 2 2q q 2 ν − q2 − q [ ]} 2 ( ) ν + q2 + q 1 ν q 2 − 1 − ( + ) log 2 2q q 2 ν+ q −q 0



2



As for other cases, we can do a similar integral, from which we obtain. [ ] { ) ( q2 + q| |ν − 2mk q 1 1 ν F 2 ReΠ0 (q, ν) = × −1 + 1 − ( − )2 log 2 ℏ2 4π 2 2q q 2 |ν − q2 − q| [ ]} 2 ) ( |ν + q2 + q| ν q 2 1 1 − ( + ) log − 2 2q q 2 |ν + q2 − q| for any cases. Let us next calculate the imginary part of Π0 (q, ω). ∫ 1 d3 k 0 ImΠ (q, ω) = − θ(|k + q| − kF )θ(kF − |k|) ℏ (2π)3 × {δ(ω + ωk − ωk+q ) + δ(ω − ωk + ωk+q )}



(2.8.20)



(2.8.16)



Since Π0 (q, ω) is an even function of ω, we consider positive ω case. For ω > 0, we have ∫ 1 d3 k ImΠ0 (q, ω) = − θ(|k + q| − kF )θ(kF − |k|)δ(ω − (ωk+q − ωk )) ℏ (2π)3 because, under this condition, ωk+q is always greater than ωk . δ(ω − (ωk+q − ωk )) ℏk 2 k q 1 ℏk 2 · + =δ( F ν − F ( m m kF kF 2 2 m q = 2 δ(ν − (k · q + )) ℏkF 2



(



q kF



1



)2 ))



substituting this expression into this, we have ℏkF2 ν) = ImΠ0new (q, ν) m ∫ q2 1 3 d kθ(|q + k| − 1)θ(1 − |k|) × δ(ν − (k · q + )) = − mkF (2πℏ)2 2 ImΠ0 (kF q,



To evaluate this integral, let us introduce two unit spheres whose centers are seqarated by a vector q. 1



kF knew =kold kF qnew =qold
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• We consider the vector k from the center of this unit sphere. • Then a vector, which connects this point and the other center is nothing but k + q. • These two factors require that the allowed integral region for k is within this unit sphere, while k should be outside the other unit sphere. • In this picture, these two conditions are always compatible, so that k can be freely integrated within this sphere.



• This situation holds true, whenever the amplitude of q is greater than 2.



• Otherwise, these two unit spheres have a finite overlap, where the integral region for k is restricted within this shadow region. Let us first consider q > 2 case.



2.8. RING APPROXIMATION: HIGH DENSITY FERMI GAS WITH LONG-RANGE COULOMB INTERACTION141 In such a case, this part is bounded by this form:1 −q +



q2 q2 q2 ≤k·q+ ≤q+ 2 2 2



As such, the right hand side remains finite, only when ν is within this regions. −q +



q2 q2 


Otherwise, ImΠ0 (q, ν) always reduces to zero. If this(underlined) is the case, the integrand remains finite only when k is within the plane which 2 satisfies q2 + q · k = ν,



where the distance between this plane and the center of this unit sphere is given by kd = |



ν q − | q 2



With this in mind, we have mkF ImΠ (q, ν) = − 2 2 2π 4π ℏ



∫



∫



1



0



=−



mkF 2π 4π 2 ℏ2



k · dk



+1



2



∫



| νq − q2 |



| νq



[



− q2 |



−1



∫



1



k 2 · dk



] 2 k=1



dtδ(ν − qkt −



+1



dt −1



ν q 1 δ(t − + ) qk qk 2k



mkF 2π k =− 2 2 4π ℏ q 2 k=| ν − q | q 2 [ ( )2 ] mkF 1 ν q =− 2 · 1− − ℏ 4π q 2 Let us next consider q < 2 case. 1 equality



q2 ) 2



holds true when |k| = 1, k · q < 0, k ∥ q or |k| = 1, k · q > 0, k ∥ q



(2.8.21)
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In this case, the integration over k is restricted within this shaded region. 2 In such a case, this part( q2 + q · k) is bounded by this form 0≤



q2 q2 +q·k≤ +q 2 2



Therefore, the integral remains finite only when ν is bounded by this region q2 +q 2 To perform this integral explicitly, it is technically useful to divide this region into these two regions. 0≤ν≤



(i) q −



q2 2



≤ ν(=



(ii) 0 ≤ ν(=



q2 2



q2 2



+ q · k) ≤



+ q · k) ≤ q −



q2 2



+q



q2 2



When k is along the plane which touches with this lower unit sphere, this term becomes equal to this quantity.



In the former case, the integral can be performed exactly in the same way as we did for q > 2 case. ∫ 1 ∫ 1 q2 mkF 2 0 k · dk dtδ(ν − qkt − ) ImΠ (q, ν) = − 2 2 2π 4π ℏ 2 | νq − q2 | −1 [ (2.8.22) ( )2 ] mkF 1 ν q =− 2 1− − ℏ 4π q 2



2.8. RING APPROXIMATION: HIGH DENSITY FERMI GAS WITH LONG-RANGE COULOMB INTERACTION143 In the latter case, the integration becomes a little involved, bacause the plane also enters inside the lower unit sphere, which is the forbidden region. mkF ImΠ (q, ν) = − (2πℏ)2 0



∫ d3 k · θ(1 − |k|)θ(|q + k| − 1)δ(ν − q · k −



q2 ) 2



When k is within this shaded annulus, the integrand remains finite. Thus we define kmin as a distance between the center of the upper sphere and the inner boundary of the annulus. In terms of kmin thus defined, the integral is given by ImΠ0 (q, ν) = −



mkF 1 ℏ2 2π



∫



∫



1



k 2 · dk



1



−1



kmin



By a simple geometry, kmin is given by ν as follows: 1



kmin = (1 − 2ν) 2



dt · δ(ν − qkt −



q2 ) 2
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∫



∫



1



0



=−



[



1 (1−2ν) 2



] 2 k=1



mkF 1 k ℏ2 2πq 2



mkF =− 2 ℏ mkF =− 2 ℏ



k · dk



1 −1



dt · δ(



q ν − − t) qk 2k



1



(2.8.23)



k=(1−2ν) 2



1 [1 − (1 − 2ν)] 4πq 1 2ν 4πq



To summarize, so far, the imaginary part can be given as follows



ImΠ0 (q, ν) =



    [  ( )2 ]    ν q mkF 1   1− − − 2   ℏ 4πq q 2     (    mkF 1   − 2ν (iii)q < 2 &   ℏ2 4πq     0 (otherwise)



  (i)q > 2 &   or   (ii)q < 2 &







q2 q2 −q ≤ν ≤ +q 2 2



q2 q2 − +q ≤ν ≤ +q 2 2 ) q2 0≤ν ≤− +q 2



    



(2.8.24) When viewed as a function of ν, the Imaginary part can be drawn like this: • For (0 


• For 2 < q case:
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For many applications, it is useful to enumerate limiting forms of Π0 (q, ν): • One is called as a static limit, in which we take ν to be zero, while q is fixed: Fixed q, while ν → 0. In these two graphs, this limit corresponds to approaching the origin in this way or approaching the origin in this way. Therefore, ImΠ0 (q, ν) reduces to zero in this limit. ImΠ0 (q, ν) = 0



The real part of Π0 (q, ν) can be also easily calculated from eq.(F) { ( )} 1 − 2q mkF 1 1 q2 ReΠ0 (q, ν) = 2 · 2 × −1 + (1 − )log ℏ 2π q 4 1 + 2q



(2.8.25.a)



(2.8.25.b)



• Another physically important limit is the dynamic limit, in which we take q to be zero, with fixed ν: Fixed ν, while q → 0 When q goes to zero, these upper bounds and lower bounds go to zero. Since we fix ν to be finite, this limit ends up in outside of these regions, where the imaginary part reduces to zero. ImΠ0 (q, ν) = 0 (2.8.26.a)



To calculate the real part in the dynamical limit, we need to Taylor-expand this logarithmic part in small q: ( 2 ) ν + q ∓ q2 2q q3 2 q3 q5 q5 2 q5 log = ± 2+ + 3± 4+ + o(q 7 ) 3 q2 ν ν 3ν 2ν ν 5 ν5 ν−q∓ 2



146 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE In terms of these expansions, eq.(2.8.20) can be calculated as 2mkF 1 · 2× 2 ℏ 4π { ( ) ( ) 1 ν 2 q2 2q q3 2 q3 q5 q5 2 q5 −1 + 1−( ) +ν− × + 2+ + 3+ 4+ 2q q 4 ν ν 3 ν3 2ν ν 5 ν5 ( ) ( )} 2 3 3 5 5 5 1 q q ν 2q 2q q q 2q − − 2+ 1 − ( )2 − ν − × + 3− 4+ 3 2q q 4 ν ν 3ν 2ν ν 5 ν5 2mkF 1 = 2 · 2× 4π ( {ℏ ) ( 3 ) ( )} 1 ν 2q 5 ν 4q 4q 3 q2 2q 5 −1 + 1 − ( )2 − × + + + + o(q ) 2q q 4 ν2 ν4 2q ν 3ν 3 { } 1 2 q2 2mkF + o(q 4 ) = 2 · 2 × −1 − 1 + 2 + ℏ 4π 3 ν2



ReΠ0 (q, ν) =



ReΠ0 (q, ν) =



1 2 q2 2mkF · 2· + o(q 4 ) 2 ℏ 4π 3 ν 2



(2.8.26.b)



• The third limit is an intermediate limit between the static limit & the dynamic limit. More specifically, we take q & ν to be zero simultaneously, while the ratio between q and ν to be fixed: Fixed



ν q



≡ x, while q → 0



This limit corresponds to this case, so that the imaginary part is given by   − mkF · 1 2ν ℏ2 4πq ImΠ0 (q, v = qx) =  0 (q ≤ ν)



ImΠ0 (q, ν = qx) = −



(0 ≤ ν ≤ q)



mkF x θ(1 − x) ℏ2 2π



(2.8.27.a)



To calculate the real part, we taylor-expand these logarithmic parts in small q, while regarded as a constant: q 1 + ν − q 1 + ν q 2 q 2 ·2 log = log − + o(q 2 ) 1 − νq + 2q 1 − νq 1 − ( νq )2 1 + log 1 −



ν q ν q



1 + + 2q = log 1 − − 2q 



ν q ν q



q ·2 + 2 ν 2 + o(q 2 ) 1 − (q)



ν q



being



2.8. RING APPROXIMATION: HIGH DENSITY FERMI GAS WITH LONG-RANGE COULOMB INTERACTION147 Uing these expansions, we obtain the leading order expression for the real part as follows: 2mkF 1 × 2 2 {ℏ 4π ( ) ) ( ν 1 ν 2 q2 q 1 + q 2 −1 + 1−( ) +ν− × log + o(q ) − 1 − νq 1 − ( νq )2 2q q 4 )} ( ) ( ν ν 2 q 1 q2 1 + q 1−( ) −ν− × log + o(q 2 ) − + 1 − νq 1 − ( νq )2 2q q 4 } { 1 + ν mkF 1 ν q = 2 −1 + log × 2 − 1 + o(q) 1 − νq ℏ 2π 2 2q



ReΠ0 (q, ν = qx) =



mkF 1 ReΠ (q, ν = qx) = 2 ℏ 2π 2 0



} { 1 + x + o(q) −2 + x · log 1 − x 



(2.8.27.b)



——————– Using these expressions for the zero-th order proper polarization part, let us next calculate the dielectric constant given within the ring-diagram approximation. Namely, using eq.(2.8.10), we have Kr (kF q, ω =



ℏkF2 ν) =1 − V (kF q)Π0 (q, ν) m ) 4πe2 1 ( =1 − 2 2 ReΠ0 (q, ν) + iImΠ0 (q, ν) kF q



(2.8.28)



where the real part and imaginary part are given in eq.(2.8.20) & eq.(2.8.24) respectively. • In the static limit, the dielectric constant thus obtained takes the following asymptotic form: • static limit (ν → 0, while fixing q) { ( ) 1 − 4πe2 1 mkF 1 1 q2 Kr (q, 0) = 1 − 2 2 · 2 × −1 + 1 − log 1 + kF q ℏ 2π 2 q 4



q 2 q 2



} 



(2.8.29)



The underlined coeﬃcient part is proportional to a ratio between Fermi wavelength and Bohr radius. 4πe2 mkF 1 2 1 me2 2 1 1 = · · 2 = · kF2 ℏ2 2π 2 π kF ℏ π kF aB 1 λF = 2 π aB



(2.8.30)



Fermi wavelength is proportional to the interparticle spacing in degenerate electron gas: 2π = 2π λF = kF



(



4 9π



) 13



r0 ≡ 2παr0



(2.8.31)



148 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE Thus, this coeﬃcient is a dimensionless quantity which measures the density of a degenerate electron gas. 2 r0 2 = α( ) ≡ αrS (2.8.32) π aB π Especially, the ratio between the interparticle spacing and Bohr radius is often called as rS , which plays role of the most important coupling constant in a degenerate electron gas. By its definition, rS goes to zero in the high-density limit, while rS goes infinity in the lowdensity limit. rS → 0 (high-density limit) In terms of rS , the dielectric constant in the static limit is given by ] [ 1 − 2q q2 2αrS 1 (1 − )ln Kr (q, 0) = 1 + 1 − 1 + q πq 2 q 4 2



(2.8.33)



• In the dynamic limit, the dielectric constant is given as follows within the ring-diagram approximation: • dynamic limit(q → 0, while fixing ν) 4πe2 1 2mkF 1 2 q2 · 2 kF q 2 ℏ2 4π 2 3 ν 2 4αrS =1 − 3πν 2



Kr (0, ν) =1 −



(2.8.34)



• In the intermediate limit, the dielectric constant takes the following asymptotic form: ) { ( } 1 + x 4πe2 1 mkF 1 mkF x Kr (q, qx) =1 − 2 2 × − 2 · 2 2 − x ln iθ(1 − x) − 2 · kF q ℏ 2π 1 − x ℏ 2π ) (2.8.35) ( 4αrS x 1 + x 2iαrS =1 + 1 − ln xθ(1 − x) + πq 2 2 1 − x q These three expressions for the dielectric constant turns out to be very useful to understand physical properties of high-density degenerate electron gas. In the latter sections, we will use these expressions, in order to understand many important properties of the degenerate electron gas. —————————In the remain part of this section, we will go back to the evaluation of correlation energy within the ring-diagram approximation. For its comparison, we will also evaluate the second-order term. ∫ ∫ 1 0 2 1 d4 q −1 [λV0 (q)Π (q)] dλ · λ (2.8.9) Er = iV ℏ 2 (2π)4 0 1 − λV0 (q)Π0 (q) E2r Equivalently



1 = iV ℏ 2



∫



d4 q (2π)4



∫ 0



1



[ ]2 dλ · λ−1 λV0 (q)Π0 (q)



(2.8.9.a)
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Let us begin with the 2nd-order term first: E2r =



1 iV ℏ 4



∫



d3 q (2π)3



∫



+∞



−∞



[ ]2 dω 2 V0 (q) Π0 (q, ω) 2π



As before, we introduce dimensionless frequency and momentum ν=



m ω, ℏkF2



qnew =



qold kF



(2.8.18)



In terms of these new variables, E2r is given as follows 1 k 3 ℏk 2 E2r = iV ℏ F 4 F 4 16π m



∫



∫ dν · [V0 Π0 ]2



d3 q



∫ ∫ 2 2 3 kF = 3πV N 1 ℏ2 kF 3e2 N 3 ====== == i · d q dν · [V0 Π0 ]2 4 me2 16π 2 ( ) ∫ ∫ ℏ2 =a0 N e2 [ ] 3i me2 2 3 0 2 ======= (kF a0 ) d q dν V0 Π 2a0 32π 2 E2r =



N e2 2a0



(



3i 16π 2 (αrS )2



∫



∫ d3 q



+∞



[ ]2 dν V0 Π0



) (2.8.9.b)



0



expressions for the polarization part obtained in the dynamic limit and the intermediate limit. One can also confirm that the expression in the intermediate limit(eq.(2.8.27.a) & eq.(2.8.27.b)), includes that of the dynamic limit(eq.(2.8.26.a) & eq.(2.8.26.b)) as a limiting situation. Therefore, we may use the expression obtained in the intermediate limit,  mkF x  0  θ(1 − x)  ImΠ (|q|, ν = |q|x) = − 2 ℏ 2π{ } 1 + x mkF 1  0  −2 + x ln  ReΠ (|q|, ν = |q|x) = 2 ℏ 2π 2 1 − x Now that the energy must be always real-valued, we only focus on the real part of the right hand side. As mentioned before, E2r diverges logarithmically due to the singular behaviour of the Coulomb 2 potential: V0 (q) = 4πe q 2 around q = 0. To see this situation, let us separate the momentum integral into two parts: (∫ )∫ ∫ +∞ 3i 2 r 3 3 ϵ2 = d q+ d q dν · V02 (q)Π0 (q, ν) 2 2 2 16π α rS |q|qc 0
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∫



3i 2 16π α2 rS2



∫



+∞



|q|


2



dν · V02 (q)Π0 (q, ν)



d3 q



When qc is chosen to be much smaller than 1, we may approximately employ the



ϵr,1 2



(2.8.9.c)



0 1 2



∫ ∫ +∞ 3 3 =− 2 2 2 d q dν · V02 (q)ReΠ0 (q, ν)ImΠ0 (q, ν) 8π α rS |q|


6 =− π



∫



qc



1 · dq q



0



∫



1



dx · xf (x)



(2.8.9.d)



0



From this final expression, we can see that this momentum integral exhibits logarithmic divergence in the infrared regime. Moreover, when it comes to the 3rd-order term , the integrand contains V03 (q)(Π0 (q))3 , so that this momentum integral in the infrared regime will be replaced by the following form. ∫



qc



q3 ·



0



1 · dq q6



∫



1



( ) dx axf 2 (x) + bx3



(2.8.9.e)



0



which exhibits more singular divergence at q = 0. An idea of “ring-diagram approximation” is to sum up all these singular terms up to all order in the perturbation theory:



Er =



1 iV ℏ 2



∫



d4 q (2π)4



∫



1



dλ · λ 0



[V0 (q)Π0 (q)]2 1 − λV0 (q)Π0 (q)



(2.8.9)



Remarkably, when summed over up to all order, these singularities cancel each other, which results in a finite contribution. 1



(



mkF ℏ2



2 f (x)



)2 (



=



2 π



{



4πe2 2 kF



1−



)2 x 2



)2 ( = (4π)2 (αrS )2 = k 4πa F 0 } 1+x ln 1−x 
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d4 q (2π)4



∫



2



1



V02 Π0 1 − λV0 Π0 0 ( ) ∫ ∫ 1 d4 q 1 1 0 −1 + = iV ℏ dλV Π 0 2 (2π)4 0 1 − λV0 Π0 ∫ [ ] ) 1 d4 q ( 0 λ=1 0 = − iV ℏ log[1 − λV Π ] + V Π 0 0 λ=0 2 (2π)4



1 Er = iV ℏ 2



dλ · λ



∫ ∫ } d3 q 1 dω { log[1 − V0 Π0 ] + V0 Π0 Er = − iV ℏ 3 2 (2π) 2π ∫ ∫ 3 1 d q dω = − iV ℏ {log[Kr (q, ω)] + 1 − Kr (q, ω)} 2 (2π)3 2π



(2.8.9’)



Using the dimensionless frequency and momentum, this can be given by the dimensionless integral. N e2 Er = ϵr (2.8.36) 2a0



ϵr = −



3i 2 16π α2 rS2



∫ d3 q



′



∫



+∞



−∞



{ } ′ ′ dν log Kr (q , ν) + 1 − Kr (q , ν) ′



(with q =



q m , ν = 2 ω) kF ℏkF



′



Since Kr depends on the norm of q and it is an even function of ν, we have ϵr = −



3i 2πα2 rS2



∫



+∞



q



′2



· dq



′



0



∫



+∞



{ } ′ ′ dν log Kr (q , ν) + 1 − Kr (q , ν)



0



The energy must be real-valued, so that we focus only on the imginary part of this parenthesis. ( ) } ∫ +∞ ∫ +∞ { 3 ImKr (q, ν) 2 −1 ϵr = q · dq dν tan − ImK (q, ν) (2.8.37) r 2πα2 rS2 0 ReKr (q, ν) 0 with log(ReK + iImK) = log



( ) √ ImK ReK 2 + ImK 2 + itan−1 ReK



(2.8.38)



In order to see how the singular behaviour of the integrand at q = 0 is removed by the summation of the ring-diagrams, we separate this momentum integral into two parts: ϵr = ϵr,1 = ϵr,2 =



3 2 2πα2 rS 3 2 2πα2 rS



ϵr,1 + ϵr,2 } ∫ +∞ { −1 ( ImK ) q · dq 0 dν tan ReK − ImK 0 ) } ( ∫ +∞ 2 ∫ +∞ { q · dq 0 dν tan−1 ImK ReK − ImK qc ∫ qc



2



ϵr,2 is free from infrared divergence, so that it results in a finite contribution.



(2.8.39) (2.8.40)



152 CHAPTER 2. GREEN’S FUNCTION AND FIELD THEORY AT ZERO TEMPERATURE Toevaluate ϵr,1 , we again choose qc to be suﬃciently smaller than 1, so that the integrand can be evaluated in terms of eqs. { [ ] } ∫ +∞ ∫ qc 3 2αrS xθ(1 − x) 3 −1 2αrS xθ(1 − x) ϵr,1 = q · dq dx tan − 2πα2 rS2 0 q 2 + 2αrS f (x) q2 0 { [ ] } ∫ 1 ∫ qc 2αrS x 3 2αrS x (2.8.41) q 3 · dq dx tan−1 2 = − 2 2 2πα rS 0 q + 2αrS f (x) q2 0 ∫ qc ∫ +∞ 3 + 2 2 q 3 · dq dxθ(−q 2 − 2αrS f (x)) 2α rS 0 1 where θ denotes the step function:



{ θ(x) =



1



x>0



0



x


2 The second term is because tan−1 ( K K1 ) takes π, when K2 = 0 and K1 is negative. The singular behaviour of the integrand in small q regime is expected from the former part. In fact, when we expand the former term with respect to αrS ∝ e2 , we have { } ∫ qc ∫ 1 3 2αrS x 4α2 rS2 xf (x) 2αrS x 3 = q dq dx − + ... − 2πα2 rS2 0 q2 q4 q2 0 (2.8.41’) { } ∫ qc ∫ 1 3 4xf (x) = dq dx − + ... 2π 0 q 0



where the first term is nothing but ϵr,1 2 (given in eq.(2.8.9.d)) which exhibits logarithmic divergence at q = 0. However, when we sum up all the ring-type diagram, we have this: [ ] } ∫ qc ∫ 1 { 3 2αrS x 2αrS x 3 −1 ϵr,1 = q · dq dx tan − + ... 2πα2 rS2 0 q 2 + 2αrS f (x) q2 0 in which the q −4 dependence of this underlined part is cut oﬀ for q 2 < 2αrS f (x). This integral can be evaluated for small rS as follows: 2 (1 − ln2)lnrS + const (2.8.42) π2 Here ‘constant’ part means either some number which is free from rS or some function which reduces to zero in small rS limit.1 Thus, the leading order contribution in the small rS limit is given by: ( ) N e2 2 Er = (1 − ln2) ln r + const S 2a0 π 2 ϵr,1 =



Later, many people calculated the subleading order correction to the correlation energy in the high density limit: ( ) e2 2 Ecorr = (1 − ln2) ln r − 0.094 + o(r ln r ) (2.8.43) S S S N 2a0 π 2 1 W.Macke,
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Chapter 3



Application to electron gas at the zero temperature 3.1



Screening eﬀect in a degenerate electron gas



In the preceding section, we have introduced the Dyson equation for the density-density correlation function, where the proper polarization part is calculated at the zero-th order perturbation theory. These results are useful to understand many important physical properties of degenerate electron gas, such as screening eﬀect & plasma oscillation. In this section, we will study these properties within the ring-diagram approximation. As a preliminary for this, let us first introduce a theory of linear response to a weak external perturbation. Consider an interacting many-particles system with a time-independent Hamiltonian iℏ



∂ |ΨS (t)⟩ = H|ΨS (t)⟩ ∂t



|ΨS (t)⟩ is a state vector in the Schr¨odinger picture, which is given by |ΨS (t)⟩ = e−i ℏ t |ΨS (0)⟩ H



Suppose that the system is perturbed at t = t0 , by introducing an additional time-dependent Hamiltonian ∂ iℏ |ΨS (t)⟩ = (H + H ex (t))|ΨS (t)⟩ (3.1.1) ∂t This can be also solved symbolically: H ˆ |ΨS (t)⟩ = e−i ℏ t A(t)|Ψ S (t)⟩



(3.1.2)



ˆ reduces to a unit, when t is less than t0 . Here, A(t) ˆ =1 A(t)



(t ≤ t0 )
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(3.1.3)
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because (t ≤ t0 )



H ex (t) = 0



substituting this solution into this Schr¨odinger’s equation, we obtain the equation of motion for ˆ A(t): ˆ H H ∂ A(t) −i H ˆ A(t)|Ψ ˆ ˆ ℏ t (iℏ e−i ℏ t H )|ΨS (0)⟩ = (H + H ex (t))e−i ℏ t A(t)|Ψ S (0)⟩ + e S (0)⟩ ∂t These two are set oﬀ by each other. So that we have iℏ



H H ∂ ˆ ˆ A(t) =ei ℏ t H ex (t)e−i ℏ t A(t) ∂t def ex ˆ ≡ HH (t) · A(t)



(3.1.4)



ex where HH (t) is the operator in the usual Heisenberg picture. ˆ iteratively: As we did many times in sec. , the equation of motion is solved in favor for A(t)



ˆ =1− i A(t) ℏ



∫



t



dt



′



ex ′ ˆH H (t )



( +



t0



−i ℏ



)2 ∫



t



dt



′



∫



t0



t



′ ′′ ex ′ ˆ ex ′′ ˆH dt H (t )HH (t ) + . . .



t0



This clearly observes the boundary condition. Since H (t) = 0 for t ≤ t0 , we can also rewrite this as ex



ˆ =1− i A(t) ℏ



∫



t −∞



′



ex ′ ˆH dt H (t ) +



(



−i ℏ



)2 ∫



t



dt −∞



′



∫



t



′



−∞



′′ ex ′ ˆ ex ′′ ˆH dt H (t )HH (t ) + . . .



(3.1.5)



Correspondingly, we have ∫ ′ i −i H t t ex ′ ˆH e ℏ dt H (t )|ΨS (0)⟩ ℏ −∞ ( )2 ∫ t ∫ t′ ′ ′′ −i −i H t ex ′ ˆ ex ′′ ˆH ℏ + e dt (t )HH (t )|ΨS (0)⟩ + . . . dt H ℏ −∞ −∞



|ΨS (t)⟩ =e−i ℏ t |ΨS (0)⟩ − H



(3.1.5’)



With this in mind, we can calculate an expectation value of a physical observable at any given time t: ⟨ΨS (t)|OS |ΨS (t)⟩ ⟨O(t)⟩ex = (3.1.6) ⟨ΨS (t)|ΨS (t)⟩ The numerator is calculated as follows: ] [ ∫ ′ H i t ex ′ ˆ S e−i Hℏ t × dt HH (t ) + . . . × ei ℏ t O ⟨ΨS (t)|OS |ΨS (t)⟩ =⟨ΨS (0)| 1 + ℏ −∞ [ ] ∫ t ′ i ex ′ 1− dt HH (t ) + . . . |ΨS (0)⟩ ℏ −∞ ˆ H (t)|ΨS (0)⟩+ =⟨ΨS (0)|O ∫ t [ ] ′ i ex ′ ˆ ex ′ ˆ H (t)HH dt ⟨ΨS (0)| HH (t )OH (t) − O (t ) |ΨS (0)⟩ ℏ −∞



(3.1.7)
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As far as the first order in external perturbation, we can easily see that the denominator is equal to the norm at t = 0. [ ][ ] ∫ ∫ ′ ′ i t i t ex ′ ex ′ ⟨ΨS (t)|ΨS (t)⟩ =⟨ΨS (0)| 1 + HH (t )dt + . . . 1 − HH (t )dt + . . . |ΨS (0)⟩ ℏ −∞ ℏ −∞ =⟨ΨS (0)|ΨS (0)⟩ + O((H ex )2 ) As such, the expectation value is evaluated within the first order in the external perturbation as follows. ] [ ex ′ ∫ t ˆ (t ), O (t) |ΨS (0)⟩ ⟨Ψ (0)| H ˆ H S H ′ ⟨ΨS (0)|OH (t)|ΨS (0)⟩ i ⟨O(t)⟩ex = + dt +o((H ex )2 ) (3.1.8) ⟨ΨS (0)|ΨS (0)⟩ ℏ −∞ ⟨ΨS (0)|ΨS (0)⟩ where the first term in the right hand side stands for the expectation value of the physical observale without external perturbation. 1 Thus, linear response of the ground state expectation value of the observable is given by ˆ δ⟨O(t)⟩ ≡⟨O(t)⟩ex − ⟨O(t)⟩ [ ] ex ′ ∫ t ⟨Ψ | H (t ), O (t) |Ψ0 ⟩ 0 H H ′ i = dt ℏ −∞ ⟨Ψ0 |Ψ0 ⟩



(3.1.9)



where |ΨS (0)⟩ was replaced by the ground-state wavefunction of H, which we call |Ψ0 ⟩. For example, consider that a system with charge e per particle is subjected under an external scalar potential φex (x, t): ∫ ex ˆH H (t) = d3 xˆ nH (x, t)eφex (x, t) (3.1.10) where n ˆ H (x, t) ≡ ei ℏ t n ˆ (x)e−i ℏ t and n ˆ (x) denotes particle density operator at x. We are interested in how the particle density will be perturbed by the external scalar potential. Within the linear response theory described so far, it is given by [ ] ′ ′ ∫ t ∫ ⟨Ψ | n ˆ (x , t ), n ˆ (x, t) |Ψ0 ⟩ 0 H H ′ ′ ′ ′ i δ⟨ˆ n(x, t)⟩ = dt d3 x eφex (x , t ) ℏ −∞ ⟨Ψ0 |Ψ0 ⟩ H



H



Using the deviation operator, def



n ˜ H (x, t) ≡ n ˆ H (x, t) − ⟨ˆ nH (x, t)⟩ =ˆ nH (x, t) − n



(3.1.11)



we can rewrite this into the followings i δ⟨ˆ n(x, t)⟩ = ℏ 1 = ℏ 1 ⟨O(t)⟩



=



∫



t



dt



′



−∞ ∫ +∞



dt −∞



ˆ H (t)|ΨS (0)⟩ ⟨ΨS (0)|O ⟨ΨS (0)|ΨS (0)⟩



∫



′



′



′



d3 x eφex (x , t ) ′



∫ 3



′



R



[ ] ′ ′ ⟨Ψ0 | n ˜ H (x , t ), n ˜ H (x, t) |Ψ0 ⟩



′



⟨Ψ0 |Ψ0 ⟩ ′



ex



′



′



d x D (x, t; x , t )eφ (x , t )



(3.1.12)
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where we define the retarded density-density correlation function in analogy with the timeordered density-density correlation function defined in eq.(2.8.2): • Retarded density-density correlation function ′



′



′



′



iDR (x, t; x , t ) = θ(t − t ) ×



′



⟨Ψ0 |[˜ nH (x, t), n ˜ H (x , t )]|Ψ0 ⟩ ⟨Ψ0 |Ψ0 ⟩



(3.1.12’)



• Time-ordered density-density correlation function ′



′



′



iD(x, t; x , t ) =



′



⟨Ψ0 |Γ[˜ nH (x, t), n ˜ H (x , t )]|Ψ0 ⟩ ⟨Ψ0 |Ψ0 ⟩



(2.8.2’)



If the system without external perturbation is spatially and temporally homogeneous, we can assume the translational symmetry in the density-density correlation function: ′



′



′



′



DR (x, t; x , t ) = DR (x − x , t − t )



(3.1.13)



So that we can take the Fourier transform of this(...) with ∫ ∫  ex 3   φ (k, ω) ≡ d x dt · e−ik·x eiωt φex (x, t)     ∫ ∫  δ⟨ˆ n(k, ω)⟩ = d3 x dt · e−ik·x eiωt δ⟨ˆ n(x, t)⟩    ∫ ∫     DR (k, ω) = d3 x dt · e−ik·x eiωt DR (x, t)



(3.1.14)



With this, we have 1 R D (k, ω)eφex (k, ω) (3.1.15) ℏ This indicates that the system responds at the same wave vector and same frequency as the external perturbation. From this, we can define a generalized susceptibility δ⟨ˆ n(k, ω)⟩ =



χnn (k, ω) ≡



δ⟨ˆ n(k, ω)⟩ 1 = DR (k, ω) ex eφ (k, ω) ℏ



(3.1.15’)



Contrary to the time-order density correlation function, retarded function cannot be calculated directly with Feynman-Dyson perturbation series, because Wick’s theorem can be applicable to time-ordered products of operators. Thus, we next relate the retarded function with the time-ordered density correlation function. In a similar way as we did for single-particle Green’s function, we can do this by using the Lehmann representation. Lehmann representation of the time-ordered density-density correlation functon is obtained in the following way. ′



′



′



′



′



iD(x, t; x , t ) =θ(t − t )⟨Ψ0 |˜ nH (x, t)˜ nH (x , t )|Ψ0 ⟩ ′



′



′



+ θ(t − t)⟨Ψ0 |˜ nH (x , t )˜ nH (x, t)|Ψ0 ⟩ ∑{ ′ ′ ′ θ(t − t )e−i(En −E0 )(t−t )/ℏ ⟨Ψ0 |˜ nH (x)|Ψn ⟩⟨Ψn |˜ nH (x )|Ψ0 ⟩ = n ′



−θ(t − t)ei(En −E0 )(t−t



′



)/ℏ



′



⟨Ψ0 |˜ nH (x )|Ψn ⟩⟨Ψn |˜ nH (x)|Ψ0 ⟩



}
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where |Ψn ⟩ is an eigenstate of H, which belongs an eigenvalue En . Using ˆ ˆ n ˜ H (x) = e−iP·ˆx/ℏ n ˜ H (0)eiP·ˆx/ℏ ˆ denote the total momentum operator, we have where P ∑{ ′ ′ ′ = θ(t − t )e−i(En −E0 )(t−t )/ℏ eiPn ·(x−x )/ℏ ⟨Ψ0 |˜ nH (0)|Ψn ⟩⟨Ψn |˜ nH (0)|Ψ0 ⟩ n ′



−θ(t − t)ei(En −E0 )(t−t



′



′



)/ℏ −iPn ·(x−x )/ℏ



e



} ⟨Ψ0 |˜ nH (0)|Ψn ⟩⟨Ψn |˜ nH (0)|Ψ0 ⟩



ˆ because Here, we used a fact that |Ψn ⟩ is also an eigenstate of the total momentum operator P, ˆ ˆ P and H commute with each other. Pn is an eigenvalue for |Ψn ⟩ By taking the Fourier transformation, we obtain ∫ ∫ ′ ′ ′ ′ ′ ′ iD(k, ω) = d3 (x − x ) d(t − t )e−ik·(x−x ) eiω(t−t ) iD(x, t; x , t ) =iV



∑ n



− iV



δk, Pn ℏ



∑ n



⟨Ψ0 |˜ nH (0)|Ψn ⟩⟨Ψn |˜ nH (0)|Ψ0 ⟩ −1 ω − ℏ (En − E0 ) + iη



δk,− Pn ℏ



(3.1.16)



⟨Ψ0 |˜ nH (0)|Ψn ⟩⟨Ψn |˜ nH (0)|Ψ0 ⟩ ω + ℏ−1 (En − E0 ) − iη



In a similar way, the Fourier transform of the retarded density correlation function is obtained as follows. ∑ ⟨Ψ0 |˜ nH (0)|Ψn ⟩⟨Ψn |˜ nH (0)|Ψ0 ⟩ iDR (k, ω) =iV δk, Pn −1 ℏ ω − ℏ (En − E0 ) + iη n (3.1.17) ∑ ⟨Ψ0 |˜ nH (0)|Ψn ⟩⟨Ψn |˜ nH (0)|Ψ0 ⟩ − iV δk,− Pn ℏ ω + ℏ−1 (En − E0 ) − iη n Since the summation over |Ψn ⟩ is taken over an excited state of H, En − E0 is always positive. Therefore, these two expressions leads to the following general relation between DR (k, ω) and D(k, ω). 1 { ReDR (k, ω) =ReD(k, ω) (3.1.18) ImDR (k, ω) =sgn(ω) · ImD(k, ω) Using these relation, we can calculate the linear response function out of the time-ordered densitydensity correlation function. Based on this general framework, let us first discuss about the screening eﬀect in a degenerate electron gas. Here, we are interested in how electron density will response, when a static impurity with positive charge Ze is introduced into an electron gas. Namely, we consider a static scalar potential in eq.(3.1.10) Ze (3.1.19) φex (x, t) = |x| 1 sgnω



def



≡



ω |ω|
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or equivalently φex (q, ω) =



8π 2 Ze δ(ω) q2



(3.1.19’)



According to the linear response theory, the induced charge density is given by ∫



∫ d3 k dω ik·x −iωt δ⟨n(x)⟩ = − e e δ⟨n(k, ω)⟩ (2π)3 2π ∫ ∫ 1 d3 k dω ik·x −iωt R =− e e D (k, ω)eφex (k, ω) ℏ (2π)3 2π ∫ d3 k ik·x 4πZe2 R =− e D (k, 0) (2π)3 ℏk2



(3.1.20)



According to eq.(2.8.4’) & eq.(2.8.5’), the time-ordered density-density correlation function is given by the proper polarization function in the following way. D(k, ω) = ℏΠ(k, ω) =



ℏΠ⋆ (k, ω) 1 − Π⋆ (k, ω)V (k)



Here V (k) denotes the bare Coulombic potential. V (k) =



4πe2 k2



so that, we have Π⋆ (k, ω)V (k) 4πe2 D(k, ω) = ℏk 2 1 − Π⋆ (k, ω)V (k) 1 ReK − iImK = −1= −1 K(k, ω) ReK 2 + ImK 2



(3.1.21)



Then, using the relation between the retarded density correlation function and time-ordered correlation function, we obtain. ReK(k, ω) − isgn(ω)ImK(k, ω) 4πe2 R D (k, ω) = −1 2 ℏk ReK 2 (k, ω) + ImK 2 (k, ω)



(3.1.22)



Within the ring-diagram approximation, this dielectric constant K(k, ω) was evaluated explicitly, such as in eq.(2.8.33) & eq.(2.8.34) & eq.(2.8.35). Especially, in the staic limit where ω = 0, the imaginary part of the dielectric constant reduces to zero, and we obtain ( ) 1 |k| Kr (k, 0) = 1 + 4αrS kF2 g (3.1.23) π|k|2 kF where a real-valued function g is given by this. ( ) 1 − 1 1 x2 g(x) = − 1− ln 2 2x 4 1+



x 2 x 2







(3.1.24)
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By substituting eq.(3.1.23) into eq.(3.1.22) & eq.(3.1.20), we obtain the induced charge density as δ⟨ρ(x)⟩ring = − eδ⟨n(x)⟩ring ∫ d3 k ik·x 1 − Kring (k, 0) =Ze e (2π)3 Kring (k, 0) ( 2) ( ) kF 4αrS k ∫ 3 π k2 g kF d k ik·x ( ) ( ) = − Ze e 2 kF k (2π)3 S 1 + 4αr g 2 π k kF ( ) 4αrS k ∫ π g kF d3 k ik·x e = − Ze ( )2 ( ) (2π)3 k k S + 4αr kF π g kF This expression has several important features. • First of all, the total induced charge is equal to −Ze. ∫ δQr = d3 xδ⟨ρ(x)⟩ring ∫ = − Ze



(



)



4αrS k π g kF d3 kδ 3 (k) ( )2 ( k k S + 4αr kF π g kF



)



(3.1.25)



= − Ze which means that induced charge density screens the impurity with +Ze charge completely. • The second feature is that the induced charge density is finite everywhere and it has maximum at x = 0.



δ⟨ρ(x)⟩ring ≤ δ⟨ρ(x)⟩ring < +∞



(3.1.26)
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• Thirdly, we are interested in how the induced charge density will decay when x goes away from the origin. To calculate, let us first define Thomas-Fermi wavenumber as √ def



qT F ≡



4αrS · kF π



(3.1.27)



In terms of this, the induced charge density is given by ∫



d3 q iq·x qT2 F g(q/kF ) e (2π)3 q 2 + qT2 F g(q/kF ) ∫ ∫ 1 dq qT2 F g(q/kF ) 2 iqxt = − Ze dtq e (2π)2 −1 q 2 + qT2 F g(q/kF ) ∫ 2 Ze q g(q/kF ) =− 2 dq · qsin(qx) 2 T F2 2π x q + qT F g(q/kF )



δ⟨ρ(x)⟩ = − Ze



Ze δ⟨ρ(x)⟩ = − 2 4π x



∫



+∞



−∞



dq · qsin(qx)



qT2 F g(q/kF ) q 2 + qT2 F g(q/kF )



(3.1.28)



Since g(x) is a function of order unit, the second term in the denominator becomes important only when q ≪ qT F . In the high-density limit where rS → 0, we can approximate g( kqF ) by g(0) for those q which is much smaller than the Thomas-Fermi wavenumber. g(0) = 1, so that we can approximately evaluate this integral as Ze ≈ − 2 4π x



rS →0



∫



(



+∞ −∞



dq · q



eiqx − e−iqx 2i



)



qT2 F q 2 + qT2 F
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} 1 1 + q − iqT F q + iqT F Γupperhalf } { I −iqx Ze 1e 1 1 − 2 dq + 4π x Γlowerhalf 2 2i q − iqT F q + iqT F



Ze =− 2 4π x



=−



I



1 eiqx dq 2 2i



{



Ze 2 −qT F x q e ×2 8πx T F =−



Ze 2 −qT F x q e 4πx T F



(3.1.29)



δ⟨ˆ ρ(x)⟩ring thus calculated is called Thomas-Fermi result, which signifies that induced charge density is roughly extended within |x| ≤ qT−1F . The Thomas-Fermi result is not quite correct, especially when x become suﬃciently large. To obtain accurate asymptotic behaviour of the induced charge density, notice first that g(x) has singularity at x = ±2, because of this logarithmic function: ( ) 1 − x2 1 1 x2 g(x) = − 1− ln 2 2x 4 1 + x2 To put the conclusion first, this singularity gives rise to an algebraic asymptotic dependence on x of δ⟨ρ(x)⟩ring . To see this, let us rewrite this logarithmic function in this way ( ) q − 2kF (q − 2kF )2 + η 2 1 log = lim log q + 2kF η→0 2 (q + 2kF )2 + η 2



(3.1.30)



substituting this expression into eq.(3.1.28), we have Ze δ⟨ρ(x)⟩ = − 2 lim 4π xi η→0   q2



+



qT2 F



{



∫



dq · qeiqx



−∞



−



1 2



∫



=−



Ze lim 4π 2 xi η→0



×



{



q 2 + qT2 F



+∞







kF 2q



(



q 1−



2



1 q 2 4 ( kF )



)



(



1 2



log



1 2



log



(q−2kF )2 +η 2 (q+2kF )2 +η 2



)} − 1



+∞



dqeiqx −∞



1 2



−



kF 2q



(



q3 1 − 14 ( kqF )2



)



(



(q−2kF )2 +η 2 (q+2kF )2 +η 2



)}



The integrand has a pole at q = ±iqT F , which gives rises to a Thomas-Fermi result, as described above. On top of these poles, the integrand requires us to introduce a branch cut associated with these logarithmic functions.
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CHAPTER 3. APPLICATION TO ELECTRON GAS AT THE ZERO TEMPERATURE Namely, when q = ±2kF + iV , the arguments of these logarithmic function become negative when absolute value of V is greater than η, e.g. [ log



(q − 2kF )2 + η 2 (q + 2kF )2 + η 2



] q=2kF +iV



[ ] = log (q − 2kF )2 + η 2 q=2k



F +iV



[ ] − log (q + 2kF )2 + η 2 q=2k



F +iV



[ ] = log −V 2 + η 2 − log[. . .] (3.1.31)



As such, we introduce four branch cuts in the complex-q plane.



Correspondingly, we will deform the integral path along the real axis into this way. We choose the upper half plane, because of this eiqx where x is positive definite. When the contour takes to be infinitely far from the origin, we have Ze δ⟨ρ(x)⟩ = − 2 lim 4π xi η→0 eiqx q 2 + qT2 F



(I



I +



|q−iqT F |=ϵ



{



1 2



−



kF 2q



(



)



I + C1



q



3



1 − 14 ( kqF )2



C2



)



1 2



(3.1.32) (



log



)} 2



(q−2kF )2 +η (q+2kF )2 +η 2
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Where this corresponds to the Thomas-Fermi pole contribution while these two contourintegrals are taken along these two branch cuts. As we have already see above, the Thomas-Fermi pole contribution vanishes exponentially for larger x. On the one hand, these two contour integrals give rise to “algebraic decay for larger x” which is much more dominant than the exponential decay. To see this algebraic decay, let us first calculate this integral.



According to this branch cut, the imaginary part of this logarithmic function takes −iπ on the left side of C1 , while takes +iπ on the right side of C1 .
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CHAPTER 3. APPLICATION TO ELECTRON GAS AT THE ZERO TEMPERATURE With this in mind, we can calculate this integral as I q3 { ( ) ( )} dqeiqx 2 2 F ) +η C1 q 2 + qT2 F 21 − k2qF 1 − 14 ( kqF )2 12 log (q−2k 2 2 (q+2kF ) +η ∫ η 3 (2kF + iV ) ( ) dV ei(2kF +iV )x =i +∞ (2kF + iV )2 + qT2 F g 2kF −ϵ+iV kF ∫ +∞ 3 (2kF + iV ) ( ) +i dV ei(2kF +iV )x η (2kF + iV )2 + qT2 F g 2kF +ϵ+iV kF ( 2 ) ∫ +∞ 3 (2kF + iV ) qT F g− − qT2 F g+ i(2kF +iV )x =i dV e [(2kF + iV )2 + qT2 F g+ ] [(2kF + iV )2 + qT2 F g− ] η



(3.1.33)



where we take q to be 2kF + iV − ϵ in the integral along the left side of C1 , while take q to be 2kF + iV + ϵ in the integral along the right side of C1 . Here ϵ is a infinitesimally small real and positive quantity. g± stands for these two function respectively ( ) 2kF + iV ± ϵ g± ≡ g kF with 1 1 g(x) = − 2 2x



( ) [ ] 1 2 1 (x − 2)2 + η 2 1− x ln 4 2 (x + 2)2 + η 2



As mentioned before, g+ and g− diﬀer from each other along the branch cut, because of this logarithmic part: +iϵ ( )2 ) [ [ ]]x= 2kF +iV kF 1 2kF + iV 1 (x − 2)2 + η 2 1− × ln 4 kF 2 (x + 2)2 + η 2 x= 2kF +iV −iϵ kF ( ( )2 ) πi kF 1 2kF + iV = 1− 2 2kF + iV 4 kF



1 kF g+ − g− = 2 2kF + iV



(



substituting this into eq.(3.1.33), we have ∫



+∞



(2kF + iV )3 qT2 F dV ei2kF x e−V x [ )]2 × ( η (2kF + iV )2 + qT2 F g 2kFk+iV F ( ( ) ( )2 ) πi kF 1 2kF + iV − 1− 2 2kF + iV 4 kF



eq.(3.1.33) =i



Since this integral is a bit involved, we will expand the integrand in power of V . We will retain only the lowest power of V .



3.1. SCREENING EFFECT IN A DEGENERATE ELECTRON GAS As will be clear soon, the power of V corresponds to the power of the induced charge density.



165 1 x



in the final expression for



As such, we have only to retain the lowest power of V , in order to obtain the leading asymptotic form for the larger x. ∫ +∞ π eq.(3.1.33) =ei2kF x dV e−V x qT2 F × 2 η     ( ( ))   3 4kF 1 V 2 · 1 − 4 + 4i + o(V ) ( ) 2   4 kF  4k 2 + qT2 F  F 2 ) ( ∫ +∞ V πq 2 4kF3 dV e−V x −i + o(V 2 ) × T F ( =ei2kF x )2 kF 2 q2 η 4kF2 + T2F ∫ +∞ ( ) 2πqT2 F kF2 i2kF x = − ie dV e−V x V + o(V 2 ) ( )2 × 2 q η 4kF2 + T2F (( ) (∫ +∞ ) (∫ +∞ ) ) 2πqT2 F kF2 ∂ ∂2 −V x −V x = − iei2kF x ( × − dV e + a dV e + . . . ) 2 ∂x ∂x2 q2 η η 4kF2 + T2F



eq.(3.1.33) = −ie



i2kF x



(



2πqT2 F kF2 4kF2 +



2 qT F 2



( )2 ×



1 1 + o( 3 ) x2 x



) (3.1.34)



Similarly, we can also calculate the other contour integral. I



q 2 + qT2 F



C2



{



1 2



−



kF 2q



(



q3



) ( )} 2 2 F ) +η 1 − 14 ( kqF )2 21 log (q−2k (q+2kF )2 +η 2 ( ) 2 2 2πqT F kF 1 1 = − ie−i2kF x ( + o( 3 ) )2 × 2 2 x x q 4kF2 + T2F dqeiqx



(3.1.35)



Then, substituting these two into eq.(3.1.32), we finally obtain the leading-order asymptotic form of the induced charge density. δ⟨ρ(x)⟩ = −



} Ze 2πqT2 F kF2 1 { 1 2ik x −2ikF x × + o( 4 ) ( )2 2 −ie F − ie 2 4π 2 xi x x q 4kF2 + T2F



Ze 2ξ cos(2kF x) 1 = + o( 4 ) (for x → +∞) 2 3 π [4 + ξ] x x where ξ ≡



2 qT F 2 2kF



.



(3.1.36)
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This result was first obtained by Langer & Vosko.



1



This expression is clearly diﬀerent from Thomas-Fermi results and exhibits long-range oscillation with a radial wavelength kπF and an evelop proportional to x−3 . From physical point of view, this long-range oscillation in the screening charge density profile comes from a Fermi surface. This oscillation behaviour in correlation functions are also called as Friedel oscillation and have been as a broadening of nuclear magnetic resonance in dilute alloys. Similar eﬀect is also known as the RKKY interaction in dilute magnetic alloys, where conduction electrons induce an indirect magnetic interaction between magnetic impurities of the form of x−3 ij cos(2kF xij ), where xij denotes a spatial distance between the two magnetic impurities. ————————– So far, we have discussed about how a test charge introduced in an electron gas will be screened by the induced charge density. Let us next discuss about collective modes in degenerate electron gas and that in imperfect Fermi gas.



3.2



Collective Modes in degenerate electron gas and imperfect Fermi gas – plasma oscillation & zero sound mode



In section, we studied the Lehmann representation of single-particle Green’s function, which tells us about a single-particle excitations, called also as a quasi-particle excitations. A single-particle excitation is accompanied by an addition of one electron outside the Fermi sea or by a removal of one electron inside the Fermi sea. Namely, a single-particle excitation changes the total number of particles. On the one hand, most physical systems also have another type of excited states which do not change the total number of particles. These excitations have a boson character and often called as collective modes. Famous example of collective modes is “phonon”, which describes how lattice vibrations are propagating in space and time, and which we studied in sec. . Another example of collective modes is “spin wave” or “magron”, which describes how magnetic excitations are propagating in magnets. Degenerate electron gas and imperfect Fermi gas also have collective modes as their excited states, which are called as plasma oscillation mode and zero sound mode respectively. 1 Ref:



J.S.Langer & S.H.Vosko J.Phys.chem.Solids 12 196(1960)



3.2. COLLECTIVE MODES IN DEGENERATE ELECTRON GAS AND IMPERFECT FERMI GAS – PLASMA OSCIL Physically, both of these modes describe a collective propagation of density fluctuation, so that these modes are connected to the ground state through the density operator. As is clear from the Lehmann representation of the density-density correlation function given in eq.(3.1.16), the polarization part Π(q, ω) ≡ ℏ1 D(q, ω) has poles at the exact excitation energy of these collective modes. Π(q, ω) =ℏ−1 D(q, ω) V ∑ ⟨Ψ0 |˜ nH (0)|Ψn ⟩⟨Ψn |˜ nH (0)|Ψ0 ⟩ = δq, Pn −1 ℏ iℏ n ω − ℏ (En − E0 ) + iη ∑ ⟨Ψ0 |˜ nH (0)|Ψn ⟩⟨Ψn |˜ nH (0)|Ψ0 ⟩ V δ Pn − iℏ n q,− ℏ ω + ℏ−1 (En − E0 ) − iη



(3.1.16’)



Poles of Π(q, ω) can be detected by the zeros of the dielectric constant K(q, ω) 1 − 1 = U0 (q)Π(q) K(q, ω)



(3.2.1)



According to eq.(2.8.34), the dielectric constant evaluated within the ring-diagram approximation has one obvious zero in the long-wavelengyh limit |q| → 0. Namely, in the dynamic limit, the dielectric constant is given by Kr (q, ω =



ℏkF2 4αrS ν) = 1 − m 3πν 2



which reduces to zero at ν2 = or equivalently ω2 =



4αrS 3π



(



where n denote the density of electron(n =



(2.8.34)



4αrS 3π



ℏkF2 m



)2 =



4πne2 m



(3.2.2)



N V ).



√ 2 This means that a degenerate electron gas has a collective mode at ω = 4πne m . To study this collective mode in detail, let us consider that a degenerate electron gas is subjected under an impulsive perturbation. φex (x, t) = eiq·x φ0 δ(t) (3.2.3) or equivalently φex (k, ω) = φ0 (2π)3 δ 3 (q − k) According to the linear response theory, the induced charge density is given by ∫ ∫ dω ik·x −iωt R d3 k 1 e e D (k, ω)eφ0 (2π)3 δ 3 (q − k) δ⟨ˆ n(x, t)⟩ = − 3 ℏ (2π) 2π ∫ dω −iωt R = − eφ0 eiq·x e Π (q, ω) 2π



(3.2.3’)



(3.2.4)



As is clear from the Lehmann representation of the retarded density correlation function, ΠP (q, ω) has a pole only in the lower half plane in the complex-ω plane. ΠR (q, ω) =



iAq + ... ω − (Ωq − iγq )



(3.2.5)
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substituting this into here, we have ∫ = − eφ0 e



+∞



iq·x −∞



dω −iωt iAq e 2π ω − (Ωq − iγq )



(3.2.6)



= − eφ0 Aq eiq·x e−iΩq t−γq t This suggests that the real part of the pole(. . .) determines the dispersion relation of the collective mode, while the imaginary part(. . .) is nothing but the inverse of the life time To obtain an explicit form of Ωq and γq , we need to calculate the polarization function. According to eq.(3.1.18), we have ΠR (q, ω) = ReΠ(q, ω) + isgn(ω)ImΠ(q, ω) Within the ring-diagram approximation, time-ordered polarization part is given by this: Π(q, ω) =



Π0 (q, ω) 1 − Π0 (q, ω)V (q)



(2.8.5”)



Since V (q) is real, we have ΠR (q, ω) ≡



Π0,R (q, ω) 1 − Π0,R (q, ω)V (q)



(3.2.7)



where Π0,R (q, ω) = ReΠ0 (q, ω) + isgn(ω)ImΠ0 (q, ω) where Π0 (q, ω) was already calculated in the previous section. The pole of ΠR (q, ω) can be determined by the zero of the denominator of the right hand side, so that pole satisfies the following equation: 1 − Π0,R (q, Ωq − iγq )V (q) = 0



(3.2.8)



When the damping(inverse of the life time) is suﬃciently smaller than the resonance frequency Ωq , which turns out to be the case a priori, we can expand this equation is small γq : ( 1− ReΠ0,R (q, Ωq ) + iImΠ0,R (q, Ωq ) {[ } ) ] [ ] ∂ReΠ0,R (q, ω) ∂ImΠ0,R (q, ω) 2 −iγq +i + o(γq ) V (q) = 0 ∂ω ∂ω ω=Ωq ω=Ωq



(3.2.9)



The real part of this equality is given by 1 − ReΠ0,R (q, Ωq )V (q) + o(γq ) = 0 while the imaginary part is given by ( ) [ ] ∂ReΠ0,R (q, ω) 0,R ImΠ (q, Ωq ) − γq + o(γq2 ) = 0 ∂ω ω=Ωq



(3.2.10)



(3.2.11)



3.2. COLLECTIVE MODES IN DEGENERATE ELECTRON GAS AND IMPERFECT FERMI GAS – PLASMA OSCIL Regarding that ImΠ0,R & γq are same order of small quantity, we can solved these equalities in the leading order in small γq  0,R   1 − ReΠ (q, Ωq )V (q) = 0 [ ]−1 (3.2.12) ∂ReΠ0,R (q, ω) 0,R   γq = ImΠ (q, Ωq ) · ∂ω ω=Ωq The former equalities determines the dispersion relation of the collective mode, while the latter gives the inverse of the life time of the collective mode. Now that retarded polarization function and time-ordered one is related by eq.(3.2.8), these two can be rewritten as follows  0   1 − ReΠ (q, ω)V (q) = 0 [ ]−1 (3.2.12’) ∂ReΠ0 (q, ω) 0   γq = sgn(ω)ImΠ (q, ω) · ∂ω ω=Ωq For the long-wavelength limit(|q| → 0), we have already evaluate an explicit form of Π0 (zero-th order polarization part) According to eq.(2.8.34), the imaginary part vanishes, while the real part is given by ReΠ0 (q, ω) =



kF3 q 2 + o(q 4 ) 3π 2 mω 2



If one further study the high order connection, we have [ ] ( )2 3 2 q 3 ℏk q k F 1+ + ... ReΠ0 (q, ω) = F2 3π mω 2 5 mω Using this, the dispersion relation is obtained in the following way. ] ( )1 [ ( )2 4πne2 2 9 q Ωq = 1+ + ... m 10 qT F



1



(3.2.13)



where the second term is determined by this next leading order term of ReΠ0 .



Since ImΠ0,R (q, Ωq ) vanishes in the dynamic limit, these gapped collecive mode has an infinitely long life time, within the ring-diagram approximation. As is clear from this derivation, a finite gap of the plasma oscillation mode comes from the long range Coulomb interaction. Namely, the bare Coulomb interaction has q12 -divergence in small 11



=



4πne2 mΩ2 q



[ 1+



3 5



(



ℏkF q mΩq



]



)2 + ...
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q region, which is cancelled by q 2 appearing in this part of ReΠ0 . Due to this cancellation, this equation is satisfied by a finite ω in the small q-limit. On the one hand, the interaction potential in imperfect Fermi gas is short-ranged, where V (q) remains finite in the small q-limit. In such a case, this equation reduces to 1−



kF3 q 2 V (0) = 0 3π 2 mω 2



(3.2.14)



where q 2 in the numerator is not cancelled, because V (0) is finite. As a result, the resonance frequency of the collective mode in the imperfect Fermi gas has a linear function in q. ω = c0 q (3.2.15) √ 3 kF V (0) where c0 ≈ 3π 2 m (“strong coupling” expression) This gapless collective mode in imperfect Fermi gas is called zero sound mode.



Chapter 4



Field theory at finite temperature Field theory at zero-temperature uses single-particle Green’s function, which provides us both ground state properties and excitation state properties. Field theory at finite temperature also extensively use analogous single-particle Green’s function, which is, however, more complicated that that at the zero temperature. More specifically. we first define what we called ”temperature Green’s function”. For this ”temperature Green’s function”, we can employ a simple perturbation expansion, which has a quite similar structure as that of the zero-temperature. This function allow us to evaluate equilibrium thermodynamic properties. We next introduce what we called ”real-time Green’s function”, which describes linear response of the system subjected under an external perturbation. Contrary to the ”temperature Green’s function”, we cannot employ a simple perturbation expansion for the ”real-time Green’s function”. However, as we did for the zero-temperature case, these two Green’s functions are related to each other, by what we called ”generalized Lehmann representation”. Therefore, the linear response of the system can be also calculated from the temperature-Green’s function, with the help of this representation. Using a couple of weeks, we will learn these concepts and study important physical properties of the degenerate electron gas and imperfect Fermi gas at a finite temperature.



“temperature Green’s func.” simple perturbation expansion equilibrium therodynamic property



4.1



“real-time Green’s func.” linear response to an external ←−−−−−−−−−−−−−−−−→ perturbation generalized Lehmann rep.



Temperature (Matsubara) Green’s function



We use the grand canonical ensemble. ˆ =H ˆ − µN ˆ K 171
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where µ denote the chemical potential. The partition function and statistical density operator is given by ˆ



ZG = eβΩ = T r[eβ K ] ρG = ZG e



ˆ βK



= T r[e



(4.1.1)



ˆ β(Ω−K)



]



(4.1.2)



Where β ≡ 1/kB T with T being temperature. Trace here is taken over all possible states, in the Hilbert space, which ranges over subspaces of diﬀerent total number of particles. Suppose that ˆ s (x) denotes any operator in the Schrodinger picture. Field theory at finite temperature begins O with the Heisenberg picture in the ”imaginary-time” coordinate τ ˆ K (x, τ ) ≡ e Kτ ˆ s (x)e− Kτ ℏ O ℏ O



(4.1.3)



If τ is interpreted as a pure imaginary value τ = it (t : real), the resulting operator is formally identical to the usual Heisenberg picture. ˆ K (x, τ = it) = ei Kt ˆ s (x)e−i Kt ℏ O ℏ O For this reason, we often call τ as ”imaginary-time”, and call this operator as imaginary time operator. But we always treat this τ as a real-valued quantity. Unless we dictate explicitly τ = it In this Heisenberg picture, the creation & annihilation operator are no longer adjoint to each other.   ψ†



K,α (x, τ )



= eKτ /ℏ ψα† (x)e−Kτ /ℏ



ψ



K,α (x, τ )



= eKτ /ℏ ψα (x)e−Kτ /ℏ



ˆ



ˆ



ˆ



ˆ



(4.1.4)



† (ψK,α (x, τ ))† = e−Kτ /ℏ ψα† (x)eKτ /ℏ ̸= ψK,α (x, τ ) ˆ



ˆ



(∵ τ : real) In terms of these imaginary-time operators, the single-particle temperature Green’s function is defined as follows. † g(x, τ ; x′ , τ ′ ) ≡ −T r[ˆ ρG Tτ {ψˆKα (x, τ )ψˆKα (x′ , τ ′ )}]



(4.1.5)



where ρG is the statistical density operator. Both τ & τ ′ are defined to range from 0 to βℏ; 0 ≤ τ τ ′ ≤ βℏ The symbol Tτ is the time ordered operator. { † ψˆKα (x, τ )ψˆKα (x′ , τ ′ ), βℏ ≥ τ τ ′ ≥ 0, † ′ ′ ˆ ˆ Tτ {ψKα (x, τ )ψKα (x , τ )} = † ±ψˆKα (x′ , τ ′ )ψˆKα (x, τ ), βℏ ≥ τ ′ τ ≥ 0. where ”+” is for boson fields and ”-” is for fermion fields. More generally, this time-order operator includes the sign factor associated with the number of permutations of fermion fields Tτ {ψ(τ1 )ψ(τ2 )...ψ(τN )} = (±1)P ψ(τp(1) )ψ(τp(2) )...ψ(τp(N ) ) f or βℏ ≥ τp(1) geτp(2) ... ≥ τp(N ) ≥ 0
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When the Hamiltonian has no explicit time dependence, the temperature Green’s function thus defines depens only on τ − τ ′ , instead of on τ and τ ′ separately. g(x, τ ; x′ , τ ′ ) ′ 1 ˆ ˆ ˆ ˆ ′ T r[e−β K eKτ /ℏ ψα (x)e−K(τ −τ )/ℏ ψβ† (x′ )e−Kτ /ℏ ] ZG 1 ˆ ˆ ′ ˆ ′ ˆ ′ ∓ θ(τ − τ ) T r[e−β K eKτ /ℏ ψβ† (x′ )e−K(τ −τ )/ℏ ψα (x)e−Kτ /ℏ ] ZG ′ ′ 1 ˆ ˆ ˆ T r[e−β K eK(τ −τ )/ℏ ψα (x)e−K(τ −τ )/ℏ ψβ† (x′ )] = −θ(τ − τ ′ ) ZG 1 ˆ ˆ ′ ˆ ′ ∓ θ(τ ′ − τ ) T r[e−β K eK(τ −τ )/ℏ ψβ† (x′ )e−K(τ −τ )/ℏ ψα (x)] ZG



= −θ(τ − τ ′ )



(4.1.6)



As in the zero-temperature field theory, the ensemble average of any one-body operator is given by the single-particle temperature Green’s function. For example, the ensemble average of the density operator at x is calculated as 1 ∑ ˆ T r[e−β K ψα† (x)ψα (x)] ZG α ∑ =∓ gαα (x, τ ; x, τ +)



⟨ˆ n(x)⟩ ≡



(4.1.7)



α



= ∓trgαα (x, τ ; x, τ +) where τ + means a time slightly larger than τ . The trace mark with small letter t is the trace over the spin index α, while the trace marked with capital letter T is taken over all possible states in the Hilbert space. Similarly, ensemble average of the current operator is given by ⟨ˆj(x)⟩ ≡ T r[ˆ ρG ˆj(x)] ∑ T r[ˆ ρG ψˆβ† (x)Jβα (x)ψˆα ((x))] = αβ



=



∑ αβ



=∓



lim Jβα (x)T r[ˆ ρG ψˆβ† (x)ψˆα ((x))]



x′ →x



∑ αβ



(4.1.8)



lim Jβα (x)gαβ (x, τ ; x′ , τ +)



x′ →x



= ∓ lim tr[J(x)g(x, τ ; x′ , τ +)] ′ x →x



Similarly, ensemble average of the kinetic energy is given by [ ∫ ( 2 2) ] ℏ ∇ 3 ˆ† ˆ ˆ ⟨T ⟩ ≡ T r ρˆG d xψα (x) − ψα (x) 2m ( 2 2) ∫ ℏ ∇x tr[g(x, τ ; x′ , τ +)] − = ∓ d3 x lim ′ x →x 2m



(4.1.9)
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In order to calculate an ensemble average of the hamiltonian, which is just an internal energy, we need also calculate that of the interaction potential: ˆ ≡ Tˆ + Vˆ H ( 2 2) ∑∫ ℏ ∇ 3 ˆ† ˆ T ≡ d xψα (x) − ψˆα (x) 2m α ∑∫ 1 Vˆ ≡ d3 xd3 x′ ψˆα† (x)ψˆβ† (x′ )V (x − x′ )ψˆβ (x′ )ψˆα (x) 2



(4.1.10)



α,β



ˆ = ⟨Tˆ⟩ + ⟨Vˆ ⟩ ⟨H⟩ As we did in the zero-temperature field theory, the ensemble average of two-body interaction potential can be related to a time-derivative of the temperature Green’s function. To see this, let us begin with an equation of motion of ”imaginary-time” operator ] ∂ [ Kτ ∂ ˆ ˆ e /ℏ ψˆα (x)e−Kτ /ℏ ℏ ψˆK,α (x, τ ) = ℏ ∂τ [ ∂τ ] ˆ ψˆKα (x, τ ) = K, with



ˆ =H ˆ − µN ˆ = Tˆ + Vˆ − µN ˆ K ∫ ∑ ˆ ≡ N d3 xψˆα† (x)ψˆα (x)



(4.1.11)



α



With this in mind, we have ∑ ℏ2 ∇2 ˆ ℏ∂τ ψˆK,α (x, τ ) = ψK (x, τ ) + µψˆK (x, τ ) − 2m γ



∫



† (x′ , τ )ψˆKγ (x′ , τ )V (x′ − x)ψˆKα (x, τ ) d3 x′ ψˆKγ



(4.1.12) Using this, we can calculate the time-derivative of single-particle temperature Green’s function. [ ] † lim ℏ∂τ g(x, τ ; x′ , τ ′ ) = ∓T r ρG ψˆKβ (x′ , τ )ℏ∂τ ψˆKα (x′ , τ ) ′ τ →τ + [ { ( 2 2 ) ℏ ∇ † = ∓T r ρG ψˆKβ (x′ , τ ) + µ ψˆKα (x′ , τ ) 2m }] ∑∫ † 3 ′′ ˆ† ′ ′′ ′′ ′′ ˆ ˆ ˆ − d x ψKγ (x , τ )ψKγ (x , τ )ψKγ (x , τ )V (x − x )ψKα (x, τ ) γ



Accordingly we have ∫



( ) ˆ ⟩ − 2⟨Vˆ ⟩ d3 x ′lim ℏ∂τ tr[g(x, τ ; x′ , τ ′ )] = ∓ −⟨Tˆ⟩ + µ⟨N τ →τ +



Thus, the ensemble average of the two-body interaction potential is given by the temperature Green’s function in the following way, ∫ ∂ 1 1 ˆ 1 d3 x ′lim ℏ tr[g(x, τ ; x, τ ′ )] − ⟨Tˆ⟩ + µ⟨N ⟩ ⟨V ⟩ = ± τ →τ + ∂τ 2 2 2 ( ) ∫ (4.1.13) ℏ2 ∇2x 1 ′ ℏ∂ − =± d3 x ′lim lim − µ tr[g(x, τ ; x, τ )] τ τ →τ + x′ →x 2 2m
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Accordingly, the internal energy E is given by ⟨E⟩ = ⟨Tˆ + Vˆ ⟩ ( ) ∫ 1 ℏ2 ∇2x =± d3 x ′lim lim ℏ∂ + − µ τ τ →τ + x′ →x 2 2m



(4.1.14)



At finite temperature, we also have grand-canonical thermodynamic potential Ω. ] [ 1 Ω = − ln T r e−βK β



(4.1.15)



from which we can obtain many equilibrium thermodynamic properties. In order to relate the thermodynamic potential with the single-particle temperature Green’s function, let us interpolate between the Hamiltonian with two-body interaction potential and that without the interaction potential. ˆ H(λ) = Tˆ + λVˆ λ ∈ [0, 1] Or equivalently ˆ ˆ + λVˆ K(λ) = Tˆ − µN In terms of K(λ), the thermodynamics potential is given as a function of λ [ ] 1 Ω(λ) = − ln T r e−βK(λ) β



(4.1.15′ )



Let us take a λ-derivative of Ω(λ). [ ∂Ω = ∂λ where



Tr



]



ˆ −β K ˆ ∂K (λ) ∂λ e



e−β Kˆ (λ)



≡ ⟨V ⟩λ



(4.1.16)



 [ ] ˆ λ = T r ρˆG (λ)O ˆ  ⟨O⟩ 



−1 ρˆG (λ) ≡ ZG (λ)eβ K(λ) ˆ



Now that ensemble average of λV is given by a single-particle temperature Green’s function as in (4.1.13) We have ∂Ω(λ) = λ−1 ⟨λV ⟩ ∂λ ] [ ∫ 1 ℏ2 ∇2x = ± λ−1 d3 x lim lim − µ tr[g λ (x, τ ; x′ , τ ′ )] ℏ∂ − τ x′ →x τ ′ →τ + 2 2m ˆ where g λ denotes the temperature Green’s function evaluated at K(λ). [ { }] † g λ (x, τ ; x′ , τ ′ ) ≡ −T r ρˆG (λ)Tτ ψj(λ)α (x, τ )ψj(λ)α (x′ , τ ′ )



(4.1.17)



Interacting this equation with respect to λ from 0 to 1, we have finally obtain [ ] ∫ ∫ [ ] ℏ2 ∇2x 1 1 −1 3 λ dλ d x lim lim ℏ∂τ − − µ tr g λ (x, τ ; x′ , τ ′ ) Ω(λ = 1) = Ω(λ = 0) ± x′ →x τ ′ →τ 2 0 2m (4.1.18)
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Where Ω(λ = 1) is the thermodynamic potential we want to know, while Ω(λ = 0) is the thermodynamic potential in the non-interacting limit. As a simple example, it is useful to compute the temperature Green’s function for the non-interacting ˆ = Tˆ, where the field operators system. For simplicity, we consider a spatially homogeneous system H can be expanded in place waves.  ∑  ˆα (x) = √1  eik·x a ˆk,α ψ   V K (4.1.19) ∑  −ik·x  ˆ† (x) = √1  ψ e a ˆ k,α  α V K Corresponding imaginary-time operators are given by  1 ∑ ik·x 1 ∑ ik·x K0 τ /ℏ   ψˆk (x, τ ) = √ e a ˆk,α (τ ) = √ e e a ˆk,α e−K0 τ /ℏ   V K V K 1 ∑ −ik·x † 1 ∑ −ik·x K0 τ /ℏ † −K0 τ /ℏ   ˆ†  e a ˆk,α (τ ) = √ e e a ˆk,α e  ψk (x, τ ) = √ V K V K where



ˆ 0 = Tˆ − µN ˆ K ( ) ∑ ℏ2 k 2 = − µ a†k,α ak,α 2m k,α ) def ∑ ( 0 ==== ϵk − µ a†k,α ak,α



(4.1.20)



(4.1.21)



k,α



To calculate this part, let us take a τ -derivative of ak,α (τ ). ˆ 0, a ℏ∂τ ak,α (τ ) = eK0 τ /ℏ [K ˆk,α ]e−K0 τ /ℏ = −(ϵ0k − µ)eK0 τ /ℏ a ˆk,α e−K0 τ /ℏ = −(ϵ0k − µ)ˆ ak,α (τ ) As such we obtain a ˆk,α (τ ) = a ˆk,α e



(ϵ0 k −µ) τ ℏ



(4.1.22)



which is consistent with a ˆk,α (τ = 0) = a ˆk,α . Similarly, we have a ˆ†k,α (τ ) = a ˆ†k,α e



(ϵ0 k −µ) τ ℏ



(4.1.22′ )



(notice that the exponential part is not minus, so that these two are not hermite adjoint). The single-particle temperature Green’s function in the non-interacting limit is given by [ ] ˆ † 0 gαβ (x, τ ; x′ , τ ′ ) = −eβΩ0 T r e−β K0 Tτ {ψˆK0 ,β (x′ , τ ′ )ψˆK (x, τ )} 0 ,α † † = −{θ(τ − τ ′ )⟨ψˆK0 ,α (x, τ )ψˆK (x′ , τ ′ )⟩0 ± θ(τ ′ − τ )⟨ψˆK (x′ , τ ′ )⟩0 ψˆK0 ,α (x, τ )} 0 ,β 0 ,β (4.1.23)
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where def



⟨· · · ⟩0 ==== e−βΩ0 T r[e−β K0 · · · ] ˆ



Then, substituting these expressions into the right hand side, we obtain right = −



1 ∑ ∑ ik·x−ik′ ·x′ − ϵ0k −µ τ ± ϵ0k′ −µ τ ′ ℏ {θ(τ − τ ′ )⟨akα a†k′ β ⟩0 ± θ(τ ′ − τ )⟨a†k′ β akα ⟩0 } e e ℏ V ′ k



k



Using the cyclic nature of the trace, we can calculate the underlined parts as follows [ ] ˆ ⟨akα a†k′ β ⟩0 = e−βΩ0 T r e−β K0 akα a†k′ β ( −β Kˆ ) 0 ˆ 0 e akα eβ K0 ≡ akα (−βℏ) = akα eβ(ϵk −µ) ∴ e−β K0 akα = akα e−β K0 eβ(ϵk −µ) [ ] 0 ˆ = eβ(ϵk −µ) e−βΩ0 T r akα e−β K0 a†k′ β [ ] 0 ˆ = eβ(ϵk −µ) e−βΩ0 T r e−β K0 a†k′ β akα ) ( a1 a†2 − a†2 a1 = δ12 (boson) ˆ



ˆ



0



(f ermion) a1 a†2 + a†2 a1 = δ12 [ ( )] 0 ˆ = eβ(ϵk −µ) e−βΩ0 T r e−β K0 ∓δk,k′ δα,β ± akα a†k′ β = ∓δk,k′ δα,β eβ(ϵk −µ) ± eβ(ϵk −µ) ⟨akα a†k′ β ⟩0 0



0



This equation can be solved in favor of the left hand side: 0



⟨akα a†k′ β ⟩0 =



∓eβ(ϵk )−µ δk,k′ δα,β 0 1 ∓ eβ(ϵk )−µ



= (1 ± n0k )δk,k′ δα,β



(4.1.24)



where upper(lower) signs are for boson(fermion) respectively. For each of these two cases, n0k denote bose distribution function and fermi distribution function respectively. n0k ≡ Similarly, we obtain



1 e



β(ϵ0k )−µ



∓1



⟨a†k′ β akα ⟩0 = n0k δk,k′ δα,β



(4.1.24′ )



Substituting these two into 4.1.23 g 0 (x, τ ; x′ , τ ′ ) = −



} 1 ∑ ik·(x−x′ )− ϵ0k −µ (τ −τ ′ ) { ℏ θ(τ − τ ′ )(1 ± n0k ) ± θ(τ ′ − τ )n0k e V



(4.1.25)



k



4.2



Temperature Green’s function in the interaction picture



The temperature Green’s functions for interacting systems can be calculated based on a simple perturbation theory. The perturbation theory has a similar structure as that for the Green’s function
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at the zero-temperature. Namely, we first introduce an imaginary-time operator in the interaction picture. ˆ I (τ ) ≡ eK0 τ /ℏ O ˆ s e−K0 τ /ℏ O (4.2.1) Such an operator is related to the imaginary-time operator in the Heisenberg picture. def ˆ K (τ ) == ˆ s e−Kτ /ℏ O == eKτ /ℏ O ˆ I (τ )eK0 τ /ℏ e−Kτ /ℏ = eKτ /ℏ e−K0 τ /ℏ O



(4.2.2)



As in the field theory at the zero-temperature, we define an operator which describe a time evolution. u(τ1 , τ2 ) ≡ eK0 τ1 /ℏ e−K(τ1 −τ2 )/ℏ e−K0 τ2 /ℏ



(4.2.3)



which corresponds to a unitary operator defined in eq.(2.1.6) at the zero-temperature. contrary to the operator at the zero-temperature this time-evolution operator is not a unitary operator, because τ1 and τ2 are all real-valued. In terms of this, the interaction picture and Heisenberg picture are related to each other by this equation ˆ k (τ ) = u ˆ I (τ )U ˆ (τ, 0) O ˆ(0, τ )O



(4.2.4)



Equation of motion for this time-evolution operator is obtained in the following way, ℏ



∂ ˆ ˆ −τ ′ )/ℏ −K0 τ ′ /ℏ ˆ −τ ′ )/ℏ −K0 τ ′ /ℏ ˆ −K(τ ˆ 0 e−K(τ e e − eK0 τ /ℏ Ke U (τ, τ ′ ) = eK0 τ /ℏ K ∂τ ˆ −τ ′ )/ℏ −K(τ ˆ −τ ′ )/ℏ −K0 τ ′ /ℏ ˆ −K0 τ /ℏ eK0 τ /ℏ e−K(τ ˆ 0 − k)e ˆ 1 (orV ) (4.2.5) = eK0 τ /ℏ (K e e −H ˆ 1 (τ )ˆ = −H u(τ, τ ′ )



with



ˆ 1 (τ ) = eK0 τ /ℏ H ˆ 1 e−K0 τ /ℏ H



(4.2.6)



As we did in eq(2.1.6”) & eq(2.1.7), we can solve this equation of motion iteratively: )n ∫ τ ∫ τ1 ∫ τn−1 +∞ ( ∑ 1 ˆ 1 (τ1 )H ˆ 1 (τ2 ) · · · H ˆ 1 (τn ) − dτ1 dτ2 · · · dτn H ℏ ′ ′ ′ τ τ τ n=1 )n ∫ τ ∫ τ ∫ τ +∞ ( ∑ 1 ˆ 1 (τ1 ) · · · H ˆ 1 (τn )} = − dτ1 dτ2 · · · dτn Tτ {H ℏ ′ ′ ′ τ τ τ n=0



u ˆ(τ, τ ′ ) ≡ 1 +



(4.2.7)



With these analogies in mind, let us rewrite the single-particle temperature Green’s function in the interaction picture: [ ] † gαβ (x, τ ; x′ , τ ′ ) ≡ −e−βΩ T r e−βK Tτ {ψˆkα (x, τ )ψˆkβ (x′ , τ ′ )} [ ] [ ] † † = −eβΩ {θ(τ − τ ′ )T r e−βK ψˆkα (x, τ )ψˆkβ (x′ , τ ′ ) ± θ(τ ′ − τ )T r e−βK ψˆkβ (x′ , τ ′ )ψˆkα (x, τ ) } ( ) e−Kτ /ℏ = e−K0 τ /ℏ u ˆ(τ, 0) { [ ( )( )] † ˆ(βℏ, 0) u ˆ(0, τ )ψˆIα (x, τ )ˆ u(τ, 0) u ˆ(0, τ ′ )ψˆIβ (x′ , τ ′ )ˆ u(τ ′ , 0) = −eβΩ θ(τ − τ ′ )T r e−βK0 u [ ( )( )]} † ±θ(τ ′ − τ )T r e−βK0 u ˆ(βℏ, 0) u ˆ(0, τ ′ )ψˆIβ (x′ , τ ′ )ˆ u(τ ′ , 0) u ˆ(0, τ )ψˆIα (x, τ )ˆ u(τ, 0)
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As is clear from its definition, the time-evolution operator has a group property u ˆ(τ1 , τ2 )ˆ u(τ2 , τ3 ) = u ˆ(τ1 , τ3 ) Thus, we can rewrite the right hand side int the following { [ ] † (x′ , τ ′ )ˆ u(τ ′ , 0) right = −e−βΩ θ(τ − τ ′ )T r e−βK0 u ˆ(βℏ, τ )ψˆIα (x, τ )ˆ u(τ, τ ′ )ψˆIβ [ ]} † ±θ(τ ′ − τ )T r e−βK0 u ˆ(βℏ, τ ′ )ψˆIβ (x′ , τ ′ )ˆ u(τ ′ , τ )ψˆIα (x, τ )ˆ u(τ, 0) As in the zero-temperature field theory, we can unify the underlined parts into a following form. † θ(τ − τ ′ )ˆ u(βℏ, τ )ψˆIα (x, τ )ˆ u(τ, τ ′ )ψˆIβ (x′ , τ ′ )ˆ u(τ ′ , 0) † ± θ(τ ′ − τ )ˆ u(βℏ, τ ′ )ψˆIβ (x′ , τ ′ )ˆ u(τ ′ , τ )ψˆIα (x, τ )ˆ u(τ, 0) ) ( ∫ ∫ ∞ ν βℏ βℏ [ ] ∑ 1 1 ˆ 1 (τ1 ) · · · H ˆ 1 (τν )ψˆIα (x, τ )ψˆ† (x′ , τ ′ ) = − dτ1 · · · dτν Tτ H Iβ ℏ ν! 0 0 ν=0



Namely, the single-particle temperature Green’s function is given by gαβ (x, τ ; x′ , τ ′ ) = −eβΩ [



] )ν ∫ ∫ βℏ ∞ ( { } ∑ 1 βℏ 1 † ′ ′ ˆ ˆ ˆ ˆ Tr e − dτ1 · · · dτν Tτ H1 (τ1 ) · · · H1 (τν )ψIα (x, τ )ψIβ (x , τ ) ℏ ν! 0 0 ν=0 (4.2.8) The partition function appearing in the factor can be also expressed in terms of the interaction picture. [ ] eβΩ = T r e−βK [ ] = T r e−βK0 u ˆ(βℏ, 0) ] [ (4.2.9) )ν ∫ ∫ βℏ ∞ ( { } ∑ 1 βℏ 1 −βK0 ˆ 1 (τ1 ) · · · H ˆ 1 (τν ) dτ1 · · · dτν Tτ H = Tr e − ℏ ν! 0 0 ν=0 −βK0



To summarize, we have gαβ (x, τ ; x′ , τ ′ ) = [ { }] ∞ ( )ν 1 ∫ βℏ ∫ βℏ ∑ ˆ 1 (τ1 ) · · · H ˆ 1 (τν )ψˆIα (x, τ )ψˆ† (x′ , τ ′ ) T r e−βK0 − ℏ1 ν! dτ · · · dτ T H 1 ν τ Iβ 0 0 ν=0 [ ] { } ∞ ∫ βℏ ∑ ( 1 )ν 1 ∫ βℏ −βK ˆ ˆ 0 Tr e − ℏ ν! 0 dτ1 · · · 0 dτν Tτ H1 (τ1 ) · · · H1 (τν )



(4.2.10)



ν=0



4.3



Wick’s theorem for the temperature Green’s function



As in the zero-temperature field theory, the denominator plays role of eliminating all disconnected Feynman diagrams. To see this situation, let us introduce Wick’s theorem for the finite-temperature field theory. General terms in the perturbation expansion typically contains the following term. [ ] T r eβΩ−βk0 Tτ {Aˆ1 Aˆ2 · · · AˆM } = ⟨Tτ {Aˆ1 Aˆ2 · · · AˆM }⟩0 (4.3.1)
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where these operators are creation operator or annihilation operator in the interaction picture, Since ˆ , this trace vanishes unless the ser Aˆ1 , · · · , Aˆ1 contains an equal number Kˆ0 here commutes with N of creaction operators and annihilation operators. This means that the total numbers of the field operators must be even (M = even = 2m). To explain the Wick’s theorem at finite temperature, let us first define a contraction. Aˆ·1 Aˆ·2 ≡ ⟨Tτ Aˆ1 Aˆ2 ⟩0 (4.3.2) = T r[ρ0G Aˆ1 Aˆ2 ] For example,



†· · 0 (x, τ )ψIβ (x, τ ; x′ , tau′ ) ψIα (x′ , τ ′ ) = −gαβ



(4.3.3)



The Wick’s theorem at finite temperature dictates that the right hand side of this equation is equal to the sum over all possible fully contracted forms: ⟨Tτ {Aˆ1 Aˆ2 Aˆ3 Aˆ4 · · · Aˆ2m−1 Aˆ2m }⟩0 [ ] ˆ··· = Aˆ·1 Aˆ·2 Aˆ··3 Aˆ··4 · · · Aˆ··· 2m−1 A2m [ ] ··· ˆ + Aˆ·1 Aˆ··2 Aˆ·3 Aˆ··4 · · · Aˆ··· A 2m−1 2m



(4.3.4)



+ ······ where the underlined part is interpreted as this way ] [ ˆ··· A ± Aˆ·1 Aˆ·3 Aˆ··2 Aˆ··4 · · · Aˆ··· 2m−1 2m Here + is for boson field and - sign is for the fermion field, which comes from the exchange between these two fields. For example, we have ⟨Tτ {A1 A2 A3 A4 }⟩0 = [A·1 A·2 A··3 A··4 ] + [A·1 A··2 A·3 A··4 ] + [A·1 A··2 A··3 A·4 ] = [A·1 A·2 A··3 A··4 ] ± [A·1 A·3 A··2 A··4 ] + [A·1 A·4 A··3 A··3 ] Since the contractions are defined to be c-number in 4.3.2, we have ⟨Tτ {A1 A2 A3 A4 }⟩0 = ⟨Tτ {A1 A2 }⟩0 ⟨Tτ {A3 A4 }⟩0 ± ⟨Tτ {A1 A3 }⟩0 ⟨Tτ {A2 A4 }⟩0 + ⟨Tτ {A1 A4 }⟩0 ⟨Tτ {A2 A3 }⟩0 For the following term, we have 5 times 3 ways of making pairs of two operators, so that the right hand side consists of 15 terms. ⟨Tτ {A1 A2 A3 A4 A5 A6 }⟩0 = (15terms) These 15 terms contain, for example, the following fully contracted term: · ·· · + [A·1 A··2 A··· 3 A4 A5 A6 ]



We then rearrange these operators in such a way that any pair of contracted two operators come together. If this rearrangement requires odd number of permutation of the operator, we put ±1
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sign as an overall factor (where + is for boson and - is for fermion) · ·· · + [A·1 A··2 A··· 3 A4 A5 A1 ] ·· · = +A·1 A·4 A··2 A··· 3 A5 A6 · = ±A·1 A·4 A··2 A··5 A··· 3 A6 = ±⟨Tτ {A1 A4 }⟩0 ⟨Tτ {A2 A5 }⟩0 ⟨Tτ {A3 A6 }⟩0



We can perform a same precess for the other terms, which always result in a product of three contraction terms. We can generalize this into higher-order term, where the Wick’s theorem can be also given by ∑′ sng(σ)⟨Tτ {Aσ(1) Aσ(2) }⟩0 · · · ⟨Tτ {Aσ(2m−1) Aσ(2m) }⟩0 ⟨Tτ {Aˆ1 Aˆ2 Aˆ3 Aˆ4 · · · Aˆ2m−1 Aˆ2m }⟩0 = σ



(4.3.4′ ) where the summation over σ denotes the sum of all possible permutation among 2m operators, under the following condition. { σ(2j − 1) < σ(2j) (j = 1, · · · , m) (4.3.4′′ ) σ(1) < σ(3) < · · · < σ(2m − 1) To prove this theorem, it is suﬃcient to prove this for the case that these 2m operators are already in the proper time order. Namely, if they are not, we can reorder them into the proper time order, which leads to same addition signs on both side of this equation. Thus, we focus only on the case with τ1 > τ2 > · · · > τ2m , and prove the following ··· · ·· · ·· ··· ··· ⟨A1 A2 · · · A2m ⟩0 = [A·1 A·2 A··3 A··4 · · · A··· 2m−1 A2m ] + [A1 A2 A3 A4 · · · A2m−1 A2m ] + · · ·



(4.3.4′′′ )



To prove this algebraic identity, it is helpful to expand each field operator in terms of eigen modes of non-interacting Hamiltonian. Namely, any non-interacting Hamiltonian can be generally diagonalized with a proper basis, so that we have ∑ ˆ0 = H ˆ 0 − µN ˆ = (ϵ0j − µ)a†j aj (4.3.5) K j



ˆ 0 = Tˆ, the index j reduces to momentum k and spin index α. In terms of this basis, the When H field operators are expanded as follows:  ∑  ψ(x) = ψj0 (x)aj    j (4.3.6) ∑ †   ψj0∗ (x)a†j  ψ (x) =  j



In the interaction picture, we have K τ



−K τ



0 0 ψˆI (x, τ ) ≡ e ℏ ψˆI (x)e ℏ ∑ K0 τ −K0 τ = ψj0 (x)e ℏ a ˆj e ℏ



(4.3.7)



j



=



∑ j



ψj0 (x)e



e0 jτ ℏ



a ˆ†j
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where e0j = ϵ0j − µ and we used 4.1.22 and 4.1.22′ . These 2m field operators are either creation operator or annihilation operator in the interaction picture. Thus, they can be expanded in terms of a ˆj or a ˆ†j . If Aˆn ≡ ψˆI (xn , τn ) ϵ0 ∑ j τn Aˆn = ψj0 (xn )e− ℏ aˆj j



If Aˆn ≡ ψˆI† (xn , τn ) ϵ0 ∑ j τn Aˆn = ψj0∗ (xn )e ℏ a ˆ†j j



For simplicity of notation, we will rewrite these two expression in this way ∑ χb α ˆb Aˆn = α



ˆ 0. where α ˆ b is either a ˆ or a ˆ† . The summation in the right hand side is taken over eigenbasis of K ′′′ With this notation, the left hand side of 4.3.4 is given by ∑∑ ∑ ˆ b1 α ˆ b2 · · · α ˆ b2m ] (4.3.8) ⟨Aˆ1 Aˆ2 · · · Aˆ2m ⟩0 = ··· χb1 χb2 · · · χb2m T r[ˆ ρ0G α b1



b2



b2m



Let us commute αb1 successively to the right: T r[ρ0G αb1 αb2 αb3 αb4 · · · αb2m ] = T r[ρ0G [αb1 αb2 ]∓ αb3 αb4 · · · αb2m ] ± T r[ρ0G αb1 [αb2 αb3 ]∓ αb4 · · · αb2m ] + T r[ρ0G αb1 αb2 [αb3 αb4 ] ∓ · · · αb2m ] + ··· + T r[ρ0G αb2 αb3 αb4 αb5 · · · [αb1 αb2m ]∓ ] ∓ T r[ρ0G αb2 αb3 αb4 · · · αb2m αb1 ] where upper sign is for boson and lower sign is for the fermion. Thanks to the cyclic nature of the trace, we can rewrite the last term into ± T r[ρ0G αb2 αb3 αb4 · · · αb2m αb1 ] = ±T r[αb1 ρ0G αb2 αb3 αb4 · · · αb2m ] λb1 βe0b1



= ±e where we use



T r[ρ0G αb1 αb2 αb3 αb4 · · · αb2m ] 0



eβK0 αb1 e−βK0 = αb1 eλb1 βeb1



from 4.1.22 and 4.1.22′ Here { λb =



+1 −1



(4.3.9)



(when αb is creation operator) (when αb is annihilation operator)



(4.3.10)
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Then, by moving the last term into the left hand side, we obtain T r[ˆ ρ0G Aˆb1 Aˆb2 Aˆb3 Aˆb4 Aˆb5 · · · Aˆb2m ] [Aˆb1 , Aˆb2 ]∓ = T r[ˆ ρ0G Aˆb3 Aˆb4 · · · Aˆb2m ] 1 ∓ eλb1 βeb1 [Aˆb1 , Aˆb3 ]∓ ± T r[ˆ ρ0G Aˆb2 Aˆb4 · · · Aˆb2m ] 1 ∓ eλb1 βeb1 [Aˆb1 , Aˆb4 ]∓ T r[ˆ ρ0G Aˆb2 Aˆb3 · · · Aˆb2m ] + 1 ∓ eλb1 βeb1 ··· [Aˆb1 , Aˆb2m ]∓ + T r[ˆ ρ0G Aˆb2 Aˆb3 · · · Aˆb2m−1 ] 1 ∓ eλb1 βeb1



(4.3.11)



when 2m = 1, this reduces to [ˆ αb1 , α ˆ b2 ]∓ 1 ∓ eλb1 βeb1 = ⟨T r[ˆ αb1 α ˆ b2 ]⟩0



ˆ b1 α ˆ b1 ] = T r[ˆ ρ0G α



(4.3.12)



=α ˆ b· 1 α ˆ b· 2 Thus, we can rewrite 4.3.11 into T r[ˆ ρ0G α ˆ b1 α ˆ b2 α ˆ b3 α ˆ b4 α ˆ b5 · · · α ˆ b2m ] 0 =α ˆ b· 1 α ˆ b· 2 T r[ˆ ρG α ˆ b3 α ˆ b4 · · · α ˆ b2m ]



±α ˆ b· 1 α ˆ b· 3 T r[ˆ ρ0G α ˆ b2 α ˆ b4 · · · α ˆ b2m ] + hatαb· 1 α ˆ b· 4 T r[ˆ ρ0G α ˆ b2 α ˆ b3 · · · α ˆ b2m ] ···



(4.3.13)



ˆ b2 α ˆ b3 · · · α ˆ b2m−1 ] +α ˆ b· 1 α ˆ b· 2m T r[ˆ ρ0G α Substituting this back into 4.3.8, we have ∑∑ ∑ ⟨Aˆ1 Aˆ2 · · · Aˆ2m ⟩0 = ··· χb1 χb2 · · · χb2m T r[ˆ ρ0G α ˆ b1 α ˆ b2 · · · α ˆ b2m ] b1



b2



b2m



= Aˆ·b1 Aˆ·b2 T r[ˆ ρ0G Aˆb3 Aˆb4 · · · Aˆb2m ] ρ0G Aˆb Aˆb · · · Aˆb ] ± Aˆ·b Aˆ·b T r[ˆ 1



+



3



2



4



hatA·b1 Aˆ·b4 T r[ˆ ρ0G Aˆb2 Aˆb3



2m



(4.3.14)



· · · Aˆb2m ]



··· + Aˆ·b1 Aˆ·b2m T r[ˆ ρ0G Aˆb2 Aˆb3 · · · Aˆb2m−1 ] Repeating the same argument each of these trace, we can continue reducing the number of the field operators. This leads to ∑′ sgn(σ)A·σ(1) A·σ(2) · · · A··σ(2m−1) A··σ(2m) ⟨Aˆ1 Aˆ2 · · · Aˆ2m ⟩0 = σ



=



∑′ σ



sgn(σ)⟨Tτ {Aσ(1) Aσ(2) }⟩0 · · · ⟨Tτ {Aσ(2m−1) Aσ(2m) }⟩0



(4.3.15)
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With this Wick’s theorem in mind, let us consider perturbation expansion of the temperature Green’s function given in 4.2.10. gαβ (x, τ ; x′ , τ ′ ) = [ }] { ∞ ( )ν 1 ∫ βℏ ∫ βℏ ∑ † ′ ′ ˆ ˆ ˆ ˆ H (τ ) · · · H (τ ) ψ (x, τ ) ψ (x , τ ) dτ T T r e−βK0 − ℏ1 ν! dτ · · · ν τ 1 1 1 ν Iα 1 Iβ 0 0 ν=0 ] [ { } ∞ ( )ν 1 ∫ βℏ ∫ βℏ ∑ ˆ 1 (τ1 ) · · · H ˆ 1 (τν ) T r e−βK0 − ℏ1 ν! dτ · · · dτ T H 1 ν τ 0 0 ν=0



ˆ 1 (τ ) is given by two creation fields and two annihilation fields where each H ∑∑∫ † † ˆ (xn , τn )ψIβ H1 (τn ) = dxn dx′n V (xn −x′n )ψIα (x′n , τn )ψIβn (x′n , τn )ψIαn (xn , τn ) (4.2.10′ ) n n αn βn



So that, for example, we have three creation fields and three annihilation fields in the first order term in the numerator, (numberator) ] [ = T r ρ0G Tτ {ψα (x, τ )ψα† (x′ , τ ′ )} ∫ ∫ ] [ 1 β + ℏdτ1 d3 x1 d3 x′1 V (x1 − x′1 )T r ρ0G Tτ {ψα† 1 (x1 , τ1 )ψβ† 1 (x′1 , τ1 )ψβ1 (x′1 , τ1 )ψα1 (x1 , τ1 )}ψα (x, τ )ψβ† (x′ , τ ′ ) ℏ 0 + ··· where we have omitted subscript ”I” from the field operators, because in the following, we always use the interaction picture. Clearly, the first term is the non-interacting single-particle Green’s function given by 4.1.25. For the 2nd term in the numerator, we can employ finite-temperature Wick’s ˆ 0 in theorem. Notice that any contraction between two destruction fields reduces to zero, because K the single-underlined part dose not change the total number of particles, while the double-underlined part changes it: [ ] ψ · (1)ψ · (2) = eβΩ0 T r e−β K0 Tτ ψ(1)ψ(2) = 0 ˆ



Similarly, any contraction between two creation fields reduces to zero: [ ] ˆ ψ †· (1)ψ †· (2) = eβΩ0 T r e−β K0 Tτ ψ † (1)ψ † (2) = 0 Accordingly, when applying the Wick’s theorem onto the 2nd term, we have only 6 terms. [ ] T r ρ0G Tτ {ψα† 1 (x1 , τ1 )ψβ† 1 (x′1 , τ1 )ψβ1 (x′1 , τ1 )ψα1 (x1 , τ1 )ψα (x, τ )ψβ† (x′ , τ ′ )} = ψα†·1 (x1 , τ1 )ψα· 1 (x1 , τ1 )ψβ†··1 (x′1 , τ1 )ψβ··1 (x′1 , τ1 )ψα··· (x, τ )ψβ†··· (x′ , τ ′ ) ·· − ψα†·1 (x1 , τ1 )ψβ· 1 (x′1 , τ1 )ψβ†··1 (x′1 , τ1 )ψα1 (x1 , τ1 )ψα··· (x, τ )ψβ†··· (x′ , τ ′ )



− ψα†·1 (x1 , τ1 )ψα· (x, τ )ψβ†··1 (x′1 , τ1 )ψβ··1 (x′1 , τ1 )ψα···1 (x1 , τ1 )ψβ†··· (x′ , τ ′ ) + ψα†·1 (x1 , τ1 )ψα· (x, τ )ψβ†··1 (x′1 , τ1 )ψα··1 (x1 , τ1 )ψβ···1 (x′1 , τ1 )ψβ†··· (x′ , τ ′ ) − ψα†·1 (x1 , τ1 )ψβ· 1 (x′1 , τ1 )ψβ†··1 (x′1 , τ1 )ψα·· (x, τ )ψβ···1 (x′1 , τ1 )ψβ†··· (x′ , τ ′ )
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As in the zero-temperature field theory, we can express these algebraic expressions in terms of Feynman diagrams. In this diagrammatic description, field operators comprise points, and two field operators contracted by Wick’s theorem are connected by solid lines. A solid line has an arrow from a destruction field to creation field. Four fields from a two -body interaction potential is given by this diagram.



V (x1 −



1 ⃝



2 ⃝



3 ⃝



5 ⃝



x′1 )ψα† 1 (x1 , τ1 )ψβ† 1 (x′1 , τ1 )ψβ1 (x′1 , τ1 )ψα1 (x1 , τ1 )



where the four legs correspond to the four fields respectively, while the wavy line stands for the interaction potential. With this in mind, these 6 terms can be given by these 6 Feynman diagrams respectively
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We especially call that solid line which connects x, τ, α and x′ , τ ′ , β as “an external line”. We call those Feynman diagram in which all the interaction potential are connected to the external line as “connected Feynman diagram”. For this example, the last 4 diagrams above are all connected Feynman diagram, while the first two are not. Especially, we call these parts, which are not connected to external line, as disconnected Feynman diagram. With this background in mind, let us go back to 4.2.10. The ν − th order term in the numerator of 4.2.10 can be rewritten as follows ( )ν ∫ ∫ βℏ [ ] 1 1 βℏ (ν) ˆ 1 (τ1 ) · · · H ˆ 1 (τν )ψα (x, τ )ψ † (x′ , τ ′ )} g˜αβ (x, τ ; x′ , τ ′ ) ≡ − dτ1 · · · dτν T r ρ0G Tτ {H β ℏ ν! 0 0 ( )ν ∫ βℏ ∫ βℏ ν ] [ 1 ν! 1 ∑ ˆ 1 (τ1 ) · · · H ˆ 1 (τn )} = − dτ1 · · · dτν T r ρ0G Tτ {H ℏ ν! n=0 n!(ν − n)! 0 0 [ ] ˆ 1 (τn+1 ) · · · H ˆ 1 (τν )ψα (x, τ )ψ † (x′ , τ ′ )} × T r ρ0G Tτ {H β connected



This subscript “connected” means that, when taking the contraction here, we retain only those terms in which any of these interaction potentials are connected to external lines by wavy lines or solid lines. Namely, we divide this into a product between a sum of all disconnected Feynman diagrams and a sum of all connected Feynman diagrams. We have ν!/n!(n − ν)! ways of dividing ν into n and n − ν, so that we put this factor. When take the sum over ν from zero to infinity, we can rewrite this into. +∞ ∑



g˜αβ (x, τ ; x′ , τ ′ ) (ν)



ν=0 +∞ ( ∑



)ν



∫ βℏ ∫ βℏ ν ] [ 1 ∑ ν! ˆ 1 (τ1 ) · · · H ˆ 1 (τn )} dτ1 · · · dτν T r ρ0G Tτ {H ν! n=0 n!(ν − n)! 0 0 ν=0 [ ] ˆ 1 (τn+1 ) · · · H ˆ 1 (τν )ψα (x, τ )ψ † (x′ , τ ′ )} × T r ρ0G Tτ {H β connected ) ( ∫ ∫ +∞ n βℏ βℏ ] [ ∑ 1 1 ˆ 1 (τ1 ) · · · H ˆ 1 (τn )} = − dτ1 · · · dτn T r ρ0G Tτ {H ℏ n! 0 0 n=0 ) ( ∫ ∫ βℏ +∞ m βℏ [ ] ∑ 1 1 ˆ 1 (τ1 ) · · · H ˆ 1 (τn )ψα (x, τ )ψ † (x′ , τ ′ )} × − dτ1 · · · dτm T r ρ0G Tτ {H β ℏ m! 0 connected 0 m=0 =



1 − ℏ



when substituting this into 4.2.10, the former disconnected parts are cancelled by the denominator, so that we finally obtain. )m ∫ βℏ ∫ βℏ +∞ ( ∑ 1 1 − dτ1 · · · dτm ℏ m! 0 0 m=0 [ ] ˆ 1 (τ1 ) · · · H ˆ 1 (τm )ψα (x, τ )ψ † (x′ , τ ′ )} r ρ0G Tτ {H β gαβ (x, τ ; x′ , τ ′ ) =



(4.3.16)



connected



4.4



Feynman’s rule for the temperature Green’s function



Comparing the argument so far and 4.3.16, with the zero-temperature field theory, one can see that the perturbation expansion of the temperature Green’s function has the same structure as that
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of the zero-temperature time-ordered Green’s function. As a result, the detailed derivation of the Feynman rule is also unchanged, so that we simply summarize the Feynman rule for the singleparticle temperature Green’s function. Fenman rule in coordinate space Draw all topologically distinct diagrams containing n interaction lines (wavy lines) and (2n + 0 1) directed solid lines. Assign a non-interacting temperature Green’s function gαβ (1, 2) for each Assign a factor V (x1 − x2 )δ(τ1 − τ2 ) for each interaction line.



directed solid lines.



2n ∫ ∏



Integrate all the internal variables (xi , τi ) (i = 1, · · · , 2n) :



d3 xi



i=1



∫ βℏ 0



dτi



2n ∏ ∑ Take the sum over spin indices for internal variables: Multiply each m-th-order Feynman i=1 αi =↑,↓ ( 1 )n diagram by − ℏ (±1)F , where F is the number of closed loops formed only by solid lines. (+ is for boson and - is for fermion) Interpret any temperature Green’s function at equal time variable as 0 gαβ (x1 , τ1′ x2 , τ1 ) =



0 lim gαβ (x1 , τ1′ x2 , τ2 )



τ2 →τ1 +



For example, zero-th and 1st-order contribution to the single-particle temperature Green’s function are given by these Feynman diagrams



According to the Feynman’s rule, corresponding algebraic expression are given by 0 gαβ (1, 2) = gαβ (1, 2) ∫ ∫ ∫ −1 3 4 −ℏ d x3 d x



∫



βℏ



dτ3 0



βℏ



[ 0 ] 0 0 0 dτ4 ±gαλ (1.3)gλβ (3, 2)V0 (3, 4)gµµ (4, 4) + gαλ (1, 3)gλµ (3, 4)gµβ (4, 2)V0 (3, 4)



0



+ ··· (4.4.1) where the sign (±) here comes from the closed loop in this diagram. For spin-1/2 fermion case with spin rotational symmetry, we have 0 gαβ (1, 2) = g 0 (1, 2)δαβ



where g 0 is given by 4.1.25. In such case, we have { ∫ ∫ ∫ gαβ (1, 2) =δαβ g 0 (1, 2) − ℏ−1 d3 x3 d3 x4



∫



βℏ



dτ2 0



βℏ



dτ4 0



[ ] } −2g 0 (1, 3)g 0 (3, 2)V0 (3, 4)g 0 (4, 4) + g 0 (1, 3)g 0 (3, 4)g 0 (4, 2)V0 (3, 4) + · · ·



(4.4.2)



4.4. FEYNMAN’S RULE FOR THE TEMPERATURE GREEN’S FUNCTION



189



According to the item 7 in the Feynman’s rule, g 0 (4, 4) should be interpreted as g 0 (4, 4+), which reduces to a particle density: 0 0 gαβ (4, 4+) = gαβ (x4 , τ4 ; x4 , τ4 +)



= −δαβ ⟨ˆ nα (x4 )⟩0 1 ∑ = −δαβ ⟨ˆ nα (x4 )⟩0 2



(4.4.3)



α=↑,↓



1 n(x4 )⟩0 = − δαβ ⟨ˆ 2 so that we can replace this by − 21 ⟨ˆ n(x4 )⟩0 As in the zero-temperature field theory, it is useful to introduce the momentum space representation. Namely, in a spatially homogenous system, the single-particle temperature Green’s function depends only on the relative distance betweent two coordinates. gαβ (x, τ ; x′ , τ ′ ) = gαβ (x − x′ , τ − τ ′ ) (4.4.4) Thus, we can take the Fourier transformation to introduce the momentum representation. But remember that we define τ and τ ′ to be within 0 to βℏ 0 ≤ τ, τ ′ ≤ βℏ, so that − βℏ ≤ τ, τ ′ ≤ βℏ



(4.4.5)



Interestingly, the temperature Green’s function automatically satisfies the periodic boundary condition. To see this, notice first that [ ]  ′ ′ 1   gαβ (x, βℏ; x′ , τ ′ ) = − e−βK eβK e−Kτ /ℏ ψα (x)e−βK eKτ /ℏ ψβ† (x′ ) Tr  ZG [ ] ′ ′ 1 (4.4.6) =− T r e−βK eKτ /ℏ ψβ† (x′ )e−Kτ /ℏ ψα (x) ZG = ∓gαβ (x, 0; x′ , τ ′ ) Similarly, we can prove that [ ]  1   Tr  e−βK eβK e−Kτ /ℏ ψβ† (x′ )e−βK eKτ /ℏ ψα (x) ZG [ ] 1 =∓ T r e−βK eKτ /ℏ ψα (x)e−Kτ /ℏ ψβ† (x′ ) ZG = ±gαβ (x, tau; x′ , 0)



(4.4.7)



gαβ (x − x′ , −βℏ ≤ τ − τ ′ ≤ 0) = ±gαβ (x − x′ , 0 ≤ τ − τ ′ + βℏ ≤ βℏ)



(4.4.8)



gαβ (x, τ ; x′ , βℏ) = ∓



These two suggest that



where “+” sign is for boson and “-” sign is for fermion. This means that we can assume that the Green’s function is periodic over range of 2βℏ: for both statistics. gαβ (x − x′ , τ − τ ′ ) = ±gαβ (x − x′ , τ − τ ′ + βℏ) = gαβ (x − x′ , τ − τ ′ + 2βℏ)



(4.4.9)



With this boundary condition in mind, we will Fourier-expand the temperature Green’s function as follows: ∫ d3 k 1 ∑ ik·(x−x′ ) −iωn (τ −τ ′ ) gαβ (x − x′ , τ − τ ′ ) = e e gαβ (k, ωn ) (4.4.10) (2π)3 βℏ n
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where ωn =



2nπ 2βℏ



(4.4.11)



arbitrary integer n Corresponding inverse transformation is given by ∫ d3 x



gαβ (k, ωn ) =



1 2



∫



βℏ



−βℏ



dτ e−ik·x eiωn τ gαβ (x, τ )



(4.4.12)



Using this boundary condition, we can further rewrite this into this form. ∫ 3



gαβ (k, ωn ) =



d xe ∫



= ∫ =



−ik·x 1



(∫



1 2



1 d3 xe−ik·x 2



−βℏ



∫



βℏ



)



βℏ



dτ +



2



d3 xe−ik·x



∫



0



dτ



eiωn τ gαβ (x, τ )



0



{ } dτ eiωn (τ −βℏ) gαβ (x, τ − βℏ) + eiωn τ gαβ (x, τ )



(4.4.12′ )



0



∫



βℏ



{ } dτ ±einπ + 1 eiωn τ gαβ (x, τ )



0



This suggests that, for boson case, the Fourier coeﬃcient becomes non-zero only when n is even integer, while for fermion case, the coeﬃcient becomes non-zero only when n is odd integer. boson {∫ ∫ βℏ d3 xe−ik·x 0 dτ eiωn τ gαβ (x, τ ) (n = even) gαβ (k, ωn ) = 0 (n = odd) fermion



{∫ gαβ (k, ωn ) =



d3 xe−ik·x



∫ βℏ 0



dτ eiωn τ gαβ (x, τ )



0



(n = odd) (n = even)



To summarize, the Fourier series of the temperature Green’s function is given by ∫ gαβ (k, ωn ) = { ωn ≡ ∫ gαβ (x, τ ) =



iωn τ d3 xe−ik·x intβℏ gαβ (x, τ ) 0 e



(4.4.13)



2nπ βℏ (2n+1)π βℏ



(4.4.14)



(boson) (f ermion)



d3 k 1 ∑ ik·x −iωm τ e e gαβ (k, ωm ) (2π)3 βℏ m



(4.4.15)



This discrete frequency is often called as Matsubara frequency. As an example, let us consider
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Fourier series of the non-interacting temperature Green’s function. ∫ ∫ βℏ g 0 (k, ωn ) ≡ d3 xe−ik·x dτ eiωn τ g 0 (x, τ ) 0



∫ ∫ βℏ ϵ0 ′ −µ ( ) ′ 1 ∑ k =− d3 xe−ik·x dτ eiωn τ eik ·x− ℏ 1 ± n0k′ V ′ 0 k [ ]τ =βℏ ϵ0 ′ −µ ∑ 1 iωn − k ℏ δk,k′ (1 ± n0k′ ) =− e ϵ0k′ −µ τ =0 ′ iω − k n ℏ [ ] 1  : ±10  iω  n βℏ −(ϵk −µ)β  =− e e − 1 (1 ± n0k ) ϵ0k′ −µ iωn − ℏ [ ] e−(ϵ0k −µ)β 1 −(ϵ0k −µ)β =− ±1e − 1 −(ϵ0 −µ)β∓1 ϵ0 −µ e k iωn − k′



(4.4.16)



ℏ



=



1 iωn −



ϵ0k′ −µ ℏ



With these preliminaries in mind, it is now straightforward to derive the Feynman rules in the momentum space. The derivation goes exactly in parallel with the zero-temperature field theory, so that I will describe only the results in the following. Feynman rules for the n-th order contribution to gαβ (k, ωn ). Draw all topologically distinct connected graphs with n interaction lines (wavy lines) and (2n+1) directed particle lines (solid lines). Assign a direction to each interaction line. Associate a wave vector and discrete Matsubara frequency with each interaction line and particle line and conserve momentum and frequency at each vertex



{



k′ = k + q ωn′ = ωn + ϵm



For each particle line (solid line), assign a non-interacting temperature Green’s function 0 gαβ (k, ωn ) =



δαβ iωn − ℏ−1 (ϵ0k − µ)



(2n+1)π For an interaction line, assign V (q) (free from where ωn = 2nπ βℏ for boson, while ωn = βℏ frequency) Now we have n independent internal wave vectors and frequencies



(2n + 1) #(particl lines)



+



n #(interaction lines)



−



2n − 1 =n #(vertex) external momentum = #(conservation) and f requency
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Integrate over all the n independent internal wave vectors and frequencies:   ∫ n ∏ ∑  d3 kj  ωj



j=1



Spin indices of the Green’s function for a matrix product along any continuous particle lines which share a same vertex should be same. Under this condition, take the sum over all ( be taken to ) 1 1 1 spin indices. Multiply by − ℏ · βℏ · (2π)3 (±1)F , where F is the number of closed loops formed by continuous particle lines (+ is for boson, - is for fermion) When a particle line closes on itself or a particle line joined by the same interaction line factor eiωm η for particle line.



, assign a convergence



As an example, consider again the zero-th and first order contribution to the single-particle temperature Green’s function.



0 gαβ (k, ωn ) = gαβ (k, ωn ) −



1 ℏ



∫



dk′ 1 ∑ iωn′ η e (2π)3 βℏ ′ ωn



× {±gαµ (k, ωn )gµβ (k, ωn )V (0)gλλ (k′ , ωn′ ) + gαµ (k, ωn )gµλ (k′ , ωn′ )gλβ (k, ωn )V (k − k′ )} + ··· (4.4.17) For spin −1/2 fermion case with spin rotational symmetry, we can take 0 0 gαβ (k, ωn ) = δαβ (k, ωn )



so that we have



g(k, ωn ) = g 0 (k, ωn ) −



1 ℏ



∫



gαβ (k, ωn ) = δ(k, ωn ) dk′ 1 ∑ iωn′ η e (2π)3 βℏ ′ ωn



{ } 2 2 × −2 [g(k, ωn )] V (0)g(k′ , ωn′ ) + [g(k, ωn )] V (k − k′ )g(k′ , ωn )



(4.4.18)



+ ··· where we took ‘-’ sign for the fermion. The factor ‘2’ comes from the summation over spin index (λ). As in the zero-temperature field theory,g(k, ωn ) can be expressed in terms of self energy g(k, ωn ) = g 0 (k, ωn ) + g 0 (k, ωn )σ(k, ωn )g 0 (k, ωn )



(4.4.19)
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where the first order contribution to the self-energy is given by Σ



(1)



1 (k, ωn ) = − ℏ



∫



dk′ 1 ∑ iωn η 0 e g (k, ωn ) · (−2V (0) + V (k − k′ )) (2π)3 βℏ ′



(4.4.20)



ωn



Frequency summation in the underlined part is a typical summation, which we will encounter in finite-temperature field theory. Thus, we will demonstrate how to take this discrete sum, for the fermion case. 1 ∑ iωn η 1 e (4.4.21) ′ −1 βℏ ′ iωn − ℏ (ϵ0k − µ) ωn



For simplicity, we take this real-value quantity ℏ−1 (ϵ0k′ − µ) to be x and replace ωn′ by ωn . 1 ∑ iωn η 1 e βℏ ω iωn − x



(4.4.21′ )



n



Now that this single-particle temperature Green’s function is for fermion, ωn is restricted to be (2n + 1)π/βℏ (2n + 1)π ωb = (n : integer) βℏ To evaluate this sum we introduce a complex variable z, which corresponds to iωn . Then, the sum over ωn can be generally given by I 1 ∑ dz 1 f (iωn ) = − f (z) (4.4.22) βℏz βℏ ω 2πi e +1 n



where the contour integral in the right hand side is taken along a loop which encloses the imaginary axis in the complex z-plane. Im z Γ



πi 3πi 5πi 7πi −πi −3πi Re z βℏ βℏ βℏ βℏ βℏ βℏ



To see this formula, notice first that eβℏz1 +1 has a pole at z = (2n+1)π i where n is arbitrary integer. βℏ Therefore, when f (z) has no pole inside this closed loop, we can split this closed loop into a infinite number of small loops, each of which encloses each of these poles.
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I



dz 1 f (z) βℏz +1 Γ 2πi e I ∑ d∆z f (iωn ) =− βℏ(iωn +∆z) + 1 2πi e n I 1 ∑ d∆z 1 = f (iωn ) βℏ n Γn 2πi ∆z 1 ∑ 1 = f (iωn ) βℏ(iω +∆z) n βℏ n e +1



−



=



1 e(2n+1)π+βℏ∆z



+1



1



=



−eβℏz + 1 1 = βℏz From this derivation, one might also notice that this function eβℏz1 +1 can be replaced by other functions which have poles at z = iωn . For example, we can also express this sum by this complex integral. I 1 ∑ dz 1 f (iωn ) = f (z) (4.4.22′ ) −βℏz βℏ ω 2πi 1 + e Γ n



Whether we should choose this or the other depends on an asymptotic behavior of a function f(z) in |z| → +∞ In the present situation, f(z) is given by this f (z) =



ezη z−x



which reduces to zero for Re z → −∞ while diverges for Re z → +∞ because η is an infinitesimally small positive value. In such case, we choose the former one, because the underlined integrand reduces to zero both for Re z → −∞ and Re z → +∞ I dz 1 ezη 1 ∑ f (iωn ) = − βℏz z − x βℏ ω Γ 2πi 1 + e n



where



{



1 1+eβℏz 1 1+eβℏz



ezη z−x ezη z−x



→ 0 Re z → +∞ → 0 Re z → −∞



(βℏ ≫ η > 0)
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This asymptotic behavior allows us to put two infinitely large contours: one is in the region of Re z > 0 and the other is in the region of Re z < 0.



Now that the integrand has a pole only on the real axis, we can deform in this way



Correspondingly, this integral is evaluated as follows I dz 1 ezη 1 − = βℏx βℏz z−x e +1 Γ 2πi 1 + e



(4.4.23)



Namely, we have 1 ∑ iωn η 1 1 = n0k (f ermidistributionf unction) e = β(ϵ0 −µ) βℏ ω iωn − ℏ−1 (ϵ0k − µ) k e + 1 n using this evaluation, the first-order self energy is now simplified into. ∫ 1 d3 k 0 Σ(1) (k, ωn ) = − n ′ (−2V (0) + V (k − k′ )) ℏ (2π)3 k



(4.4.23′ )



(4.4.24)



At the zero-temperature, this reduces to 2.5.9, because n0k′ = θ(kF − |k|)



4.5 4.5.1



Dyson’s equation & Hartree-Fock approximation Dyson equations for the temperature Green’s function



Temperature Green’s function consists of an identical set of Feynman diagram as the zerotemperature Green’s function. Thus, it is quite natural that the same Dyson’s equation holds true
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for the temperature Green’s function. In coordinate space, the single-particle temperature Green’s function always has the form: ∫ ∫ 0 g(1, 2) = g (1, 2) + d3 d4g 0 (1, 3)Σ(3, 4)g 0 (4, 2) (4.5.1) where the integral contains not only the integral over the space coordinate but also the sum over spin index and the time integration over 0 to βℏ ∫ ∫ ∫ βℏ ∑ 3 d3 = d x3 0



α3



This defines the total self-energy Σ(3, 4). As in the zero-temperature field theory, it is also useful to define the ‘proper’ self-energy Σ⋆ (3, 4), which consistes of all self-energy diagram, that cannot be decomposed into two parts by cutting only one particle lines g 0 . When a self-energy diagram is decomposed into several parts like this. ∫ ∫ ˜ ˜ ⋆c (7, 2) Σ(1, 2) = d3 · · · d7Σ⋆a (1, 3)g 0 (3, 4)Σ⋆b (4, 5) · · · g 0 (6, 7)Σ the factor (−1/ℏ)n (±1)F appearing in the item 6 of the Feynman rule can be also decomposed into each of these proper self-energy. (−1/ℏ)n (±1)F = (−1/ℏ)na (±1)Fa · (−1/ℏ)nb (±1)Fb · · · · (−1/ℏ)nc (±1)Fc ( ) n = na + nb + · · · + nc with F = Fa + Fb + · · · + Fc As such, the exact single-particle temperature Green’s function is given only by the proper selfenergy as follows ∫ ∫ ∫ 0 0 ⋆ 0 g(1, 2) = g (1, 2) + d3 d4g (1, 3)Σ (3, 4)g (4, 2) + d3d4d5d6g 0 (1, 3)Σ⋆ (3, 4)g 0 (4, 5)Σ⋆ (5, 6)g 0 (6, 2) + · · · ∫ = g 0 (1, 2) + d3d4g 0 (1, 3)Σ⋆ (3, 4)g(4, 2) (4.5.2) which we call Dyson’s equation. As in the zero-temperature field theory, the Dyson’s equation reduces to an algebraic equation in the momentum-frequency representation: g(k, ωn ) = g 0 (k, ωn ) + g 0 (k, ωn )Σ⋆ (k, ωn )g(k, ωn )



(4.5.3)



where we assume the spin rotational symmetry for simplicity. Here the Fourier series of the selfenergy is defined as ∫ βℏ ∫ Σ⋆ (k, iωn ) = dτ d3 xe−ik·x+iωn τ Σ⋆ (x, τ ) (4.5.4) 0



where the self-energy depends only on the relative coordinate for spatially homogeneous system,  Σ⋆ (x, τ ) ≡ Σ⋆ (x3 , τ3 ; x4 , τ4 )  with x ≡ x3 − x4 (4.5.4′ )   τ ≡ τ3 − τ4
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This algebraic equation can be explicitly solved for the Green’f function g(k, ωn ) =



g 0 (k, ω



1 ⋆ n ) − Σ (k, ωn )



(4.5.5)



or equivalently, we have δαβ (4.5.5′ ) iωn − ℏ−1 (ϵ0k − µ) − Σ⋆ (k, ωn ) ⋆ Hatree-Fock approximation Self-consistent Hatree-Fock approximation at the zero-temperature field theory can be also generalized into the finite-temperature field theory. We begin with the first order perturbation to the proper self-energy g(k, ωn ) =



in which these internal particle lines are non-interacting Green’s function. In the (self-consistent) Hatree-Fock approximation, we replace these non-interacting Green’s functions by the exact Green’s function.



To concretize this approximation, let us consider a system in a static spin-independent external potential U (x). ] [ 2 2 ∫  ℏ ∇x  3 ˆ† ˆ  + U0 (x) − µ ψˆα (x)  K0 = d xψα (x) − 2m (4.5.6) ∫ ∫   ˆ 1 = d3 x d3 x′ ψˆ† (x)ψˆ† (x′ )V (x − x′ )ψˆβ (x′ )ψˆα (x) H α



β



For simplicity, we assume the spin-rotational symmetry, so that the Green’s function is diagonal with respect to the spin index. gαβ (x, τ ; x′ , τ ′ ) ≡ δαβ g(x, τ ; x′ , τ ′ )



(4.5.7)



The Dyson equation for the Green’s function is given by g(x, τ ; x′ , τ ′ ) =g 0 (x, τ ; x′ , τ ′ ) ∫ ∫ ∫ 3 3 ′ + d x1 d x1 0



∫



βℏ



βℏ



dτ1



dτ1′ g 0 (x, τ ; x1 , τ1 )Σ⋆ (x1 , τ1 ; x′1 , τ1′ )g(x′1 , τ1′ ; x′ , τ ′ )



0



(4.5.8) According to the Feynman’s rule, the first-order perturbational contribution to the proper self-energy is given by [ ∫ 1 ⋆ ′ ′ 3 ′ ′ Σ (x1 , τ1 ; x1 , τ1 ) = − ±(2s + 1)δ (x1 − x1 )δ(τ1 − τ1 ) d3 x2 V (x1 − x2 )g(x2 , τ1 ; x2 , τ1 +) ℏ +δ(τ1 − τ1′ )g(x1 , τ1 ; x′1 , τ1 +)V (x1 − x2 )] (4.5.9)
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∫ ∵



∫



∫



βℏ



∫



βℏ



dτ1 dτ1′ g 0 (x, τ ; x1 , τ1 )Σ⋆ (x1 , τ1 ; x′1 , τ1′ )g 0 (x′1 , τ1′ ; x′ , τ ′ ) d x1 0 0 [ ] ∫ ∫ βℏ ∫ 1 3 0 0 ′ ′ 3 0 =− ±(2s + 1) d x1 dτ1 g (x, τ ; x1 , τ1 )g (x, τ ; x , τ ) × d x2 V (x1 − x2 )g (x2 , τ1 ; x2 , τ1 +) ℏ 0 ∫ ∫ βℏ ∫ ∫ βℏ 1 − d3 x1 d3 x′1 dτ1 dτ1′ g 0 (x, τ ; x1 , τ1 )g 0 (x1 , τ1 ; x′1 , τ1′ )δ(τ1 − τ1′ )V (x1 − x2 )g 0 (x′1 , τ1′ ; x′ , τ ′ ) ℏ 0 0 3



d3 x′1



Within the Hatree-Fock approximation, we replace these non-interacting Green’s function by the exact Green’s function. Irrespective of the presence of homogeneous external potential U (x), we can still Fourier transform the time variable into Matsubara frequency. g(x, τ ; x′ , τ ′ ) = g(x, x′ ; τ − τ ′ ) = { where ωn =



2nπ βℏ (2n+1)π βℏ



1 ∑ −iωn (τ −τ ′ ) e g(x, x′ ; ωn ) βℏ n



(4.5.10)



(f or boson) The same fourier transformation is applicable to the self(f or f ermion)



energy, so that we have Σ⋆ (x, τ ; x′ , τ ′ ) = {



1 ∑ −iωn (τ −τ ′ ) ⋆ e Σ (x, x′ ; ωn ) βℏ n



(4.5.11)



2nπ βℏ (2n+1)π βℏ



(f or boson) (f or f ermion) Under this transformation, the Dyson equation and self-consistent Hatree-Fock equation become as follows respectively. ∫ βℏ ∫ ∫ ∫ βℏ ∫ βℏ ′ g(x, x′ ; ωn ) =g 0 (x, x′ ; ωn ) + d(τ − τ ′ )eiωn (τ −τ ) d3 x1 d3 x′1 dτ1 dτ1′ with ωn =



0



0



1 ∑ −iω1 (τ −τ1 ) 0 e g (x, x1 ; ω1 ) βℏ ω 1 1 ∑ −iω2 (τ1 −τ1′ ) ⋆ e Σ (x1 , x′1 ; ω2 ) × βℏ ω 2 1 ∑ −iω3 (τ1′ −τ ′ ) 0 ′ ′ × e g (x1 , x ; ω3 ) βℏ ω 3



Note that



∫ ∫ ∫ 0



βℏ



dτ1 ei(ω1 −ω2 )τ1 = βℏδn1 ,n2



0 βℏ



′



dτ1′ ei(ω2 −ω3 )τ1 = βℏδn2 ,n3



0 βℏ



′



d(τ − τ ′ )ei(ωn −ω1 )(τ −τ ) = βℏδn,n1



0



4.5. DYSON’S EQUATION & HARTREE-FOCK APPROXIMATION g(x, x′ ; ωn ) = g 0 (x, x′ ; ωn ) +



∫



∫ d3 x1
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d3 x′1 g(x, x1 ; ωn )Σ⋆ (x1 , x′1 ; ωn )g(x′1 , x′ ; ωn )



1[ ± (2s + 1)δ 3 (x1 − x − 1′ ) ∫ℏ 1 ∑ × d3 x2 V (x1 − x2 ) g(x1 , x2 ; ωm )eiωm η βℏ ω m ] 1 ∑ ′ iωm η + g(x1 , x1 ; ωm )e V (x1 − x′1 ) βℏ ω



Σ⋆ (x1 , x′1 ; ωn ) = −



(4.5.12)



m



where the self-energy is independent of the Matsubara frequency, so that we simply rewrite it as: Σ⋆ (x1 , x′1 ; ωn ) = Σ⋆ (x1 , x′1 ) The non-interacting Green’s function can be expanded in terms of the eigen wavefunction of singleparticle Hamiltonian. Suppose that the single-particle Hamiltonian is diagonalized by ψj0 (x) with its eigen value ϵ0j . [ 2 2 ] ℏ ∇ − + U (x) − µ ψj0 (x) = (ϵ0j − µ)ψj0 (x) (4.5.13) 2m In terms of this single-particle basis, the field operator is expanded as follows  ∑  ψα (x) = ψj0 (x)aj,α    j ∑ †   ψ (x) = ψj0∗ (x)a†j,α   α



(4.5.14)



j



where the completeness of the basis is represented by the following equation: ∑



ψj0 (x)ψj0∗ (x) = δ 3 (x − x′ )



(4.5.15)



j



while the orthogonality is represented by ∫ 0 d3 xψj0∗ (x)ψm (x)δj,m



(4.5.16)



In terms of this basis, Kˆ0 is given by Kˆ0 =



∑ (ϵ0j − µ)a†j,α aj,α j,α



Non-interacting temperature Green’s function is given by [ ] ˆ † 0 gαβ (x, τ ; x′ , τ ′ ) = −eβΩ0 T r e−β K0 Tτ {ψˆK0 α (x, τ )ψˆK (x′ , τ ′ )} 0β { } † ′ ′ = − θ(τ − τ ′ )⟨ψˆK0 α (x, τ )ψˆK (x , τ ) 0β



(4.5.17)
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where



ˆ ˆ ψˆk0 α (x, τ ) ≡ ek0 τ /ℏ ψˆα (x)e−k0 τ /ℏ ∑ 0 = e−(ϵj −µ)τ /ℏ ϕj0 (x)aj,α j



ψˆk†0 β (x′ , τ ′ ) =



∑



e(ϵj −µ)τ 0



′



/ℏ 0⋆ ′ ϕj (x )aj,α



j



Using these two, we have ⟨ψˆk0 α (x, τ )ψˆk†0 β (x′ , τ ′ )⟩0 =



∑



e−(ϵj −µ)τ /ℏ e(ϵm −µ)τ 0



0



′



† /ℏ 0 ϕj (x)ϕ0⋆ m (x)⟨aj,α am,β ⟩0



j,m



⟨aj,α a†m,β ⟩0 = δj,m δαβ ⟨aj,α a†j,α ⟩0 = δj,m δαβ (1 ± ⟨a†j,α aj,α ⟩0 = δj,m δαβ (1 ± n0j,α ) ⟨ψˆk0 α (x, τ )ψˆk†0 β (x′ , τ ′ )⟩0 =



∑



e−(ϵj −µ)(τ −τ 0



′



)/ℏ 0 ′ ϕj (x)ϕ0⋆ j (x )δαβ (1



± n0j,α )



j



Similarly, we have ⟨ψˆk†0 β (x′ , τ ′ )ψˆk0 α (x, τ )⟩0 =



∑



e−(ϵj −µ)(τ −τ 0



′



′ 0 )/ℏ 0 ϕj (x)ϕ0⋆ j (x )δαβ nj,α



j



Using these two, we have 0 (x, τ ; x′ , τ ′ ) = −δαβ gαβ



∑



e−(ϵj −µ)(τ −τ 0



′



′ )/ℏ 0 ϕj (x)ϕ0⋆ j (x )



} { θ(τ − τ ′ )(1 ± n0j,α ) ± θ(τ ′ − τ )n0j,α



j



(4.5.18) whose Fourier series is given by 0 gαβ (x, x′ ; ωn ) = δαβ g 0 (x, x′ ; ωn )



g 0 (x, x′ ; ωn ) =



∫



βℏ



′



0 (x, τ ; x′ , τ ′ ) d(τ − τ ′ )eiωn (τ −τ ) gαβ



0



=−



∑



′ ϕ0j (x)ϕ0⋆ j (x )



∑



βℏ



dτ e(iωn −(ϵ−µ)/ℏ)τ (1 ± n0j,α )



0



j



=−



∫



±e(−ϵj −µ)β − 1 (1 ± n0j,α ) iωn − (ϵ − µ)/ℏ 0



′ ϕ0j (x)ϕ0⋆ j (x )



j



e(−ϵj −µ)β ∓ 1 ± 1 0



1 ± n0j,α =



e(−ϵj −µ)β ∓ 1 0



g 0 (x, x′ ; ωn ) =



∑ j



=



1 1 ∓ e(−ϵj −µ)β 0



′ ϕ0j (x)ϕ0⋆ j (x ) iωn − (ϵj − µ)/ℏ



(4.5.19)
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In a similar way, let us assume that the interacting temperature Green’s function can be also expanded in terms of a certain single-particle basis, which will be justified as posteriori within the self-consistent Hartree-Fock approximation, g(x, x′ ; ωn ) =



∑ j



ϕj (x)ϕ⋆j (x′ ) iωn − (ϵj − µ)/ℏ



(4.5.20)



where we remove the superscript “0”. Substituting this form into eq.(4.5.12) , we have the proper self-energy within the Hartree-Fock approximation as follows: ∫ 1 ∑ iωm η ∑ ϕj (x1 )ϕ⋆j (x2 ) ⋆ ′ 3 ′ ℏΣ (x1 , x1 ) = ∓ (2s + 1)δ (x1 , x1 ) d3 x2 V (x1 − x2 ) e βℏ ω iωm − (ϵj − µ)/ℏ j m



1 ∑ iωm η ∑ ϕj (x1 )ϕ⋆j (x′1 ) + V (x1 − x′1 ) e βℏ ω iωm − (ϵj − µ)/ℏ j m



where “-” sign is for boson and “+ sign is for fermion. For each case, the Matsubara frequency is defined as follows  2mπ   (boson)  βℏ ωm = (2m + 1)π    (f ermion) βℏ In either case, we can evaluate this summation by the complex integral as we didi for fermion case before. The result becomes as follows 1 ∑ iωm η 1 1 ≡ ∓nj e = ∓ β(ϵ −µ) j βℏ ω iωm − (ϵj − µ)/ℏ e ∓1 m



where η > 0 Substituting this into these two parts, we finally reach the following expression for the proper self-energy: ∫ ∑ ∑ 3 ′ ⋆ ′ |ϕj (x)|2 nj ∓ V (x1 − x′1 ) ϕj (x1 )ϕ⋆j (x′1 )nj ℏΣ (x1 , x1 ) = ∓(2s + 1)δ (x1 , x1 ) d3 x2 V (x1 − x2 ) j



j



(4.5.21) To justify that the interacting Green’s function can be expanded in terms of a certain single-particle basis, let us apply the following diﬀerential operator onto the Dyson’s equation from the left hand side: ( 2 2 ) ℏ ∇x L1 (x, ∇x) = ıℏωn − − + U (x − µ) (4.5.22) 2m [ ] ∫ ∫ ′ 0 ′ 3 3 ′ 0 ⋆ ′ ′ ′ L1 (x, ∇x)g(x, x ; ωn ) = L1 (x, ∇x) g (x, x ; ωn ) + d x1 d x1 g (x, x1 ; ωn )Σ (x1 , x1 )g(x1 , x ; ωn ) Note that )] ∑ [ ( 2 2 ′ ϕ0j (x)ϕ0⋆ ℏ ∇x j (x ) + U (x − µ) L1 (x, ∇x)g (x, x ; ωn ) = iℏωn − − 2m iωm − (ϵ0j − µ)/ℏ j 0



′



=



′ ℏsumj ϕ0j (x)ϕ0⋆ j (x )



′



= ℏδ (x − x ) 3



(4.5.23)
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( 2 2 ) ℏ ∇ where we use − 2mx + U (x − µ) ϕ0j (x) = (ϵ0j − µ)ϕ0j (x), the completeness of {ϕ0j } and eq.(4.5.15) in the final line. Using this, we can rewrite this into ∫ ∫ ′ 3 ′ 3 L1 (x, ∇x)g(x, x ; ωn ) = ℏδ (x − x ) + d x1 d3 x′1 ℏδ 3 (x − x1 )Σ⋆ (x1 , x′1 )g(x′1 , x′ ; ωn ) (4.5.24) By transferring the 2nd term into the left hand side, we have [ ( 2 2 )] ∫ ℏ ∇x ′ iℏωn − − + U (x − µ) g(x, x ; ωn )+ dx′′ Σ⋆ (x, x′′ )g(x′′ , x′ ; ωn ) = ℏδ 3 (x − x′ ) (4.5.25) 2m Such an equation is satisfied by eq.(4.5.20), if and only if the single-particle basis is an eigen wavefunction of the following linear operator: ∫ d3 x′ L (x, x′ )ϕj (x′ ) = ϵj ϕj (x′ ) (4.5.26) [ 2 2 ] ℏ ∇x L (x, x′ ) = δ 3 (x − x′ ) − + U (x) + Σ⋆ (x, x′ ) 2m



where



(4.5.27)



Generally speaking, we can expect that such an eigen wavefunction constitutes a complete set; so that we have ∑ ϕj (x)ϕ⋆j (x′ ) = δ 3 (x − x′ ) (4.5.28) j



Then using eq.(4.5.26), eq.(4.5.27) and eq.(4.5.28), we can prove eq.(4.5.25) exactly in the same way as we did in eq.(4.5.23). To summerize, eq(4.5.21) and eq(4.5.26,4.5.27) comprise a set of selfconsistent equation for unknown set of functions {ϕj (x)} and unknown set of eigenvalues {ϵj }. This set of equation is a generalisation of Hartree-Fock approximation at finite temperature. In a spatially homogeneous system, where U (x) = 0, this set of self consistent equation becomes simplified. In such a case, the self-energy depends only on the relative coordinate Σ⋆ (x, x′ ) = Σ⋆ (x − x′ ) Thus, we have only to choose the plane wave for ϕj (x) 1 ϕj (x) → √ eik·x V Then eq.(4.5.27) reduces to



with Σ⋆ (k) =



∫



ℏ2 k2 + Σ⋆ (k) = ϵk 2m



(4.5.29)



′



d3 (x − x′ )e−ik·(x−x ) Σ⋆ (x − x′ ) On the other hand, eq(4.5.21) reduces to ∫ 3 ′ ∫ 3 ′ d k ′ d k ℏΣ⋆ (k) = (2s + 1)V (0) n ∓ V (k − k′ )n′k (4.5.30) (2π)3 k (2π)3



with nk =



1 eβ(ϵk −µ) + 1



(4.5.30′ )



4.6. SPECIFIC HEAT OF AN IMPERFECT FERMI GAS AT LOW-TEMPERATURE Namely, we have only to solve the following self-consistent equation  ℏ2 k 2   ϵk = + ℏΣ⋆ (k)  2m ∫ 3 ′ ∫ 3 ′ d k ′ d k  ⋆   ℏΣ (k) = (2s + 1)V (0) nk ∓ V (k − k′ )n′k 3 (2π) (2π)3
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(4.5.31)



Specific heat of an imperfect Fermi gas at low-temperature



As an example of the Hartree-Fock approximation, let us evaluate the entropy and specific heat of an imperfect Fermi gas in the low-temperature limit. In the grand canonical ensemble, the thermodynamic potential is given as a function of temperature, volume and chemical potential. Ω(T, V, µ) = E(T, V, µ) − T S(T, V, µ) − µN (T, V, µ) (



where S(T, V, µ) = −



( N (T, V, µ) = −



∂Ω ∂T ∂Ω ∂µ



(4.6.1)



) (4.6.2) V,µ



)



(4.6.3) V,T



Solving the latter equation inversely, we can express the chemical potential as a function of T, V and N N = N (T, V, µ) → µ = µ(T, V, N ) Substituting this into the former equation, the entropy is given as a function of T, V &N S(T, V, µ) = S(T, V, µ(T, V, N )) from which we can evaluate the specific heat as ( CV = T



∂S ∂T



) (4.6.4) V,N



To obtain the total number of fermions as a function of T, V and µ microscopically, we go back to eq.(4.1.7) ∫ N (T, V, µ) = d3 x⟨n(x)⟩ ∫ = d3 xtr[g(x, τ, x, τ +)] (4.6.5) ∫ d3 k 1 ∑ iωn η =V e tr[g(k, ωn )] (2π)3 βℏ n To obtain the entropy as a function of T, V and µ, we need to calculate the thermodynamic potential Ω in terms of Green’s function. In fact, eq(4.1.18) gives the thermodynamic potential in terms of the single particle temperature Green’s function. However, such an evaluation requires an integral



204



CHAPTER 4. FIELD THEORY AT FINITE TEMPERATURE



over an auxiliary parameter λ, which is a bit cumbersome. On the one hand, eq.(4.1.14), let us first define a following “thermodynamic function” K as a function of T, V and A K(T, V, µ) = E(T, V, µ) − µN (T, V, µ) = Ω(T, V, µ) + T S(T, V, µ)



(4.6.6)



The first derivative of K with respect to temperature with fixed V and µ is calculated as follows: ( ) ( ) ( ) ∂K ∂Ω ∂S = + S(T, V, µ) + T ∂T V,µ ∂T V,µ ∂T V,µ Using eq.(4.6.2), the first two terms in R.H.S vanish. So that we have ( ( ) ) ∂s ∂K =T ∂T V,µ ∂T V,µ



(4.6.7)



Accordingly, by integrating this equation with respect to the temperature with fixed V and µ, we have the entropy as a function of V & µ ( ) : 0 ∫ T 1 ∂K    = 0, V, µ) + s(T, V, µ) = S(T dT ′  ′  ∂T ′ V,µ 0 T



(4.6.8)



Thus, the remaining task is to evaluate the thermodynamic function K as a function of T, V & µ. eq.(4.1.14) suggests that the internal energy is given by ) ( ∫ 1 ℏ2 ∇2x 3 ⟨E⟩ = − d x ′lim lim − µ T r[g(x, τ ; x′ , τ ′ )] ℏ∂τ + τ →τ + x′ →x 2 2m with g(x, τ ; x′ , τ ′ ) ≡



∫



d3 k 1 (2π)3 βℏ



∑ n



′



′



eik·(x−x )−iωn (τ −τ ) g(k, ωn ) we have



( ) d3 k 1 ∑ iωn η ℏ 2 k2 d x ′lim lim e −iℏωn − − µ g(k, ωn ) τ →τ + x′ →x (2π)3 βℏ n 2m ( ) ∫ V d3 k 1 ∑ iωn η ℏ2 k2 =− e −iℏωn − − µ g(k, ωn ) 2 (2π)3 βℏ n 2m ( ) ∫ V d3 k 1 ∑ iωn η ℏ2 k2 = e iℏωn + + µ g(k, ωn ) 2 (2π)3 βℏ n 2m



1 ⟨E⟩ = − 2



∫



∫



3



(4.6.9)



Summing eq(4.6.9) and eq(4.6.5) we have the thermodynamic function K in terms of Green’s fn. ∫ ) V d3 k 1 ∑ iωn η ( ⟨K⟩ = ⟨E⟩ − µ⟨N ⟩ = e iℏωn + ϵ0K − µ T rg(k, ωn ) (4.6.10) 3 2 (2π) βℏ n Within the Hartree-Fock approximation, the temperature Green’s function g(k, ωn ) is given by g(k, ωn ) = where nk =



1 iωn − ℏ−1 (ϵk − µ) 1 eβ(ϵk −µ) + 1



(4.6.11)
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ℏ2 k 2 + ℏΣ⋆ (k) 2m ∫ 3 ′ ∫ 3 ′ d k ′ d k ⋆ ℏΣ (k) = 2V (0) n − V (k − k′ )n′k (2π)3 k (2π)3 ϵk =



Such a green’s function depends on temperature through ωn , because ω = (2n+1)π . But it also βℏ depends on temperature through ϵk , because the Hartree-Fock self-energy Σ⋆ (k) depends on the temperature through the Fermi distribution function. In order to distinguish these two temperature dependence from each other, we put another argument to the Green’s function g(k, ωn ) → g(k, ωn , T ) where this (underlined) temperature-dependence comes only from that of ϵk . For example, g(k, ωn , T ) = with



1 iωn − ℏ−1 (ϵk − µ)



  



ϵk = ϵ0k + ℏΣ⋆ (k) ∫ 3 ′ ∫ 3 ′ d k d k ⋆ ′  θ(k − |k |) − V (k − k′ )θ(kF − |k′ |)  ℏΣ (k) = 2V (0) F 3 (2π) (2π)3



(4.6.12)



(4.6.13′ )



With this notation in mind, let us evaluate the right-hand-side of eq(4.6.10), using the low-temperature expansion. ∫ ) V d3 k 1 ∑ iωn η ( ⟨K⟩ = ⟨E⟩ − µ⟨N ⟩ = e iℏωn + ϵ0K − µ T rg(k, ωn , T ) (4.3.10) 2 (2π)3 βℏ n where



g −1 (k, ωn , T ) = iωn − ℏ−1 (ϵk (T ) − µ) = iωn − ℏ−1 (ϵ0k − µ) − Σ⋆ (k, T ) = g 0−1 (k, ωn ) − Σ⋆ (k, T = 0) + (Σ⋆ (k, T ) − Σ⋆ (k, T = 0)) = g −1 (k, ωn , T = 0) + (Σ⋆ (k, T ) − Σ⋆ (k, T = 0))



Equivalently, we have g(k, ωn , T ) = g(k, ωn , T = 0) + g(k, ωn , T = 0)(Σ⋆ (k, T ) − Σ⋆ (k, T = 0))g(k, ωn , T )



(4.6.13)



For suﬃciently low-temperature, we can expand this T-dependence, iteratively in small Σ⋆ (k, T ) − Σ⋆ (k, T = 0) g(k, ωn , T ) = g(k, ωn , T = 0) + g(k, ωn , T = 0)(Σ⋆ (k, T ) − Σ⋆ (k, T = 0))g(k, ωn , T ) + O(T 2 ) (4.6.14) In the following, we will evaluate the leading order T-dependence in this underlined part. According to eq.(4.5.31) the self-energy is given by a self consistent equation ∫ 3 ′ ∫ 3 ′ d k d k ′ ⋆ nk − V (k − k′ )n′k Σ (k) = 2V (0) 3 (2π) (2π)3 (4.6.15) 1 nk = β(ϵ −µ) e k +1



206



CHAPTER 4. FIELD THEORY AT FINITE TEMPERATURE



with ϵk (T ) = ϵ0k + ℏΣ⋆ (k, T )



(4.6.16)



Thus, the temperature dependence of the self-energy comes not only from (β) but also from the the temperature dependence of ϵk , latter of which is nothing but the temperature dependence of the self-energy itself. To distinguish these two temperature dependence from each other, let us define ϵk (0) = ϵ0k + ℏΣ⋆ (k, T = 0)



(4.6.17)



Then we can formally expand nk around ϵk (T ) = ϵk (0) + ℏ(Σ⋆ (k, T ) − Σ⋆ (k, T = 0)) Namely, we have ∂nk (T ) nk = nk (T ) + ℏ(Σ⋆ (k, T ) − Σ⋆ (k, T = 0)) + O(T 2 ) (4.6.18) ∂ϵk Here we define nk (T ), which is diﬀerent from nk , because its temperature dependence stems only from β, while ϵk is evaluated at T = 0. Substituting this into eq.(4.6.15), we have ∫



d3 q [2V (0) − V (k − q)]nq (2π)3 { } ∫ d3 q ∂nq (T ) ⋆ ⋆ ≈ [2V (0) − V (k − q)] n (T ) + ℏ(Σ (q, T ) − Σ (q, 0)) q (2π)3 ∂ϵq



ℏΣ⋆ (k, T ) =



(4.6.19)



Subtracting this by its T = 0 evaluation, we reach a self-consistent integral eq. for Σ⋆ (k, T ) − Σ⋆ (k, T = 0) ∫ Σ⋆ (k, T )−Σ⋆ (k, 0) ≈



{ } d3 q ∂nq (T ) ⋆ ⋆ [2V (0)−V (k−q)] (n (T ) − n (0)) + ℏ(Σ (q, T ) − Σ (q, 0)) q q (2π)3 ∂ϵq (4.6.20)



where



∫ ℏΣ⋆ (k, 0) =



d3 q [2V (0) − V (k − q)]nk (0) (2π)3



(4.6.21)



The thermodynamic function K(T, V, µ) can be obtained by the substitution of eq(4.6.14) into eq(4.6.10) { } ∫ d3 k 1 ∑ iωn η d3 q 0 2 ⟨K⟩ = V e (iℏωn +ϵk −µ) g(k, ωn , T = 0) + g (k, ωn , T = 0) [2V (0) − V (k − q)] (2π)3 βℏ n (2π)3 (4.6.22) As we did before, the summations over the Matsubara frequency are evaluated in terms of the complex integrals. ∫



1 ∑ iωn η iℏωn + ϵ0k − µ e =− βℏ n iωn − ℏ−1 (ϵk (0) − µ)



∫



1 eβℏz + 1 ℏ



ezη (



ℏ(z + ℏ−1 (ϵ0k − µ)) dz z − ℏ−1 (ϵk (0) − µ) 2πi



ℏ−1 (ϵk (0) − µ) + ℏ−1 (ϵ0k − µ) +1 [ ] = nk (T ) ϵk (0) + ϵ0k − 2µ =



eβ(ϵk (0)−µ)



)
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(Sorry I can’t see the last line clearly. Anyone seeing this please help me revise it. –Peng Pai, who type this note) iℏωn + ϵ0k − µ 1 ∑ iωn η e 2 βℏ n [iωn − ℏ−1 (ϵk (0) − µ)] ∫ 1 ℏ(z + ℏ−1 (ϵ0k − µ)) dz =− ezη 2 βℏz e +1 [z − ℏ−1 (ϵk (0) − µ)] 2πi ) ( ∫ 1 1 dz d ℏ(z + ℏ−1 (ϵ0k − µ)) = βℏz −1 (ϵ (0) − µ) 2πi dz e +1 z − ℏ −1 k z=ℏ (ϵk (0)−µ) { } 1 ℏ 0 = −βℏ 2 (ℏz + ϵk − µ) + eβℏz + 1 βℏz (e + 1) z=ℏ−1 (ϵ (0)−µ) k



1 β(ϵk (0)−µ) + 1 e +1 } { ∂nk (T ) [2(ϵk (0) − µ) − ℏΣ⋆ (k, 0)] + nk (T ) =ℏ ∂ϵk (0)



= −βℏ (



e



β(ϵk (0)−µ)



eβ(ϵk (0)−µ)



)2 (ϵk (0) − µ + ϵk − µ) + ℏ 0



Substituting these two into eq(4.6.23), thermodynamic function is given by ∫



d3 k { [2(ϵk (0) − µ) − ℏΣ⋆ (k, 0)] nk (T ) (2π)2 ( ) } ∂nk (T ) ⋆ + ℏnk (T ) + ℏ [2(ϵk (0) − µ) − ℏΣ (k, 0)] (Σ⋆ (k, T ) − Σ⋆ (k, 0)) ∂ϵk (0) ∫ d3 k V [2(ϵk (0) − µ) − ℏΣ⋆ (k, 0)] nk (0) K(0, V, µ) = 2 (2π)2



K(T, V, µ) =



V 2



Substring this from the latter, we have ∫



d3 k [2(ϵk (0) − µ) − ℏΣ⋆ (k, 0)] (nk (T ) − nk (0)) (2π)2 ∫ d3 k [ℏΣ⋆ (k, T ) − ℏΣ⋆ (k, 0)] nk (T ) +V (2π)2



K(T, V, µ) − K(0, V, µ) =V



:0     ∫  d3 k ∂n ) ⋆ k (T  +V 2(ϵk (0) − µ) [ℏΣ (k, T ) − ℏΣ⋆ (k, 0)]  (2π)2 ∂ϵ (0)  k      ∫ ∂nk (T ) d3 k ⋆ −V Σ (k, 0) [ℏΣ⋆ (k, T ) − ℏΣ⋆ (k, 0)] 2 (2π) ∂ϵk (0)
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The third term becomes zero, because its integrand contains a term like xδ(x), which is this ∫



d3 k 2(ϵk (0) − µ)(nk (T ) − nk (0)) (2π)2 ∫ d3 k +V [ℏΣ⋆ (k, T ) − ℏΣ⋆ (k, 0)] nk (T ) (2π)2 { } ∫ d3 k ∂nk (T ) ⋆ ⋆ ⋆ ℏΣ (k, 0) (nk (T ) − nk (0)) [Σ (k, T ) − Σ (k, 0)] −V (2π)2 ∂ϵk (0)



K(T, V, µ) − K(0, V, µ) =V



Substituting eq.(4.6.22) into the last term, we have ∫



d3 k 2(ϵk (0) − µ)(nk (T ) − nk (0)) (2π)2 ∫ d3 k +V [ℏΣ⋆ (k, T ) − ℏΣ⋆ (k, 0)] nk (T ) (2π)2 { } ∫ ∫ 3 ′ d3 k d k ∂nk (T ) ⋆ ′ ⋆ ′ (0) −V ℏ [2V (0) − V (k )]n (n (T ) − n (0)) [Σ (k, T ) − Σ (k, 0)] k k k (2π)2 (2π)2 ∂ϵk (0)



K(T, V, µ) − K(0, V, µ) =V



Using eq.(??), we can rewrite this part as ℏ [Σ⋆ (k, T ) − Σ⋆ (k, 0)] Thus, we have ∫



d3 k 2(ϵk (0) − µ)(nk (T ) − nk (0)) (2π)2 ∫ d3 k [ℏΣ⋆ (k, T ) − ℏΣ⋆ (k, 0)] (nk (T ) − nk (0)) +V (2π)2 ∫ d3 k =V 2(ϵk (0) − µ)(nk (T ) − nk (0)) + O(T 2 ) (2π)2



K(T, V, µ) − K(0, V, µ) =V



(4.6.23)



To summarise, the leading order expression for the thermodynamic function at the low temperature becomes extremely simplified: ∫ K(T, V, µ) = K(0, V, µ) + V



d3 k 2(ϵk (0) − µ)(nk (T ) − nk (0)) (2π)2



(4.6.24)



where



nk (T ) =



1 eβ(ϵk (0)−µ) + 1



(4.6.24’)
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Taking a derivative of this thermodynamic function with respect to temperature, we have ( ) ∫ ∂S ∂ d3 k T =V 2(ϵk (0) − µ)(nk (T ) − nk (0)) ∂T V,µ ∂T (2π)2 ( ) ∫ d3 k eβ(ϵk (0)−µ) ∂ 1 2 =V (ϵ (0) − µ) ( )2 k (2π)2 eβ(ϵk (0)−µ) + 1 ∂T kB T ∫ d3 k 1 2V ] (ϵk (0) − µ)2 [ β(ϵ (0)−µ)/2 =− kB T (2π)2 e k + e−β(ϵk (0)−µ)/2 [ ]2 [ ] ∫ 2V kB +∞ 2 ϵk (0) − µ 2 ϵk (0) − µ = k cosh dk 2π 2 0 2kb T 2kB T [ ]2 [ ] ∫ +∞ V kB ϵk (0) − µ 2 ϵk (0) − µ 2 dk = 2 dϵk (0) cosh k π dϵk (0) 2kb T 2kB T 0 ) ( ) ( ∫ +∞ 2 2V kB T ϵk (0) − µ −2 2 2 dk = k dξ ξ cosh ξ =ξ π2 dϵk (0) ϵk (0)=µ −∞ 2kB T ( ) 1 2 dk = V kB T k2 3 dϵk (0) ϵk (0)=µ



Namely, we have



( T



∂S ∂T



) V,µ



1 2 = V kB T 3



( ) 2 dk k dϵk (0) ϵk (0)=µ



(4.6.24)



where ϵk (0) in the right hand side is given by ϵk (0) = ϵ0k + ℏΣ⋆ (k, T = 0)



(4.6.25’)



Taking the momentum derivative of this dϵk (0) ℏ2 k ∂Σ⋆ (k, T = 0) = +ℏ dk m ∂k Thus, we have



with



(



dϵk (0) dk



) = ϵk (0)=µ



ℏ2 kF m⋆



(4.6.25)



(4.6.26)



  



µ ≡ ϵkF (0) = ϵ0kF + ℏΣ⋆ (kF , T = 0) ( ⋆ ) 1 1 ∂Σ (kF , T = 0) 1   m⋆ = m + ℏk ∂k F k=kF



Substituting this into this equation, we finally have. ( ) ∂S 1 2 m⋆ T = V kB T kB 2 2 + O(T 2 ) ∂T V,µ 3 ℏ k F 1 2 kF m⋆ = V kB T + O(T 2 ) 3 ℏ2



(4.6.27)



(4.6.28)
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Since the entropy reduces to zero at the zero-temperature, the leading order contribution to the entropy at a finite temperature can be obtained by the integration of this equation with respect to temperature. 1 2 k F m⋆ + O(T 2 ) (4.6.29) S(T, V, µ) = V kB T 3 ℏ2 Now, we can change variable from the chemical potential to the total number of particle N . µ = µ(T, V, N ) which we can obtain by solving eq.(4.6.5) inversely. According to eq.(??), the total number of particle N is given as a function of T, V & µ ∫ N (T, V, µ) = V ∫ = 2V



d3 k 1 ∑ iωn η e Tr[g(k, ωn )] (2π)3 βℏ n d3 k 1 (2π)3 eβ(ϵk −µ) + 1



where ϵk here generally depends on temperature because of the temperature dependence of the self-energy. ϵk = ϵ0k + ℏΣ⋆ (k, T ) Since we are interested in the leading order contribution to the entropy at the low-temperature, we have only to solve this equation at the zero-temperature. ∫ N (T = 0, V, µ) = 2V



d3 k θ(µ − ϵk (0)) (2π)3



(4.6.30)



with ϵk (0) = ϵ0k + ℏΣ⋆ (k, 0)



(4.6.31’)



Using this definition of kF , we can rewrite this as follows ∫



d3 k θ(kF − k) (2π)3 4πkF3 1 k3 = 2V = V F2 3 3 8π 3π



N (T = 0, V, µ) = 2V



or equivalently



( CV = T



∂S ∂T



) 2 = N kB T V,N



m⋆ + O(T 2 ) ℏ2 kF2



(4.6.31)



(4.6.32)



This expression are formally identical to that of a non-interacting Fermi gas except for the eﬀective mass m⋆ ( ⋆ ) 1 1 ∂Σ (kF , T = 0) 1 = + (4.6.33) m⋆ m ℏkF ∂k k=kF Although out derivative here is based on the Hartree-Fock approximation, this air of expression {eq.(4.6.32) and eq.(4.6.33)} holds true for a generic imperfect Fermi gas.
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4.7



Real-time Green’s function and generalized Lehmann representation



As I mentioned at the beginning of this chapter, the field theory at finite temperature consists of two parts. “temperature Green’s func.” The “real-time Green’s func.” perturbation theory based on wick’s linear response theory generalized Lehmann rep. ←−−−−−−−−−−−−−−−−→ theorem equilibrium thermodynamic properlinear response to an external ties perturbation first pat is the temperature Green’s function, which allows us to use the perturbation theory based on the Wick’s theorem. As we have seen so far, we can directly evaluate equilibrium thermodynamic properties such as the specific heat in terms of this temperature Greens function. The 2nd part is the real-time Green’s function, which describes the linear response to an external perturbation. Lehmann representations of these two Green’s function make it possible to obtain the real-time Green’s function from the temperature Green’s function. Thanks to this property, we can also discuss the linear response of the system from the perturbation analysis of the temperature Green’s function. In the following section, we will define the real-time Green’s function at finite temperature and describe how it can be obtained from the temperature Green’s function. Based on this definition, we will generalise the linear response theory into the finite-temperature case.



real-time single-particle Green’s function. Real-time Green’s function at finite temperature is defined as follows [ ] ¯ αβ (x, t; x′ , t′ ) = Tr ρˆG T {ψˆkα (x, t)ψˆ† (x′ , t′ )} iG kβ where ρˆG is the statistical density operator of the grand canonical ensemble } ˆ ρˆG = eβΩ eβ K ˆ =H ˆ − µN ˆ K



(4.7.1)



(4.7.2)



ˆ is the total Hamiltonian of interacting systems. ψˆkα (x, t) is an annihilation operator in where H the Heisenberg picture of the real time t:  ˆ ˆ  ψˆkα (x, t) ≡ ei Kt ˆα (x)e−i Kt ℏ ψ ℏ (4.7.3) ˆ ′ ˆ ′ Kt  ψˆ† (x′ , t′ ) ≡ ei ℏ ψˆ (x′ )e−i Kt ℏ β kβ “T” have denote the time ordering along the real time axis † † † T {ψˆkα (x, t)ψˆkβ (x′ , t′ )} = θ(t − t′ )ψˆkα (x, t)ψˆkβ (x′ , t′ ) + θ(t − t′ )ψˆkβ (x′ , t′ )ψˆkα (x, t)



ˆ is where “+” sign is for bose particle and “-” sign is for fermi particle. When the hamiltonian H ′ time-independent, the Green’s function depends on the time only through t − t ¯ αβ (x, t; x′ , t′ ) = G ¯ αβ (x, x′ ; t − t′ ) G



(4.7.4)
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ˆ is time-independent) When the system is spatially homogeneous, the Green’s function depends (H on the spatial coordinate only through x − x′ . ¯ αβ (x, t; x′ , t′ ) = G ¯ αβ (x − x′ ; t, t′ ) G



(4.7.5)



ˆ is spatially homogeneous) When the system is non-magnetic and does not contain any spin-orbit (H interaction, the Green’s function becomes spin-rotational invariant. ¯ αβ (x, t; x′ , t′ ) = δαβ G(x, ¯ t; x′ , t′ ) G



(4.7.6)



ˆ is “orthognal”) For clarity of the following explanation, we assume these three symmetries: (H ¯ αβ (x, t; x′ , t′ ) = δαβ G(x ¯ − x ′ , t − t′ ) G



(4.7.7)



In the presence of the spatial homogeneity, the field operators in the Heisenberg picture can be written as follows: ˆ ˆ Kt −i Kt ˆ ℏ ψˆK (x, t) = ei ℏ ψ(x)e = ei



ˆ Kt ℏ



iˆ p·x/ℏ −i ˆ e−iˆp·x/ℏ ψ(0)e e



= e−iˆp·x/ℏ ei



ˆ Kt ℏ



ˆ Kt ℏ



ˆ



−i Kt p·x/ℏ ˆ ℏ eiˆ ψ(0)e



ˆ K] ˆ =0 where we used [P, ˆ ′



ˆ ′



′ Kt † −i Kt p·x′ /ℏ ˆ ℏ eiˆ ψˆK (x′ , t′ ) = e−iˆp·x /ℏ ei ℏ ψ(0)e



In terms of these two, the real-time Green’s function defined in eq(4.7.1) can be expanded as follows [ ] [ ] ¯ t; x′ mt′ ) = θ(t − t′ )Tr ρˆG ψˆk (x, t)ψˆ† (x′ , t′ ) ± θ(t′ − t)Tr ρˆG ψˆ† (x′ , t′ )ψˆk (x, t) iG(x, k k [ ˆ ˆ ˆ −iKt/ℏ ˆ = θ(t − t′ )Tr eβ(Ω−K) e−ip·x/ℏ eiKt/ℏ ψ(0)e eip·x/ℏ ] ′ ′ ˆ ′ ˆ ′ e−ip·x /ℏ eiKt /ℏ ψˆ† (0)e−iKt /ℏ eip·x /ℏ ± θ(t − t′ )Tr[...] ˆ commutes with K, ˆ these two operators can be simultaneously diagonalizable. Now that P { ˆ K|m⟩ = Km |m⟩ ˆ |m⟩ = pm |m⟩ p Using this complete set of these eigenbasis, the trace have can be rewritten into ∑ ′ ′ ′ ˆ iP·(x−x )/ℏ −iKˆn (t−t′ )/ℏ ˆ† ˆ eβ(Ω−Km ) e−iPm ·(x−x )/ℏ eiKm (t−t )/ℏ ⟨m|ψ(0)e e ψ (0)|m⟩ = θ(t − t′ ) m ′



± θ(t − t)... ∑ ∑ ′ ′ ′ ˆ iP·(x−x )/ℏ −iKˆn (t−t′ )/ℏ ˆ |n⟩⟨n|ψˆ† (0)|m⟩ eβ(Ω−Km ) e−iPm ·(x−x )/ℏ eiKm (t−t )/ℏ ⟨m|ψ(0)e e = θ(t − t′ ) m ′



± θ(t − t)...



n



4.7. REAL-TIME GREEN’S FUNCTION AND GENERALIZED LEHMANN REPRESENTATION213 Inserting the completeness relation, this can be further rewritten into = θ(t − t′ )



∑



′ ′ ˆ eβ(Ω−Km ) e−i(Pm −Pn )·(x−x )/ℏ ei(Km −Kn )(t−t )/ℏ ⟨m|ψ(0)|n⟩⟨n| ψˆ† (0)|m⟩



(4.7.8)



m,n ′



± θ(t − t)... Similarly, the 2nd term can be given by ∑



′ ′ ˆ eβ(Ω−Kn ) e−i(Pm −Pn )·(x−x )/ℏ ei(Km −Kn )(t−t )/ℏ ⟨n|ψ(0)|m⟩⟨m| ψˆ† (0)|n⟩



m,n



The Fourier transformation of this Green’s function leads to ∫ ∫ ′ ′ 3 ′ ¯ ¯ t; x′ , t′ ) G(k, ω) = d (x − x ) d(t − t′ )e−k·(x−x ) eiω(t−t ) G(x, =



∑



V δk,(Pn −Pm )/ℏ



m,n



∑



eβ(Ω−Km ) 2 ˆ |⟨m|ψ(0)|n⟩| ω + (Km − Kn )/ℏ + iη



eβ(Ω−Kn ) 2 ˆ |⟨m|ψ(0)|n⟩| ω + (K − K )/ℏ − iη m n m,n [ ] ∑ Pn − Pm e−βKm e−βKn βΩ 3 2 ˆ =e (2π)δ (k − )|⟨m|ψ(0)|n⟩| ± ℏ ω + (Km − Kn )/ℏ + iη ω + (Km − Kn )/ℏ − iη m,n ∓



V δk,(Pn −Pm )/ℏ



(4.7.9) This function is a meromorphic function of ℏω, which has a set of poles at ℏω = Kn − Km = En − Em − µ(Nn − Nm ) 2 ˆ with its residence proportional to |⟨m|ψ|n⟩| If ω is real, the real part and the imaginary part of the Green’s function are obtained as follows:



¯ ω) = eβΩ ℜG(k,



∑ Pn − Pm P 2 ˆ (2π)3 δ 3 (k − )|⟨m|ψ(0)|n⟩| [e−βKm ∓ e−βKn ] ℏ ω − (K n − Km )/ℏ m,n



(4.7.10) ∑ P − P K − K n m n m 2 ˆ ¯ ω) = −eβΩ ℑG(k, (2π)3 δ 3 (k − )|⟨m|ψ(0)|n⟩| πδ(ω − )[e−βKm ± e−βKn ] ℏ ℏ m,n (4.7.11) retarded & advanced Green’s functions (at finite temperature) As in the field theory at the zero-temperature the linear response theory at the finite temperature is based on the retarded & advanced Green’s function, which are defined as follows respectively [ ] ′ ′ ′ ¯R iG ˆG [ψˆk,α (x, t)ψˆβ† (x′ , t′ )]∓ αβ (x, t; x , t ) = θ(t − t )Tr ρ [ ] (4.7.12) ′ ′ ′ ¯A iG ˆG [ψˆk,α (x, t)ψˆβ† (x′ , t′ )]∓ αβ (x, t; x , t ) = −θ(t − t)Tr ρ
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“-” sign is for boson & “+” is for fermion. As before, we assume that the Hamiltonian does not depend on time and the system is spatially homogeneous and spin rotationally symmetric { R ¯ αβ (x, t; x′ , t′ ) = δαβ G ¯ R (x − x′ , t − t′ ) iG ′ ′ ′ ′ ¯A ¯A iG αβ (x, t; x , t ) = δαβ G (x − x , t − t ) By taking the Fourier transform of the right hand sides, we have ∫ ∫ ¯ R (k, ω) = d3 (x − x′ ) d(t − t′ )e−ik·(x−x′ ) eiω(t−t′ ) G ¯ R (x − x′ , t − t′ ) G = eβΩ [



∑ Pn − Pm 2 ˆ (2π)δ 3 (k − )|⟨m|ψ(0)|n⟩| ℏ m,n



(4.7.13)



∑ Pn − Pm 2 ˆ (2π)δ 3 (k − )|⟨m|ψ(0)|n⟩| ℏ m,n



(4.7.14)



] e−βKm e−βKn ∓ ω + (Km − Kn )/ℏ + iη ω + (Km − Kn )/ℏ + iη ∫ ∫ ′ ′ A 3 ′ ¯ ¯ R (x − x′ , t − t′ ) G (k, ω) = d (x − x ) d(t − t′ )e−ik·(x−x ) eiω(t−t ) G ×



= eβΩ [ ×



e−βKm e−βKn ∓ ω + (Km − Kn )/ℏ − iη ω + (Km − Kn )/ℏ − iη



]



These two functions are meromorphic functions of ℏω and the retarded one is analytic in the upper half ω-plane, while the advanced one is analytic in the lower half ω-plane. These two functions including the time-ordered Green’s functions are related to one another by what we call spectral intensity ρ(k, ω). ρ(k, ω) = eβΩ = eβΩ



∑ ) Pn − Pm Kn − Km ( −βKm 2 ˆ (2π)3 δ 3 (k − )2πδ(ω − ) e ∓ e−βKn |⟨m|ψ(0)|n⟩| ℏ ℏ m,n



∑



e−βKm (2π)3 δ 3 (k −



m,n



) Pn − Pm Kn − Km ( 2 ˆ )2πδ(ω − ) 1 ∓ e−βℏω |⟨m|ψ(0)|n⟩| ℏ ℏ (4.7.15)



In terms of the spectral density, let us introduce a function of a complex variable z: ∫ +∞ dω ′ ρ(k, ω ′ ) Γ(k, z) = ′ −∞ 2π z − ω



(4.7.16)



Then, the retarded and advanced Green’s function represent the boundary values of this function, when z approaches the real axis from above and from below respectively. ∫ +∞ dω ′ ρ(k, ω ′ ) R ¯ G (k, ω) = = Γ(k, z → ω + iη) (4.7.17) ′ −∞ 2π ω − ω + iη ∫



+∞



¯ A (k, ω) = G −∞



dω ′ ρ(k, ω ′ ) = Γ(k, z → ω − iη) 2π ω − ω ′ − iη



(4.7.18)



4.7. REAL-TIME GREEN’S FUNCTION AND GENERALIZED LEHMANN REPRESENTATION215 The Fourier transform of the time-ordered Green’s function is also determined by the spectral intensity as follows ∫ +∞ dω ′ P ¯ ω) = ℜG(k, ρ(k, ω ′ ) (4.7.19) ω − ω′ −∞ 2π ∑ Kn − Km −βKm Pn − Pm 2 ˆ ¯ ω) = −eβΩ )|⟨m|ψ(0)|n⟩| πδ(ω − )[e ± e−βKn ] ℑG(k, (2π)3 δ 3 (k − ℏ ℏ m,n = eβΩ



∑



e−βKm (2π)3 δ 3 (k −



m,n



Pn − Pm Kn − Km 2 ˆ )|⟨m|ψ(0)|n⟩| )[1 ± e−βℏω ] πδ(ω − ℏ ℏ



This can be also rewritten into ¯ R (k, ω) + (1 ∓ eβℏω )−1 G ¯ A (k, ω) = (1 ∓ eβℏω )−1 G



(4.7.21’)



because ∫



+∞



= −∞



∫



+∞



= −∞



= eβΩ



[ ] 1 1 dω ′ 1 1 ρ(k, ω ′ ) + 2π 1 ∓ e−βℏω ω − ω ′ + iη 1 ∓ eβℏω ω − ω ′ − iη   ∓ [tanh(βℏω/2)]   1  : :    [ ] ] [       ′   1 dω P 1 1 1 ρ(k, ω ′ ) + − iπ + δ(ω − ω ′ )     −βℏω βℏω ω − ω ′ −βℏω βℏω     2π 1 ∓ e 1 ∓ e 1 ∓ e 1 ∓ e     



∑ m,n



e−βKm (2π)3 δ 3 (k −



Kn − Km 1 ± e−βℏω Pn − Pm 2 ˆ )|⟨m|ψ(0)|n⟩| πδ(ω − ) [1 ∓ e−βℏω ] ℏ ℏ 1 ∓ e−βℏω



e ± e−βℏω/2 βΩ ∑ −βKm Pn − Pm Kn − Km 2 ˆ e e (2π)3 δ 3 (k − )|⟨m|ψ(0)|n⟩| πδ(ω − )[1 ∓ e−βℏω ] βℏω/2 −βℏω/2 ℏ ℏ e ∓e m,n ( ) 1 = [tanh(βℏω/2)]∓ − ρ(k, ω) 2 (4.7.20) Accordingly, putting theses two into one form, we have [ ] ∫ +∞ P dω ′ ∓ ′ ¯ ω) = G(k, ρ(k, ω ′ ) − iπ[tanh(βℏω/2)] δ(ω − ω ) (4.7.21) ω − ω′ −∞ 2π βℏω/2



=



There are several general properties in the spectral intensity ρ(k, ω) first of all, the intensity has the following positive-definite properties sgn(ω)ρ(k, ω) ≥ 0 ρ(k, ω) ≥0



(boson) } (f ermion)



(4.7.22)



One can easily see this, by noting that these are all positive-definite, while this (1 − e−βℏω ) is positive-definite for ω > 0, while negative definite for ω < 0 and this (1 + e−βℏω ) is always positive irrespective of ω. In addition to this, the spectral intensity satisfies the following sum rule ∫ +∞ dω ′ ρ(k, ω ′ ) = 1 (4.7.23) −∞ 2π
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To see this, let us integrate the advanced Green’s function with respect to ω with a convergence factor (η > 0, η is small) ∫ ∫ ′ dω ¯ A ¯ A (x, 0; x′ , η) iG (k.ω)eiωη = d3 (x − x′ )e−k·(x−x ) iG 2π ∫ [ ] ′ ˆ = − d3 (x − x′ )e−k·(x−x ) Tr ρˆG [ψ(x), ψˆ† (x′ )] = −Tr[ˆ ρG ] = −1 On the one hand, one can also rewrite the right hand side, using eq.(4.7.18) ∫



dω ′ ¯ A iG (k, ω)eiωη = − −∞ 2π ∫ +∞ dω ′ =− ρ(k, ω ′ ) 2π −∞ +∞



∫



+∞



−∞



dω 2πi



∫



+∞



−∞



dω ′ ρ(k, ω ′ ) iωη e 2π ω − ω ′ − iη



(η > 0)



These two concludes that this sum rule holds true in general. Thanks to this sum rule, we can know the asymptotic behaviour the Green’s functions for the larger ω. For larger ω, we can approximate these three Green’s functions by this



Analytic continuation from the temperature Green’s functions to the real-time Green’s functions. To see this, we again resort to the Lehmann representation of the Fourier coeﬃcient of the temperature Green’s function. According to eq.(??), the Fourier coeﬃcient is given by ∫



∫



βℏ



g(k, ωn ) =



dτ e



iωn τ



dx e−ik·x g(x, τ ; 0, 0)



0



where we assume the spatial homogeneity. ∫



βℏ



∫



[ ] † dx e−ik·x Tr ρˆG Tτ {ψK (x, τ )ψK (0, 0)}



∫



[ ] ˆ ˆ ˆ ˆ /ℏ iP·x −Kτ ˆ dx e−ik·x Tr ρˆG e−iP·x eKτ /ℏ ψ(0)e e ψˆ† (0)



dτ eiωn τ



= ∫



0 βℏ



dτ eiωn τ



= ∫



0



∫



βℏ



=



dτ e



iωn τ



0



= eβΩ



dx e−ik·x



∑



2 ˆ eβΩ−βKm e−i(Pm −Pn )·x/ℏ e(Km −Kn )τ /ℏ |⟨m|ψ(0)|n⟩|



m,n



∑ m,n



e−βKm



β(Km −Kn )



1∓e 2 ˆ (2π)3 δ 3 (k − ℏ−1 (Pn − Pm ))|⟨m|ψ(0)|n⟩| iωn − ℏ−1 (Kn − Km )



(4.7.24)
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2nπ f or boson βℏ (2n + 1)π ωn = f or f ermion βℏ ωn =



Comparing this with the definition of the spectral intensity, one can obtain g(k, ωn ) = eβΩ ∫



∑ (2π)3 δ 3 (k − ℏ−1 (Pn − Pm )) m,n



+∞



= −∞



(



1 iωn −



ℏ−1 (Kn



− Km )



) 2 ˆ e−βKm ∓ e−βKn |⟨m|ψ(0)|n⟩|



dω ′ ρ(k, ω ′ ) 2π iωn − ω ′



(4.7.25) an important relation between the spectral intensity and the temperature Green’s function. This relation makes it possible to obtain the real-time Green’s function from the temperature Green’s function. More specifically, the perturbation analysis based on the Wick’s theorem allows us to evaluate the temperature Green’s function first. This means that the following function of ∫ +∞ dω ′ ρ(k, ω) Γ(k, z) = (4.7.26) ′ −∞ 2π z − ω a complex variable z is known at the discrete set of points in the complex z-plane  2nπ   (boson)  βℏ z = iωn = (2n + 1)π    (f ermion) βℏ Starting from these discretized points, we can perform an analytic continuation to the entire zplane. Generally speaking, such an continuation cannot be performed in a unique way. For example, suppose that Γ(k, z) is one possible continuation. Then the function Γp (k, z) = ±epzβℏ Γ(k, z) is also another possible continuation, because Γp (k, iωn ) = Γ(k, iωn ) for an arbitrary odd integer P  2nπ   (boson)  βℏ i z = iωn = (2n + 1)π    i (f ermion) βℏ However, the sum rule of the spectral intensity requires that the asymptotic behaviour of the analytic continuation in the large ω region should be always z1 . 1 lim Γ(k, z) → z |z|→∞



∫



+∞ −∞



dω ′ 1 ρ(k, ω ′ ) = 2π z



which uniquely specify the appropriate analytic continuation out of these many possibilities.



4.8



Linear response at finite temperature linear response theory
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In this section, we will first introduce how to describe a linear response of the system against external perturbation at the finite temperature. The physical situations considered in the linear response theory is as follows. We first attach the system to the thermal bath at t = −∞



Once the system is suﬃciently equilibrated, we isolate the system from the bath.



Then, we adiabatically introduce an external perturbation H ex (t) since t = −∞, where the system remains isolated from the bath.



At a given finite time t, we are going to measure a physical observable of the system within the first order in the external perturbation H ′ (t) ∑ βΩ ˆ ˆ s |m(t)⟩ ⟨O(t)⟩ e−βKm ⟨m(t)|O (4.8.1) ex = e m



ˆ s is the operator for the observable in the Schrodinger Such an observable is given in this way, where O picture. |m(t)⟩ is an adiabatic evolution of an eigenstate |m⟩ at t = −∞ ˆ H|m⟩ = Em |m⟩ ˆ |m⟩ = Nm |m⟩ N These statistical weight is evaluated at t = −∞, so that Km = Em − Nm
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ˆ +H ˆ ex (t) The adiabatic time-evaluation of the eigenstate |m⟩ is determined by H iℏ



∂ ˆ +H ˆ ex (t))|m(t)⟩ |m(t)⟩ = (H ∂t



(4.8.2)



Within the linear order in H ′ (t), the wavefunction at a finite time is given by ˆ −iHt/ℏ



|m(t)⟩ = e



{ } ∫ 1 t ′ ex ′ |m⟩ − dt HH (t )|m⟩ + ... ℏ −∞



(4.8.3)



where ex HH (t) ≡ eiHt/ℏ H ex (t)e−Ht/ℏ ˆ



ˆ



(4.8.4)



Substituting this into eq.(4.8.1), we have βΩ ˆ ⟨O(t)⟩ ex = e



∑ m



e−βKm



{ } ∫ t ex ′ ˆ H (t)|m⟩ + i ˆH ˆ H (t)]|m⟩ ⟨m|O dt′ ⟨m|[H (t ), O ℏ −∞



where the first term corresponds the observable without the external perturbation. Thus, the linear response of the observable is given by i ℏ



ˆ δ⟨O(t)⟩ ≡ ⟨O(t)⟩ex − ⟨E(t)⟩ =



i ˆ δ⟨O(t)⟩ = ℏ



∫



t



−∞



∫



t



−∞



dt′



∑



ex ′ ˆH ˆ H (t)]|m⟩ e−βKm ⟨m|[H (t ), O



m



[ ] ex ′ ˆH ˆ H (t)] dt′ Tr ρˆG [H (t ), O



(4.8.5)



(electric) conductivities As an example of the linear response theory, let us consider the electric conductivity. Suppose that a system with charge-e particles is subjected under a spatially uniform electric field. H ex (t) = −



∑



ˆ −iωt e(ˆ x · E)e−iωt ≡ −Ae



(4.8.6)



i



ˆ i denotes the spatial coordinate operator of i-th particle. We suppose that the applied where x electric field is time-dependent. In order to obtain the d.c. conductivity, we will take the frequency ω to be zero in the end of the calculation Under the applied electric field, we are interested int he induced electric current density ∑ ˆ j,v ≡ J ˆ V = ˆjV ˆ≡ 1 e O P V m j



(4.8.7)



ˆ g denotes the momentum operator of j-th particle. According to the linear response formula, where P which we sometimes call as Kubo formula, the induced current density at finite time “t” has the
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same time-dependence as the external electric field has ∫ [ ] ′ i t ˆ ˆ (t)] δ⟨jν (t)⟩ = − dt′ Tr ρˆG [AˆH (t′ )e−iωt , jH,ν ℏ −∞ ∫ { [ ] [ ]} ′ i t ˆ ′ ˆ ′ −t)/ℏˆ ˆ ′ ˆ ′ ˆ −iH(t = dt′ e−iωt Tr ρˆG eiH(t −t)/ℏ Ae jν − Tr ρˆG eiH(t −t)/ℏˆjν e−iH(t −t)/ℏ Aˆ ℏ −∞ ( )∫ t ] [ { [ ]} ′ i ˆ ′ ˆ ′ −t)/ℏˆ ˆ ′ ˆ ′ ˆ −iH(t = e−iωt dt′ e−iω(t −t) Tr ρˆG eiH(t −t)/ℏ Ae jν − Tr ρˆG eiH(t −t)/ℏˆjν e−iH(t −t)/ℏ Aˆ ℏ −∞ ( ) ∫ +∞ [ ] ′ i dt′ eiωt Tr ρˆG [AˆH (t′ ), jˆν ] = e−iωt (t′old − t = −t′new ) ℏ 0 def



≡ e−iωt jν (ω) 



( ) ∫ +∞ [ ] i ′ iωt′ ′ ˆ ˆ dt e Tr ρˆG [AH (−t ), jν ]   jν (ω) = − ℏ   0   ( ) ∫ +∞   ′ def i ′ iωt ′ dt e Xν (t ) ≡ ℏ 0



(4.8.8)



(4.8.9)



Now, the linear response coeﬃcient jν (ω) is nothing but the (optical) conductivity. But, in order to calculate the correlation function between the position operator and the momentum operator On the one hand, the position operator (spatial coordinate operator) is ill-defined operator in the Hilbert space with periodic boundary condition. Consequently, it is formidable to treat in the momentum space representation, which we frequently use for its simplicity. In order to avoid treating the coordinate operators directly, we usually employ a following trick, so as to obtain conductivity. We first take a partial integral of the right hand side of eq.(4.8.9). ( ) ∫ +∞ ′ i dt′ eiωt Xν (t′ ) ℏ 0 ( ) ∫ +∞ iωt′ i ′ 1 de dt Xν (t′ ) = ℏ iω dt′ 0 ( )[ ]t′ =+∞ ( ) ∫ +∞ ′ d i 1 iωt′ i 1 = e Xν (t′ ) − dt′ eiωt ′ Xν (t′ ) ℏ iω ℏ iω dt ′ 0 t =0



jν (ω) ≡



Here we assume that Xµ (t) reduces to zero when t goes to infinity Xν (t = +∞) = 0. This assumption is a plausible assumption, because Xν (t = +∞) is a correlation function between two quantities measured with an infinitely large time interval. With this assumption in mind, we have [ ] ∫ +∞ iωt i Xν (0) e dXν (t) jν (ω) = − − dt ℏ iω iω dt 0 ∫ i +∞ eiωt − 1 dXν (t) dt =− ℏ 0 iω dt Where



[ ] Xν (t) ≡ −Tr ρˆG [AˆH (−t), ˆ(j)ν ]



(4.8.10)



4.8. LINEAR RESPONSE AT FINITE TEMPERATURE When it comes to



dXν (t) , t
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we are free from the spatial coordinate operator. Namely, it is given by [ ] dXν (t) dAˆH (−t) ˆ ≡ −Tr ρˆG [ , (j)ν ] dt dt



where



−i ˆ ∑ dAˆH (−t) ˆ ˆ ˆ i ]eiHt/ℏ (eE) x = e−iHt/ℏ [H, dt ℏ i



where the temporal derivative of the spatial coordinate reduces to a current operator, latter of which is compatible with the periodic boundary condition e ∑ i ˆ ∑ ˆ ˆi] = − ˆ i = −J x p [H, ℏ m i i



−



(4.8.11)



Namely, we have dAˆH (−t) ˆ H (−t) · E = −J dt and



] dXν (t) ∑ [ ˆ H,µ (−t), ˆjν ] Eµ = Tr ρˆG [J dt µ ] 1 ∑ [ ˆ H,µ (−t), J ˆ ν ] Eµ Tr ρˆG [J = V µ ] 1 ∑ [ ˆ H,µ (t), J ˆ ν ] Eµ =− Tr ρˆG [J V µ



(4.8.12)



Substituting this equation into eq.(4.8.10), we finally obtain the induced current density within the linear order in the applied electric field. i jν (ω) = ℏ



∫ 0



+∞



] eiωt − 1 1 ∑ [ Tr ρˆG [JˆH,ν (t), JˆH,µ (0)]Eµ dt ω V µ def



jν (ω) ≡



∑



σνµ (ω)Eµ



(4.8.13)



(4.8.14)



µ



where the conductivity is given by the retarded current-current correlation function. σνµ = − with



R QR νµ (ω) − Qνµ (0) iω



∫ QR νµ (ω) ≡



(4.8.15)



+∞ −∞



iωt dtQR νµ (t)e



The retarded current-current correlation function is defined as follows [ ] i QR θ(t)Tr ρˆG [JˆH,ν (t), JˆH,µ (0)] νµ (t) = − ℏV



(4.8.16)



(4.8.17)
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where JˆH,µ (t) = eiHt/ℏ Jˆν e−iHt/ℏ and Jˆν is the ν-th component of the total current. Contrary to the spatial coordinate operator, the current operator is well-defined operator in the Hilbert space with periodic boundary condition, so that, as for the conductivities, we usually apply this formula instead of eq.(4.8.5) As in the single-particle Green’s function, the retarded current2 correlation function has the corresponding temperature current2 correlation function, latter of which allows us to use the perturbation theory based on Wick’s theorem. Temperature current-current correlation function is defined as follows [ ] 1 QTνµ (τ, 0) = − Tr ρˆG Tτ [JˆK,ν (τ ), JˆK,µ (0)] ℏV (4.8.18) [ ] [ ]} 1 { =− θ(τ )Tr ρˆG JˆK,ν (τ )JˆK,µ (0) + θ(−τ )Tr ρˆG JˆK,µ (0)JˆK,ν (τ ) ℏV ˆ



ˆ



ˆ ˆ ˆ = H ˆ − µN ˆ Since the current operator commutes with whereJˆK,ν (τ ) = eKτ /ℏ Jˆν e−Kτ /ℏ and K ˆ ˆ ˆ ˆ total number of particle operator [Jν , N ] = 0, we can rewrite this as JˆK,ν = eHτ /ℏ Jˆν e−Hτ /ℏ As in the single-particle Green’s function, the Fourier series of this temperature correlation function is directly related to the Fourier transform of the retarded correlation function. The Fourier series of the temperature correlation function can be given by



∫



βℏ



QTνµ (iωn ) =



dτ eiωn τ QTνµ (τ, 0) 0



1 =− ℏV =−



∫



βℏ



dτ eiωn τ eβΩ 0



∑



e−βKm e(Km −Kn )τ /ℏ ⟨m|Jˆν |n⟩⟨n|Jˆµ |m⟩



m,n



∑



eβ(Km −Kn ) − 1 1 βΩ e e−βKm ⟨m|Jˆν |n⟩⟨n|Jˆµ |m⟩ −1 (K − K ) ℏV iω − ℏ n n m m,n



(4.8.19)



1 βΩ ∑ e−βKn − e−βKm e ⟨m|Jˆν |n⟩⟨n|Jˆµ |m⟩ −1 (K − K ) ℏV iω − ℏ n n m m,n ∫ +∞ def dω ′ ∆J,νµ (ω ′ ) ≡ ′ −∞ 2π iωn − ω



=−



where we define the spectral intensity for the current-current correlation function as follows ∆J,νµ (ω) = −



) 1 βΩ ∑ ( −βKn e e − e−βKm 2πδ(ω − ℏ−1 (Kn − Km ))⟨m|Jˆν |n⟩⟨n|Jˆµ |m⟩ ℏV m,n



(4.8.20)



On the one hand, retarded current-current correlation function can be given by the following Lehmann representation. { }ˆ ˆ ˆ ˆ * K −iHt/ℏ  *K  * K −iHt/ℏ  *K  i ˆ  ˆ  ˆ  ˆ  R i Ht/ℏ i Ht/ℏ ˆ ˆ ˆ ˆ Qνµ (t) = − θ(t) Tr[ˆ ρG e Jν e  Jµ ] − Tr[ˆ ρG Jµ e  Jν e  ] (4.8.21) ℏV ˆ : [Jˆν , N ˆ ] = 0, we Since the current operator commutes with the total number of particle operator N can rewrite this as ˆ ˆ ˆ ˆ eiHt/ℏ Jˆν e−iHt/ℏ = eiKt/ℏ Jˆν e−iKt/ℏ
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with ˆ =H ˆ − µN ˆ K ) ∑( i =− θ(t)eβΩ e−βKm ei(Km −Kn )t/ℏ − e−βKn ei(Km −Kn )t/ℏ ⟨m|Jˆν |n⟩⟨n|Jˆµ |m⟩ ℏV m,n Accordingly, the Fourier transformation of the retarded correlation function can be calculated as follows: ∫ +∞ QR (ω) = dteiωt QR νµ νµ (t) −∞



1 βΩ ∑ e−βKm − e−βKn = e ⟨m|Jˆν |n⟩⟨n|Jˆµ |m⟩ ℏV ω − ℏ−1 (Kn − Km ) + iη m,n ∫ +∞ dω ′ ∆J,νµ (ω ′ ) = ′ −∞ 2π ω − ω + iη



(4.8.22)



Thus, the comparison between eq.(4.8.19), eq.(4.8.22) suggests that the Fourier series of the retarded correlation function can be obtained from that of the temperature correlation function by the analytic continuation. T QR (4.8.23) νµ (ω) = Qνµ (iωn = ω + iη) where the conductivity is given by σνµ (ω) = −



R QR νµ (ω) − Qνµ (0) iω



(4.8.24)



In practice, we first calculate the temperature current-current correlation function by using perturbation expansion based on the Wick’s theorem. Then, we obtain the corresponding retarded current-current correlation function by this relation, from which we obtain the conductivity of the many-particle systems.



As the second example of the linear response theory at finite temperature, let us next consider the “screening eﬀect” and “plasma oscillation” in the degenerate electron gas at finite temperature.



224



4.9



CHAPTER 4. FIELD THEORY AT FINITE TEMPERATURE



Screening eﬀect & plasma oscillation in an electron gas at finite (or high) temperature



As in sec.( ), we suppose that an electron gas is subjected under an applied scalar potential. ∫ ex ˆH H (t) = −



d3 xˆ nH (x, t)eϕex (x, t)



(4.9.1)



with n ˆ H (x, t) = eiHt/ℏ n ˆ (x)e−iHt/ℏ ˆ



ˆ



ˆ ˆ ˆ ] = eiKt/ℏ [ˆ n(x), N n ˆ (x)e−iKt/ℏ



(4.9.2)



According to eq.( ), the induced density is given by the retarded density-density correlation function.



δ⟨n(x, t)⟩ =



i ℏ



=−



∫



t



−∞



i ℏ



1 =− ℏ



∫



] [ ex ′ ′ ˆH (x , t ), n ˆ H (x, t)] dt′ Tr ρˆG [H



d3 x′



∫



d3 x′



∫



t



−∞ ∫ t



dt′ Tr [ˆ ρG [ˆ nH (x′ , t′ ), n ˆ H (x, t)]] eϕex (x′ , t′ )



(4.9.3)



dt′ DR (x, t; x′ , t′ )eϕex (x′ , t′ )



−∞



where the retarded correlation function is defined as follows iDR (x, t; x′ , t′ ) = θ(t − t′ )Tr [ˆ ρG [ˆ nH (x′ , t′ ), n ˆ H (x, t)]] Since this bracket is the commutator, we can replace these density operators by the density derivative operators. (I guess this word is “operators” – Peng Pai) = θ(t − t′ )Tr [ˆ ρG [δˆ nH (x′ , t′ ), δˆ nH (x, t)]]



(4.9.4)



with δˆ nH (x, t) ≡ eiKt/ℏ δˆ n(x)e−iKt/ℏ and ˆ



ˆ



δˆ n(x) = n ˆ (x) − ⟨ˆ n(x)⟩



(4.9.4’)



The corresponding temperature function is given by DT (x, t; x′ , t′ ) = −Tr [ˆ ρG Tτ [δˆ nH (x′ , t′ )δˆ nH (x, t)]]



(4.9.5)



4.9. SCREENING EFFECT & PLASMA OSCILLATION IN AN ELECTRON GAS AT FINITE (OR HIGH) TEMPERA The Fourier series of these two functions are related to each other by the spectral intensity ∫



∫



′



βℏ



′



3



D (k, iωn ) =



′



d(τ − τ ′ )e−ik·(x−x ) eiωn (τ −τ ) DT (x, t; x′ , t′ )



d (x − x )



T



0



∫



d3 (x − x′ )



=−



∫



βℏ



′



′



d(τ − τ ′ )e−ik·(x−x ) eiωn (τ −τ ) eβΩ



0



∑



e−βKm



m,n



ˆ /ℏ −iP·x/ℏ Kτ



ˆ ′ /ℏ −iP·x′ /ℏ Kτ



ˆ /ℏ iP·x/ℏ −Kτ



⟨m|e e δˆ n(0)e e |n⟩⟨m|e e δˆ n(0)e−Kτ ∫ ∫ βℏ ∑ ′ ′ e−βKm = − d3 (x − x′ ) d(τ − τ ′ )e−ik·(x−x ) eiωn (τ −τ ) eβΩ 0



e



′



= −eβΩ ∫



∞



= −∞



∫



/ℏ iP·x′ /ℏ



e



|n⟩



e



|⟨m|δˆ n(0)|n⟩|



2



e−βKm (2π)3 δ 3 (k − ℏ−1 (Pn − Pm ))



m,n ′



e(Km −Kn )β − 1 |⟨m|δˆ n(0)|n⟩|2 iωn − ℏ−1 (Kn − Km )



dω ∆(k, ω ′ ) 2π iωn − ω ′



d3 (x − x′ )



DR (k, ω) =



′



m,n



−i(Pm −Pn )·(x−x )/ℏ (Km −Kn )(τ −τ ′ )/ℏ



∑



ˆ



(4.9.6)



∫



βℏ



′



′



d(t − t′ )e−ik·(x−x ) eiω(t−t ) DR (x, t; x′ , t′ )



0



∫



∫ βℏ ′ ′ d3 (x − x′ ) d(t − t′ )e−ik·(x−x ) eiω(t−t ) 0 { ∑ ′ ′ (−i) θ(t − t′ )eβΩ e−iβKm e−i(Pm −Pn )·(x−x )/ℏ ei(Km −Kn )(t−t )/ℏ |⟨m|δˆ n(0)|n⟩|2



=−



m,n



− θ(t − t′ )eβΩ



∑



′



′



e−iβKn e−i(Pm −Pn )·(x−x )/ℏ ei(Km −Kn )(t−t )/ℏ |⟨m|δˆ n(0)|n⟩|2



}



m,n



∑{ βΩ =e e−βKm (2π)3 δ 3 (k − ℏ−1 (Pn − Pm )) ∫



m,n ∞ ′



= −∞



1 |⟨m|δˆ n(0)|n⟩|2 −1 ω − ℏ (Kn − Km ) + iη



}



dω ∆(k, ω ′ ) 2π ω − ω ′ + iη (4.9.7)



where ∆(k, ω) = eβΩ



∑ (2π)3 δ 3 (k−ℏ−1 (Pn −Pm ))2πδ(ω−ℏ−1 (Kn −Km ))(e−βKm −e−βKn )|⟨m|δˆ n(0)|n⟩|2 m,n



(4.9.8) These two Lehmann representations concludes that the Fourier series of the retarded function can be contained by the Fourier series of the temperature function. DR (k, ω) = DT (k, iωn = ω + iη)



(4.9.9)
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In terms of the retarded density-density correlation function, the density deviation induced by the external scalar potential is given by ∫ ∫ d3 k dω ik·x −iωt ⟨δn(x, t)⟩ = e e ⟨δn(k, ω)⟩ (2π)3 2π ∫ ∫ d3 k dω ik·x −iωt ex (4.9.10) ϕex (x, t) = e e ϕ (k, ω) (2π)3 2π e ⟨δn(k, ω)⟩ = − DR (k, ω)ϕex (k, ω) ℏ In order to calculate the retarded function, we will calculate the temperature function, and use this formula. The temperature density-density correlation function can be calculated in terms of the perturbation theory based on the Wick’s theorem. DT (x, τ ; x′ , τ ′ ) = −eβΩ Tr[e−β K Tτ {δˆ nk (x, τ )δˆ nk (x′ , τ ′ )}] { } ˆ = − eβΩ Tr[e−β K Tτ {ˆ nk (x, τ )ˆ nk (x′ , τ ′ )}] − ⟨ˆ n(x)⟩⟨ˆ n(x′ )⟩ { } ˆ † † = − eβΩ Tr[e−β K Tτ {ψK (x, τ )ψK (x, τ )ψK (x′ , τ ′ )ψK (x′ , τ ′ )}] − ⟨ˆ n(x)⟩⟨ˆ n(x′ )⟩ ˆ



As we did in sec.2-8 (for the zero-temperature field theory), let us first introduce two-particle temperature Green’s function at the finite temperature. † † (x′1 , τ1′ )}] ρG Tτ {ψK (x1 , τ1 )ψK (x2 , τ2 )ψK (x′2 , τ2′ )ψK g(x1 , τ1 ; x2 , τ2 ; x′1 , τ1′ ; x′2 , τ2′ ) = Tr[ˆ



where



(4.9.11)



ˆ ˆ /ℏ −Kτ ˆ ψˆK (x, τ ) = eKτ /ℏ ψ(x)e ˆ ′ ˆ ′ /ℏ ˆ ′ )e−Kτ ψˆK (x′ , τ ′ ) = eKτ /ℏ ψ(x



ˆ =H ˆ − µN ˆ (I can’t see that clearly–Peng Pai) In order to apply the perturbation theory with K to the two-particle temperature Green’s function, we again rewrite this interns of the interaction picture. We can do this exactly in the asme way as we did for the single-particle temperature Green’s function numerator g(xa , τa ; xb , τb ; x′a , τa′ ; x′b , τb′ ) = denominator ˆ )ν ∫ ∫ β +∞ ( ρ0G = eβΩ0 −β K0 ∑  : 1 β 1  ˆ  −β K0  (numerator) = Tr[e − dτ1 ... dτν ℏ ν! 0 0 ν=0 ˆ 1 (τ1 )...H ˆ 1 (τν )ψˆI (xa , τa )ψI (xb , τb )ψ † (x′b , τb′ )ψ † (x′a , τa′ )}] Tτ {H I I )ν ∫ ∫ β +∞ ( ρ0G ∑  : 1 1 β ˆ  −β K 0  (denominator) = Tr[e − dτ1 ... dτν ℏ ν! 0 0 ν=0 with



ˆ ˆ 0 τ /ℏ −K ˆ ψˆI (x, τ ) = eK0 τ /ℏ ψ(x)e



ˆ 1 (τ1 )...H ˆ 1 (τν )}] (4.9.12) Tτ {H



}



ˆ ˆ ψˆI† (x, τ ) = eK0 τ /ℏ ψˆ† (x)e−K0 τ /ℏ



ˆ 1 (τ ) ≡ eKˆ 0 τ /ℏ H ˆ 1 e−Kˆ 0 τ /ℏ H



(4.9.13)



4.9. SCREENING EFFECT & PLASMA OSCILLATION IN AN ELECTRON GAS AT FINITE (OR HIGH) TEMPERA For each of these two, we can employ the Wick theorem, which contracts creation field and annihilation field. As in the case of the single-particle temperature Green’s function, we end up with a sum of all possible fully-contracted terms. Each of these fully-contracted terms can be described by a Feynman diagram. Let us first consider the numerator. now that we have four external fermion fields within the reach of the numerator, the Feynman diagram obtained from the numerator has four external points which are specified by these four coordinate variables.



For example, for the second order in the interaction potential, we have following two Feynman diagrams.



Since the one of the two interaction potential is disconnected from these four external points, we call this type of diagram as non-connected Feynman diagram. On the one hand, both of these two interaction lines are connected to the external points in this diagram, we call the latter type of diagram as the connected Feynman diagram. As we proved for the single-particle temperature Green’s functions, all the non-connected Feynman diagrams in the numerator are canceled by the
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denominator. As a result, two-particle temperature Green’s function is given by a sum of all possible connected Feynman diagram. )ν ∫ β ∫ +∞ ( ∑ 1 β 1 dτ1 ... dτν g(xa , τa ; xb , τb ; x′a , τa′ ; x′b , τb′ ) = Tr[ρ0G − ℏ ν! 0 0 ν=0 ˆ 1 (τ1 )...H ˆ 1 (τν )ψˆI (xa , τa )ψI (xb , τb )ψ † (x′b , τb′ )ψ † (x′a , τa′ )}] Tτ {H I I (4.9.14) Feynman’s rule for the two-particle temperature Green’s function can be easily derived as the generalisation of that for the single-particle temperature Green’s function. For n-th order contribution, (a) Draw all topologically district connected Feynman diagram with the four external; points, which are composed of n-interaction line (wavy line) and (2n + 2) non-interacting temperature Green’s function g 0 (directed solid lines) (b) Associate a factor g 0 (1, 2) with each directed solid line running from 2 to 1. (c) Associate a factor V0 (1, 2) = V0 (x1 − x2 )δ(τ1 − τ2 ) with each wavy line joining 1 and 2. ∫ ∫ βℏ (d) Integrate all the internal variables d3 xi 0 dτi (e) Multiply each n-th order diagram by (−1/ℏ)n (−1)F . F is the number of the closed loops formed by directed solid lines when the external point xa , τa is connected to x′a , τa′ by a sequence of the solid lines. When the external point xa , τa is connected to x′b , τb′ , (F+1) is the number of the closed loops. (f) Interpret any temperature Green’s function at equal time variable as follows g 0 (xi , τi ; xj , τi ) =



lim



τj →τi +η



g 0 (xi , τi ; xj , τj )



With this Feynman rule in mind, let us go back to the evaluation of the temperature density-density correlation function. DT (x, τ ; x′ , τ ′ ) = −{g(x, τ ; x′ , τ ′ ; x, τ +; x′ , τ ′ +) − g(x, τ ; x, τ +)g(x′ , τ ′ ; x′ , τ ′ +)}



(4.9.15)



Where this temperature Green’s function denotes the two-particle Green’s function introduced so far. These two temperature Green’s function stand for the single-particle one, which correspond to these mean density ˆ g(x, τ ; x, τ +) = −Tr[ˆ ρG ψˆ† (x)ψ(x)] = −⟨ˆ n(x)⟩ (4.9.16) As we described so far, the two-particle temperature Green’s function is given by a sum of all possible connected Feynman diagrams with the four external points.



Since these two external points and these two external points coincide respectively, we draw this diagram like this.



4.9. SCREENING EFFECT & PLASMA OSCILLATION IN AN ELECTRON GAS AT FINITE (OR HIGH) TEMPERA Generally, such connected diagrams consist of two types of diagram. In the first type, the external line emitting from x, τ and that from x′ , τ ′ are disconnected



In the other type, these two external lines are connected by either solid lines or wavy lines (interaction lines) As we have discussed in sec 2.8 in the context of the zero-temperature field theory, the former types of diagrams are given by the product between two single-particle Green’s functions, which are cancelled by the second term in this bracket. As a result, the temperature density2 correlation function is given by a sum of all possible connected Feynman diagrams in which these two external lines are connected.



DT (x, τ ; x′ , τ ′ ) = −g (c) (x, τ ; x′ , τ ′ ; x, τ +; x′ , τ ′ +)



(4.9.17)



where this (c) means that the upper external line and (I can’t see clearly – Peng Pai) As in the zero-temperature field theory, we can derive a Dyson equation for such temperature correlation function.



−DT (x, τ ; x′ , τ ′ ) = − DT,⋆ (x, τ ; x′ , τ ′ ) ∫ ∫ βℏ ∫ ∫ βℏ + d3 x1 dτ1 d3 x2 (−DT,⋆ (x, τ ; x1 , τ1 ) 0 0 ( ) ( ) 1 − V0 (x1 − x2 )δ(τ1 − τ2 ) −DT (x2 , τ2 ; x′ , τ ′ ) ℏ



(4.9.18)



where DT,⋆ corresponds to a proper part of the density-density correlation, which cannot be decomposed into two parts by cutting a single interaction line. In terms of the Feynman diagram, this equation can be schematically drawn like this.
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In order to set oﬀ this plank constant, we again define the “temperature version” of the polarisation part as ΠT (x, τ ; x′ , τ ′ ) =



1 T D (x, τ ; x′ , τ ′ ) ℏ



(4.9.19)



In terms of this, the Dyson equation becomes as follows. ΠT (x, τ ; x′ , τ ′ ) =ΠT,⋆ (x, τ ; x′ , τ ′ ) ∫ ∫ βℏ ∫ ∫ 3 3 + d x1 dτ1 d x2 0



βℏ



(ΠT,⋆ (x, τ ; x1 , τ1 )



(4.9.20)



0



V0 (x1 − x2 )δ(τ1 − τ2 )ΠT (x2 , τ2 ; x′ , τ ′ ) Or equivalently ΠT (k, iωn ) = ΠT,⋆ (k, iωn ) + ΠT,⋆ (k, iωn )V0 (k)ΠT (k, iωn ) where we assume the spatial homogeneity ∫ ∫ βℏ ′ ′ def ΠT,(⋆) (k, iωn ) ≡ d3 (x − x′ ) d(τ − τ ′ )e−ik·(x−x ) eiωn (τ −τ ) ΠT,(⋆) (x, τ ; x′ , τ ′ )



(4.9.21)



(4.9.22)



0



This algebraic equation can be easily solved in terms of the proper part ΠT (k, iωn ) =



ΠT,⋆ (k, iωn ) 1 − ΠT,⋆ (k, iω)V0 (k)



(4.9.23)



Accordingly, using eq.(4.9.9), we finally obtain the retarded density-density correlation function in terms of the proper polarisation part. DR (k, ω) = DT (k, iωn = ω + iη) = ℏΠT (k, iωn = ω + iη) ℏΠT,⋆ (k, iωn = ω + iη) = 1 − ΠT,⋆ (k, iωn = ω + iη)V0 (k)



(4.9.24)



4.9. SCREENING EFFECT & PLASMA OSCILLATION IN AN ELECTRON GAS AT FINITE (OR HIGH) TEMPERA In order to evaluate the proper polarisation part, we need a certain approximation in general.



As the most primitive approximation, let us retain the lowest order contribution to the proper polarisation part. ΠT,⋆ (k, iωn ) ≈ ΠT,0 (k, iωn )



− ℏΠT,0 (k, iω) = −



1 ∑ βℏ iϵ



∫



d3 q 0 g (q, iϵn )g 0 (k + q, iωn + iϵn ) (2π)3



(4.9.25)



(4.9.26)



n



where this “-” sign comes from this or comes from the exchange between these two fermion fields.



Π



T,0



∫ d3 q 1 1 21 ∑  (k, iω) ̸= βℏ2 iϵ (2π)3 iωn + iϵn − ℏ−1 (ϵ0k+q − µ) iϵn − ℏ−1 (ϵ0q − µ)



(4.9.27)



n



So far, we have omitted the spin index, assuming the spin rotational symmetry. If we take into account the son degree of freedom, we need to add a factor (2s+1) which comes from the summation over the spin index along this closed loop. For spin-1/2 electron, we thus put a factor 2. Since this particle line is for the fermion, the summation over the Matsubara frequency is taken over iϵn = (2n+1)π Such a summation can be evaluated in terms of the complex integral, as we did in βℏ sec. 4-4. T,0



Π



2 (k, iωn ) = ℏ 2 = ℏ



∫ ∫



= −2



∫



d3 q (2π)3



∫



dz 1 1 1 2πi eβℏz + 1 z + iϵn − ℏ−1 (ϵ0k+q − µ) z − ℏ−1 (ϵ0q − µ)



n0k+q − n0q d3 q (2π)3 −iωn + ℏ−1 (ϵ0k+q − ϵ0q ) n0k+q − n0q d3 q (2π)3 iℏωn − (ϵ0k+q − ϵ0q )



where n0k stands for the fermi distribution function in the non-interacting Hamiltonian )



nk =



1 0 eβ(ϵk −µ) + 1



(4.9.28)
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When substituting this into eq.(4.9.25), we need to evaluate. F 0 (k, ω + iη) ≡ ΠT,0 (k, iωn = ω + iη) ∫ n0k+q − n0q d3 q = −2 (2π)3 ℏω − (ϵ0k+q − ϵ0q ) + iη ∫ n0q+ k − n0q− k d3 q 2 2 = −2 (2π)3 ℏω − (ϵ0q+ k − ϵ0q− k ) + iη 2 [ 2 ] ∫ 3 d q 0 1 1 n k = −2 − (2π)3 q+ 2 ℏω − (ϵ0q+ k − ϵ0q− k ) + iη ℏω + (ϵ0q+ k − ϵ0q− k ) + iη 2



(ϵ0−k = ϵk Now that ϵ0k =



ℏ2 k2 2m ,



2



2



we have ℏ2 ℏ2 2q · k = q·k  m [ 2m  ∫ d3 q 0 = −2 n k (2π)3 q+ 2 ℏω −



ϵ0q+ k − ϵ0q− k = 2



2



2



n0−k = n0k )



1 − ℏ2 ℏω + m q · k + iη



1 ℏ2 m q · k + iη



]



(4.9.29)



This clearly reduces to retarded polarisation at the zero temperature, so that the finite temperature results includes that of the zero-temperature case. However, it is a bit cumbersome to evaluate this integral for arbitrary temperature. Thus, we focus only on the classical limit. In the classical limit, the temperature is taken to be suﬃciently large, while the total number of particles is fixed. ∑ ∑ 1 ⟨N ⟩ = n0p = : f ixed β(ϵ0p −−µ) +1 p p e In such a limit, the chemical potential µ is required to be negative in the limit of T → ∞, due to the “fixed-N ” condition, where the Fermi distribution function can be approximated to be a Boltzmann distribution function: 0 1 n0p = β(ϵ0 −−µ) → eβ(ϵp −µ) (T → ∞ µ < 0) e p +1



In this limit, the momentum integral appearing in the zero-th order polarisation part can be evalu-



4.9. SCREENING EFFECT & PLASMA OSCILLATION IN AN ELECTRON GAS AT FINITE (OR HIGH) TEMPERA ated. [ 3 d q 1 F 0 (k, ω + iη) = −2 n0 k − (2π)3 q+ 2 ℏω − ℏm2 q · k + iη ℏω + ∫ k 2 d3 q −βℏ2 (q+ 2 ) 2m = −2eβµ e [...] (2π)3 ∫



1 ℏ2 m q · k + iη



] (4.9.30)



we first evaluate this 3-d q-integral in terms of the cylindrical polar coordinate, where polar axis is ˆ taken along k



∫



∫ 3 ∫ 3 d q∥ d3 q d q⊥ = 3 3 (2π) (2π) (2π)3 )2 ( k2 k = q∥2 + |q⊥ |2 + +q·k q+ 2 4 k2 = q∥2 + |q⊥ |2 + + q∥ · k 4 ∫



d2 q⊥ −βℏ |q⊥ |2 2m e (2π)2 [ ] 2 ∫ +∞ dq∥ −βℏ2 (q∥ + k2 ) 1 1 2m e − 2 2 ℏω − ℏm q∥ k + iη ℏω + ℏm q∥ k + iη −∞ 2π ) (∫ ∫ +∞ 2 2 2 π dxdy e−α(x +y ) = 2π rdr e−αr = α 0 λ−2 [ ( )  >∫ k 2 m +∞ dq∥ −βℏ2 (q∥ + 2 ) 1 0 βµ 2m F (k, ω + iη) = −2e e − ℏ2  2πβℏ 2π ℏω − ℏω + −∞ m q∥ k + iη  F 0 (k, ω + iη) = −2eβµ



1 ℏ2 m q∥ k + iη



]
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where λ =



2πβℏ m



)1/2 denote the thermal wavelength. F 0 (k, ω + iη) ≡ F10 (k, ω) + iF20 (k, ω)



F10 (k, ω) = −2eβµ λ−2



∫



+∞



−∞



dq∥ −βℏ2 (q∥ + k2 ) 2m e 2π



2



[



P ℏ2 ℏω − m (q∥ + k/2)k +



(4.9.31)



ℏ2 k 2 m 2



P − ℏ2 ℏω + m (q∥ + k/2)k − (4.9.32)



] ℏ2 k2 m 2



Introducing a new integral variable ( y= ( F10 (k, ω)



= −2e



βµ −2



λ



 1  k (



)



1 2π



)1/2



ℏ2 (q∥ + k/2) 2m



, ∫



+∞



dye−y



ℏ ωk



+



2m



(



 )1/2 (



−



2m  βℏ  2



P ) ℏk



2ℏ2 βm



)1/2 y



2



 (



ℏ2 m (q∥



) 1/2



(



−∞



P ) ℏ2 k



βµ −2 = −2 e λ



 (



2m 1/2 βℏ2



βℏ2 2m



2ℏ2 βm



−



)1/2



P ( ω ℏk −



+ k/2) = y ( )1/2 ∫ +∞ 2 1 1 βm  dye−y 2 2π k 2ℏ  −∞ −(



)1/2 (



) ℏ2 k 2m



+



ℏ2 m (q∥



+ k/2) =



(



2ℏ2 β



 )1/2  y



  



P ) ℏk



ω + 2m − y k − 2m − y [ (( (( ) ( )) )1/2 ( ))] 1/2 −2 m βm ω ℏk βm ω ℏk βℏ λ √ −2 Φ + −Φ − e 2 k 2m 2 k 2m 2  πk ℏ2 βm m



ω k



βm m



(4.9.33) where 1 Φ(x) = √ π



∫



e−y x−y 2



+∞



dy −∞



(4.9.34)



is called as (real part of) the plasma dispersion function. Within the lowest order in the interaction potential, the chemical potential is given by the total number of particle N or particle density n = N V as follows 1 eβµ = nλ3 (4.9.35) 2 (an ideal electron gas in the classical limit)



2 N = 2 V 4 π



(



2m ℏ2



)3/2 ∫



+∞ 0



dϵϵ1/2 e−β(ϵ−µ)
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)3/2



∫



=



√ π 1 2 β 3/2



+∞ :  1/2−βϵ  eβµ dϵϵ e 0 ( )3/2 1 2m = eβµ 4π 3/2 β 3/2 ℏ2 ( )3/2 ( )3/2 1 m m βµ =√ e = 2 eβµ 2πβℏ2 2 πβℏ2



n=



1 2π 2



2m ℏ2



= 2λ−3 eβµ 1 ∴ → eβµ = nλ3 2 In terms of this, the real part is given by nλ m F10 (k, ω) = − √ [Φ(.. + ..) − |phi(.. − ..)] 2 πk ℏ2 ( )1/2 1 n 2 πβℏ2 = √ [...] m 2 πk (( ( )1/2 [ (( )1/2 ( )) )1/2 ( ))] n 1 βm ω ℏk βm ω ℏk = βm Φ + −Φ − ℏk 2 2 k 2m 2 k 2m ) ( ∫ +∞ 2 e−y 1 dy with Φ(x) = √ x−y π −∞ (4.9.36) On the one hand, the imaginary part is calculated as follows: [ ] ∫ +∞ dq∥ −βℏ2 q∥ + k2 ℏ2 ℏ2 2m (−π) δ(ℏω − F20 (k, ω) = −2eβµ λ−2 e q∥ k) − δ(ℏω + q∥ k) (4.9.37) m m −∞ 2π ∫ +∞ [ dq∥ −βℏ2 q∥ + k2 m mω ] mω 2m (−π) δ(q − F20 (k, ω) = eβµ λ−2 2 e ) − δ(q + ) ∥ ∥ ℏ k −∞ 2π ℏk ℏk } 2 1 mω 1 k k m { −βℏ2 2m ( mω ℏk + 2 ) − e−βℏ 2m (− ℏk + 2 ) = eβµ λ−2 2 e ℏ k (4.9.38) = ... ( ) ( )1/2 [ ] nβω 1 βmω 2 βℏ2 k 2 sinh 12 βℏω ( ) =− πβm exp − − 1 k 2 2k 2 8m 2 βℏω To summarise, we have the retarded density2 correlation function within the lowest-order approximation to the proper polarisation part: R Dring (k, ω) =



ℏF10 (k, ω) + iℏF20 (k, ω) 1 − (F10 (k, ω) + iF20 (k, ω)) V0 (k)



(4.9.39)



where these two real-valued functions are evaluated in the high-temperature limit: (( ( )1/2 [ (( )1/2 ( )) )1/2 ( ))] 1 βm ω ℏk βm ω ℏk n 0 βm Φ + −Φ − F1 (k, ω) = ℏ|k| 2 2 k 2m 2 k 2m (4.9.40)
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nβω =− k



(



1 πβm 2



)1/2



) ( ] βℏ2 k 2 sinh 21 βℏω βmω 2 (1 ) − exp − 2k 2 8m 2 βℏω [



(4.9.41)



where Φ(x) is the real part of the Plasma dispersion function



1 Φ(x) = √ π



∫



e−y x−y 2



+∞



dy −∞



(4.9.42)



Asymptotic forms of this function can be evaluated in two limiting situations: 1 1   (1 − 2 + ...) x 2x Φ(x) = 2   2x(1 − 2x + ...) 3



x → +∞ (4.9.43) x→0



Using these results, let us first study the screening eﬀect in an electron gas at the high temperature limit. To be specific, we consider that the external perturbation is a positive point-charge with Ze charges. Ze x



(4.9.44)



8π 2 Ze δ(ω) |k|2



(4.9.44’)



φex (x, t) =



Or equivalently φex (k, ω) =



The charge density induced by this point charge is given by eq.(4.9.10), within the linear response theory. δ⟨ρ(x, t)⟩ = −eδ⟨n(x, t)⟩ ∫ ∫ e2 d3 k dω ik·x−iωt R = e D (k, ω)φex (k, ω) ℏ (2π)3 2π V0 (k) ∫ 4πe2ik·x Ze d3 k R = D (k, 0) 2 e ℏ (2π)3 |k| ∫ d3 k F10 (k, 0)V0 (k) ik·x = Ze e (2π)3 1 − F10 (k, 0)V0 (k) (F20 (k, 0) = 0)



(4.9.45)



4.9. SCREENING EFFECT & PLASMA OSCILLATION IN AN ELECTRON GAS AT FINITE (OR HIGH) TEMPERA From eq.(4.9.40), we have 



V0 (k)F10 (k, 0) = −



8πe2 n ℏk 3



(



 k λ 4√ π ( ) *  1/2  βm   ℏ|k|   Φ    2m   2



( ) λ λk √ Φ λk 4 π ( )1/2 ) ( ( ) 1/2 8πe2 n 1 2π ℏ2 β 1 λk  √ =− m β Φ m λk 4 π 2 ℏ  k 2 ( ) √ 1 λk 8π √ = − 2 (e2 nβ) π Φ k λk 4 π ( ) √ 1 1 λk √ = − 2 (4πe2 nβ)2 π Φ k λk 4 π ( ) : g1 (λk)   1 2 √ 1 λk √ 2 π ≡ − 2 qD Φ k 4 π  λk =−



8πe2 n ℏk 2



(



1 βm 2



)1/2



1 βm 2



)1/2



−1 where we define the Debye shielding length qD as follows √ qD = 4πe2 nβ



(4.9.46)



(4.9.47)



substituting this into eq.(4.9.45), we have ∫ δ⟨ρ(x, t)⟩ = −Ze ∫ = −Ze



q2



d3 k ik·x kD2 g1 (λk) e q2 (2π)3 1 + D2 g1 (λk) k



(4.9.48)



2 d3 k ik·x qD g1 (λk) e 2 g (λk) (2π)3 k 2 + qD 1



As in the zero-temperature case, the total induced charge is −Ze, so that the impurity is completely screened. ∫ δ⟨ρ(x, t)⟩ = −Ze (4.9.49) Since the function g1 (z) is an entire function (holomorphic in the entire complex z-plane). The asymptotic behaviour of the r.h.s can be evaluated by the following approximation: g1 (λk) ≈ 1 + O((λk)2 ) Retaining only the first term, we have Thomas-Fermi result ∫ 2 −qD x d3 k ik·x qD 2 e δ⟨ρ(x, t)⟩ ≈ −Ze e = −ZeqD 2 3 2 (2π) k + qD 4πx



(4.9.50)



(|x| → +∞)



(4.9.51)



−1 This expression suggests that qD is nothing but the screening length. In the zero-temperature case, the asymptotic behaviour of the induced charge exhibit an oscillating behaviour due to the
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presence of the Fermi surface. In the high-temperature case, the sharp drop of the distribution function at the Fermi surface is completely smeared out by the temperature eﬀect. As a result, the asymptotic behaviour of the induced charge density does not exhibit the oscillating behaviour at the high temperature limit. Using the result given in eqs(...), let us next examine the plasma oscillation in the high temperature limit. As we did in the zero-temperature case, we consider the charge density induced by an impulsive perturbation φex (x, t) = φ0 eik·x δ(t)



(4.9.52)



φex (q, ω) = φ0 (2π)3 δ(q − k)



(4.9.52’)



Or equivalently Within the linear response theory, the induced charge density has the same momentum k: e δ⟨n(x, t)⟩ = − φ0 eik·x ℏ



∫



+∞



−∞



dω −iωt R e D (k, ω) 2π



Within the lowest order approximation to the proper polarization part, the right hand side is given by ∫ dω −iωt F10 (k, ω) + iF20 (k, ω) (4.9.53) = −eφ0 eik·x e 2π 1 − V0 (k)F10 (k, ω) − iV0 (k)F20 (k, ω) where the function F10 & F20 were calculated in the high-temperature limit as in eqs.(4.9.40),(4.9.41). As we have already discussed in sec.3-2, this expression suggests that the plasma oscillation frequency and its life time are determined by pole of the integrand in the complex-ω plane. Since the numerator is an entire function of the complex variable ω, the pole is encoded as the zero of the denominator. 1 − V0 (k)F10 (k, Ωk − iγk ) − iV0 (k)F20 (k, Ωk − iγk )



(4.9.54)



We can solve this equation approximately, by assuming that the damping coeﬃcient γk is much smaller that the plasma oscillation frequency γk ≪ Ωk . This approximation will be a posteriori justified for suﬃciently small k. When γk ≪ Ωk , we can expand this equation in small γk : the zero-th order in γk 1 − V0 (k)F10 (k, Ωk ) = 0 (4.9.55) the first order in γk .



∂F10 (k, ω)   0 (k, Ω )  V0 (k) iγk V0 (k)F − i k 2 ∂ω ω=Ωk



(4.9.56)



... From eq.(4.9.55), we can determine the plasma frequency as a function of the momentum k. For suﬃciently small k (with fixed ω), F10 (k, ω) can be expanded in large ωk : F10 (k, ω)



n =− ℏk



nk 2 = mω 2



(



1 βm 2



)1/2 { (1



1 )1/2 ( ω



− ( 1



1 )1/2 ( ω



2 mβ



( 3k 2 1+ βmω 2



2 mβ ) + ...



k



k



( + −



) ℏk 2 2m



f or small



) ℏk 2 2m



+ ...



1 1 1+ (ω 1 2 mβ 2 k −



) ℏk 2 2m



+ ...



(



) ℏk 2 2m k ω



)



1 1 1+ ( 2 1 mβ ω + 2 k



)} (4.9.57)



4.9. SCREENING EFFECT & PLASMA OSCILLATION IN AN ELECTRON GAS AT FINITE (OR HIGH) TEMPERA Substituting this asymptotic form into eq.(t), we obtain ( ) 4πne2 3k 2 1= 1 + + ... mΩ2k βmΩ2k



(4.9.58)



Solving this in favor of Ωk , we have √ Ωk = ±



4πne2 m



(



3 1+ 2



(



q qD



−1 where qD is the Debye Schielding length. Since βℏΩk ≒ βℏ



(



( 2



1/2



qD λ = (4πne β)



2πℏ2 β m



)



)2



+ ... (



4πne2 m



)1/2



(4.9.59) )1/2



( = (2π)



1/2



βℏ



= 4πne2 m



in the high-temperature limit, we can approximate F20 (k, Ωk ) as follows ( ) )1/2 nβΩk ( π βmΩ2k F20 (k, Ωk ) ≈ βm exp − k 2 2k 2



√1 qD λ 2π



≪1



)1/2 )



(4.9.60)



The derivative of F10 with respect to Ωk is as follows ∂F1 (k, ω) nk 2 = −2 + ... ∂ω mω 3 (for small ωk ) Substituting these asymptotic forms into eq.(s), we have ]−1 ω=Ωk ) ( )1/2 βmΩ2pl mβΩ4pl ( π βm exp − ≒ 2k 3 2 2k 2 ( ) ( )1/2 Ω4pl βmΩ2pl 3/2 π ≒ 3 (mβ) exp − k 8 2k 2 ( ) ( q )3 ( π )1/2 1 ( q D )2 D = Ωpl exp − k 8 2 k [



∂F1 (k, ω) γk = F20 (k, Ωk ) ∂ω



(4.9.61)



Because of this exponential factor, this damping coeﬃcient becomes much smaller than the plasma frequency for the long wave length limit k ≪ qD . This weak damping is called as Landau damping.
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Chapter 5



Application to electron-phonon systems 5.1



Non-interacting phonon system and Debye theory of specific heat In a usual metal, such as alkali metals of column I, outer shell valence electrons are completely separated from their ion cores and form a nearly free electron gas. In the section 1-8, we have treated the positively charged ion cores as temporally-static and uniformly-distributed positively-charged background. Thereby, the only play role of ensuring the electrical neutrality of the whole system. In this section, we will study the dynamics of the positively charged backgrounds, and their eﬀect on the electron gas. In real metals, the ionic background form a lattice structure, so that it is not exactly the uniformly distributed positive charges. But, when it comes to the acoustic mode, in which all the ion cores are moving in the same ‘phase’, the discreet lattice structure is irrelevant and we can treat them as a positively



charged continuous elastic media. To describe the acoustic wave, let us first define a three-dimensional vector field d as a function of the spatial coordinate x, which we call displacement vector: d(x) :



displacement vector



Physically, d(x) denotes how the ionic core at position x is displaced: u(x) − ⟨u(x)⟩ ≡ d(x) 241
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Compared to the displacement field φ introduced in section 1-4, such a quantity is characterized by three component real-valued vector in a 3-dimensional elastic media d(x) = (d1 (x), d2 (x), d3 (x)) According to the Helmholtz-Hodge’s decomposition theorem, any vector field in 30dimensional space can be decomposed into divergence-free vector and a rotation-free vector ⃗ d(x) = ∇ϕ + ∇ × A Although we always have ambiguity when decomposing into the two, let us temporally denote the rotation-free part as d′ (x) and the divergence-free parts as d′′ (x) so that { ∇ × d′ = 0 ∇ · d′′ = 0 Corresponding to this decomposition, the acoustic waves are composed of two diﬀerent kinds. One is called the longitudinal acoustic wave, which is described only by the rotation-free vector field d′ (To be precise, ∇ · d′ = ∇ · d): longitudinal(compressional) acoustic wave. The other is called the transverse acoustic waves, which are described only by the divergence-free part d′′ (to be precise, ∇ × d′′ = ∇ × d): transverse(shear) acoustic waves. ∇ · d⃗ is nothing but the charge density modulation in a positively charged background δρinoic ∇ · d⃗ = − ρ0 One can easily see this, by drawing a configuration of the displacement vector, which has a finite divergence. Namely, when these ionic charges are displaced like in this picture, we have eﬀectively a negative charge in the middle. On the one hand, ∇ × d is accompanied by the shear deformation in the positively charged ionic background, e.g., which is not accompanied by any charge density modulation. Since electrons and positively charged background are coupled with each other by electrostatic Coulomb interaction, we usually regard that the longitudinal acoustic waves are strongly coupled with electrons, while the transverse waves are not. For this reasoning, we will focus only on the longitudinal (compressional) acoustic wave, where we enforce the displacement vector is rotation-free ⃗ t) = 0, ∀x, t ∇ × d(x, In order to introduce the equation of motion for the charge density modulation
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⃗ t) = δρion (x, t) ∇ · d(x, Let us begin with the Newton’s equation of motion for a fluid element D⃗ p = f⃗ Dt Here p(x, t) is the momentum density field at position x at a given time t which is given by a product between mass density field and velocity field p(x, t) = ρ(x, t)v(x, t) The temporal derivative in the right hand side is a Legendre derivative often used int the course of fluid mechanics. Dp def ∂p 1 {p(x + v∆t, t + ∆t) − p(x, t)} = + (v · ∇)p ≡ lim ∆→0 Dt ∆t ∂t The force acting on the fluid element is a restoring force which comes from the spatial gradient of the pressure: ∂ (ρv) + (v · ∇)(ρv) = −∇P ∂t In the equilibrium, we don’t have any velocity field and the mass density is uniformly distributed and static  ρ(x, t) = ρ0   equilibrium   v(x, t) = 0 Out of the equilibrium, we have finite velocity field and mass density is spatially and temporally dependent:  ρ(x, t) = ρ0 + δρ(x, t)  out of equilibrium   v(x, t) ̸= 0 When linearizing this equation of motion for a small derivation from the equilibrium, we can regard that the 2nd term in the right hand side is the 2nd order in δρ and thus negligible: ∂ ((ρ0 + δρ)v) + (v · ∇) ((ρ0 + δρ)v) = −∇P ∂t ρ0



∂V + O((δρ)2 ) = −∇p ∂t



,1 In addition to this Newton’s equation of motion, the mass density field and velocity field must satisfy the continuity equation: 1 The



red part is omit-able.
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∂ρ + ∇ · (ρv) = 0 ∂t When linearized with respect to a small δρ, we have ∂δρ = −ρ0 (∇ · v) ∂t Combining these two linearized equation, we have ∂⃗ v ∂ 2 δρ = −ρ0 (∇ · ) = ∇2 P 2 ∂t ∂t A pressure of a given fluid element is determined by the mass density of the element, so that it is quite natural to assume that the pressure depends on the spatial coordinate x only through ρ. ) ( ∂P 2 2 ∇2 δρ ∇ P = ∇ P (ρ0 + δρ(x, t), · · · ) ≈ ∂ρ ρ0 This leads to the following closed equation of motion for the density fluctuation: ( ) ∂ 2 δρ ∂P = ∇2 δρ δt2 ∂ρ ρ0 For many elastic continuous media, we can define (adiabatic) bulk modulus. ( B = −B



∂O ∂V



) equilibrium



( ) M dρ 1 ρ= , =M − 2 V dV V ( ) ( ) ∂P 1 = −V M − 2 ∂ρ V ( ( ) ) def ∂P M ∂P ≡ ρm = V ∂ρ eq ∂ρ eq In terms of the bulk modulus, the coeﬃcient of the right hand side is given by ∂ 2 δρ B = · ∇2 δρ ≡ c2 ∇2 δρ 2 ∂t ρm Here c is nothing but a velocity, with which the density fluctuation propagates in space as time passes by, and which is often called as the “sound velocity” of the longitudinal acoustic wave. As explained already, the density fluctuation is given by the divergence of the displacement field, the equation of motion for the displacement field is given by ∂ ⃗ = c2 ∇2 (∇ · d) ⃗ (∇ · d) ∂t ( ) ∂ d⃗ 2⃗ ∇· −∇ d =0 ∂t



5.1. NON-INTERACTING PHONON SYSTEM AND DEBYE THEORY OF SPECIFIC HEAT245 Remember again that we are interested only in the longitudinal acoustic wave, so that the displacement field is rotation free at any space and time. ∇ × d⃗ ≡ ⃗0 The latter condition ensures that ( ∇×



) ∂ d⃗ 2⃗ −∇ d =0 ∂t



because ∇× and ∂t or ∇2 commute with each other. From these two, we have a pair of equation which is satisfies by the displacement field d.  ∂d 2 2   ∂t − c ∇ d = 0  



∇×d



=0



So far, we just describing a classical equation of motion for the displacement field; in order to second-quantize this classical field, let us first introduce the Lagrangian which leads to this equation of motion: [ ] ∫ ∫ 1 ∑ ∂di ∂di ∂di ∂di 3 L0 = d x dt ρm · −B 2 i,j=1,2,3 ∂t ∂t ∂xj ∂xj Notice that ∫ [



] ∂di ∂di ∂di ∂di ρm · −B = δL0 ∂t ∂t ∂xj ∂xj   2 2 ∑ ∂ d ∂ d i i = δL0 ρm δdi  2 − c2 2 ∂t ∂x j j=1,2,3 Under the 2nd condition of rotation-free, the Lagrangian can be rewritten into the following: [ ] ∫ ∫ ∫ 1∑ ∂di ∂di ∂di ∂dj 3 ˜0) L0 = d x dt ρm · −B (= dtL 2 i,j ∂t ∂t ∂xi ∂xj To see this, let us begin with the following identity: ⃗ · (∇ × d) ⃗ =0 (∇ × d) ϵijk ∂j dk ϵilm ∂l dm = 0 (δil δkm − δjm δkl )∂j dk ∂l dm = 0 ∑ i,j=1,2,3



∂j di ∂j di −



∑ i,j



∂j d i ∂i d j = 0
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Under the space integral, we can take a partial integral of the 2nd term in the left hand side ∑∫ d3 x[∂j di ∂j di + (∂j ∂i di )dj ] = 0 i,j



∑∫



d3 x[(∂j di )(∂j di ) − (∂i di )(∂j dj )] = 0



i,j



The final identity allows us to rewrite this into this .............................................................................................. So far, we have treated the classical action. To second-quantize this classical degree’s of freedom, we follow the exactly the same procedure we formulated in chapter 1. Namely, we first introduce a momentum variable which is conjugate the displacement field Πj =



δL0 = ρm d˙j δ d˙j



Or equivalently ˜ j ≡ √1 Πj , Π ρm



√ d˜j ≡ ρm dj



with ˜ j = δL0 = d˜˙j Π ˙ δ d˜j Then the Hamiltonian is given by ∫



˜ j d˜˙j − L ˜0 d3 xΠ ∫ ∫ 1 2 ˜ ˜ j (x)Π ˜ j (x) + 1 d3 x B (∇ · d(x)) = d3 xΠ 2 2 ρm B = c2 ρm



H0 =



˜ ˜ To quantize these field operators we suppose that d(x) and Π(x) are hermite operators, which satisfy the following commutation relation ˜ j (x), d ˜ m (x′ )] = 0 ˜ j (x), Π ˜ m (x′ )] = [d [Π ˜ j (x), Π ˜ m (x′ )] = iℏδjm δ 3 (x − x′ ) [d As we did in the chapter 1, it is much useful to introduce their Fourier series: ∫  ˜ j (k) = d3 xd ˜ j (x)e−ik·x  d    ∫    Π ˜ j (k) = d3 xΠ ˜ j (x)e−ik·x
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∫ =



˜ j (k)eik·k d3 kd



∫    Π ˜ j (k)eik·k ˜ j (x) = d3 kΠ ˜ j (x) & Π ˜ j (x) are both Hermite operators, we have Since d  ˜ ˜  dj (k) = dj (−k)  ˜ Πj (k)



˜ j (−k) =Π



In terms of these Fourier series, the Hamiltonian can be partially diagonalized. ˆ0 = 1 H 2 ∫ = ˆ j ≡ kj /k, where k Note that



∫



∫ d3 k ˜ 1 d3 k 2 ˜ j (k))(km d ˜ m (−k)) ˜ Π (k) Π (−k) + c (kj d j j 3 (2π) 2 (2π)3 d3 k ˜ ˆj d ˜ j (k))(k ˆmd ˜ m (−k))] ˜ j (−k) + c2 k2 (k [Πj (k)Π 2 (2π)3 ωk



k ≡ |k|. ˜ j (x) ˜ j (x) = ∂t d Π



So that the conjugate momentum as well as the displacement field is rotation free, ∂ ˜ =0 ˜ ∇ × Π(x) = (∇ × d) ∂t In the momentum space, this leads to the following operator identity imposed on the Fourier series of the conjugate momentum ˜ m (x) = 0 ϵilm kˆl Π Using this operator identity, we can rewrite ˆmΠ ˆj Π ˜ j (k)Π ˜ j (−k) = (k ˜ m (k))(k ˜ j (−k)) Π because ˆj Π ˆnΠ ˜ m (k))(ϵinp k ˜ p (k)) = 0 (ϵijm k With this in mind, we have ∫ ] d3 k [ ˆ ˜ ˆmΠ ˆj d ˜ j (k))(k ˆmd ˜ m (−k)) ˆ0 = 1 ˜ m (−k)) + ωk2 (k H ( k Π (k))( k j j 2 (2π)3 ∫ ] 1 d3 k [ † ≡ Π (k)Π(k) + ωk2 φ† (k)φ(k) 3 2 (2π)



248



CHAPTER 5. APPLICATION TO ELECTRON-PHONON SYSTEMS



where we define scalar-form operators  ˆ ˜ ˜  Π(x) = kj Πj (k)   φ(k) ˜ (



ˆj d ˜ j (k) =k



) ˆj d ˜ j (−k) = −φ(−k) ˆj d ˜ † (k) = k ˜ φ˜† (k) = k j ˆj d ˜ j (−k) = −Π(k) ˜ φ˜† (k) = k



These two operators satisfy the same commutation relation as in eq. (1.4.6) ˜ ˜ ′ )] = 0 [φ(k), ˜ φ(k ˜ ′ )] = [Π(k), Π(k ˆ j kˆ′ m [d ˜ j (k), Π ˜ ′ )] = k ˜ m (+k′ )] = −iℏ(2π)3 δ 3 (k + k′ ) [φ(k), ˜ Π(k Thus, following eq.(1.4.8), we define the creation operator and annihilation operator as follows: ] [√ 1 ωk i ˜ √ a(k) = φ(k) ˜ + √ Π(k) ℏ ωk 2 [√ ] 1 ωk † i ˜† † a(k) = √ φ˜ (k) − √ Π (k) ℏ ωk 2 In fact, their commutation relations become as follows ] [ √ 1 √ i ˜ i ˜ ′ ′ [a(k), a(k )] = ωk φ(k) ˜ + √ Π(k), ωk′ φ(k ˜ )+ √ Π(k ) 2ℏ ωk ωk′ √ √ i ωk i ωk′ = (−iℏ)(2π)3 δ 3 (k + k′ ) − (−iℏ)(2π)3 δ 3 (k + k′ ) = 0 2ℏ ωk′ 2ℏ ωk ′



[a† (k), a† (k′ )] = 0



] √ 1 √ i ˜ i ˜† ′ † ′ ′ Π (k ) [a(k), a (k )] = ωk φ(k) ˜ + √ Π(k), ωk φ˜ (k ) − √ 2ℏ ωk ωk′ √ √ −i ωk ωk′ † ˜ † (k′ )] − i ˜ ′ )] = [φ(k), ˜ Π [φ˜ (k), Π(k 2ℏ ωk′ 2ℏ ωk †



[



′



= (2π)3 δ 3 (k − k′ ) In terms of these creation and annihilation operator, the Hamiltonian is fully diagonalized: [√



] [√ ] ωk † i ˜† ωk i ˜ φ˜ (k) − √ φ(k) ˜ +√ Π (k) × Π(k) ℏ ℏ ωk ℏ ωk ℏ [√ ] [√ ] i ˜ i ˜† 1 ωk ωk † φ(k) ˜ +√ Π(k) × φ˜ (k) − √ Π (k) + 2 ℏ ℏ ωk ℏ ωk ℏ † ′ 3 3 ′ † ′ ˜ )] = iℏ(2π) δ (k − k ), [φ(k), ˜ (k )] = iℏ(2π)3 δ 3 (k − k′ ) [φ˜ (k), Π(k ˜ Π



a† (k)a(k) + a(k)a† (k) =



=



1 2



ωk † 1 ˜† ˜ φ˜ (k)φ(k) + Π (k)Π(k) ℏ ωk ℏ



5.1. NON-INTERACTING PHONON SYSTEM AND DEBYE THEORY OF SPECIFIC HEAT249 so that we have ˜ † (k)Π(k) ˜ ℏωk (a† (k)a(k) + a(k)a† (k)) = Π + ωk2 φ˜† (k)φ(k) Or equivalently, ∫ ∫ d3 k d3 k † † ˆ0 − 1 ℏω [a (k)a(k) + a(k)a (k)] = ℏωk a† (k)a(k) + const. H k 3 2 (2π) (2π)3 For the later usage, it is helpful to express the displacement field and its conjugate momentum field in terms of these creation and annihilation fields. [√ ] 1 i ˜ ωk a(k) = √ φ(k) ˜ +√ Π(k) ℏ ωk ℏ 2 [√ ] 1 ωk i ˜† † a (k) = √ φ(−k) ˜ −√ Π (−k) ℏ ωk ℏ 2 √ ] ℏ [ φ(k) ˜ = a(k) − a† (−k) 2ωk √ ] ωk ℏ [ ˜ a(k) + a† (−k) Π(k) = −i 2 ∫



d3 k dj (k)eik·x = (2π)2



∫



d3 k 1 ˜ √ dj (k)eik·x (2π)2 ρm √ ∫ ∫ 3 ] d3 k 1 kj d k 1 k ℏ [ j ik·x = φ(k)e ˜ = a(k)eik·x − a† (−k)eik·x √ √ (2π)2 ρm |k| (2π)2 ρm |k| 2ωk ρm √ ∫ ] d3 k kj ℏ [ = a(k)eik·x + a† (k)e−ik·x 2 (2π) |k| 2ωk ρm 1 ∑ V



dj (x) =



k



∫



∫



d3 k √ ˜ ρm Πj (k)eik·x (2π)2 √ ∫ ∫ ] d3 k √ kj d3 k √ kj ℏωk ρm [ ik·x = ρm φ(k)e ˜ = −i ρm a(k)eik·x + a† (−k)eik·x 2 2 (2π) |k| (2π) |k| 2 √ ∫ 3 ] d k kj ℏωk ρm [ = −i a(k)eik·x − a† (k)e−ik·x (2π)2 |k| 2 1 ∑ V



Πj (x) =



d3 k Πj (k)eik·x = (2π)2



k



When we take a proper gauge and amplitude,  √  ia(k) = V ck √   −ia† (k) = V c†k
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[ ] ℏ ck eik·x − c†k e−ik·x 2ωk ρm V k √ ] ∑ kj ℏωk ρm [ Πj (x) = − ck eik·x + c†k e−ik·x |k| 2V



∑ kj dj (x) = −i |k|



k



with ˆ0 = H



∑



ℏωk c†k ck + const



(A)



k



and  †  [ck , ck′ ] =



(2π)3 3 V δ (k



− k′ ) = δk,k′



  [ck , ck′ ] = [c†k , c†k′ ] = 0 To summarize, the longitudinal acoustic wave is second quantized and is described by a sum of harmonic oscillator with boson field {ck , c†k }. As is clear from this formulation, the total number of the bosons or (longitudinal acoustic) phonons described how largely the elastic continuous media is deviated from the uniformly distribution of the charged ions. For example, at the zero temperature, the continuous media reduces to the uniform distribution, so that the displace field and its conjugate momentum always remain zero. This means that the total number of the phonon should be zero at the zero-temperature. At finite temperature, the positions of the ionic cores are temporally fluctuating due to the finite-temperature eﬀect. This means that the total number of the phonon can be finite at a finite temperature. Thus, the total number of the phonon is NOT an independent variable, and is determined by the temperature and other variables. This situation is quite diﬀerent from electrons or intrinsic boson particles whose total numbers are independent physical variable and can be in principle controlled by us. Accordingly, when it comes to the sonic description of the acoustic waves, the only independent system variables are temperature and the volume, and, we have only to consider the canonical ensemble. The partition function of the canonical ensemble is given by [ ] ∏ ∑ ˆ F = −kB T ln Zf (T, V ) = −kB T ln Tr e−β H0 = −kB T ln (1+e−βℏωk +e−2βℏωk +· · · ) = −kB T k



k



The entropy as a function of temperature is given by the derivative of F with respect to T : ( ) ∑ ∑ βℏωk e−βℏωk 1 ∂F = kB + k S(T, V ) = − B ∂T V 1 − e−βℏωk 1 − e−βℏωk k



k



According to the thermodynamics, the free energy F is given by the sum of the internal energy and minus temperature times the entropy. F (T, V ) = U (T, V ) − T S(T, V ) Or equivalently,



1 1 − e−βℏωk
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U (T, V ) = F (T, V ) + T S(T, V ) =



∑ k



ℏωk −1



eβℏωk



The specific heat is given by the derivative of the internal energy U with respect to the temperature ( ) ∑ (βℏωk )2 eβℏωk ∂U = kB CV = ∂T V [eβℏωk − 1]2 k



Now that the integrand (here) is a function of only ωk , let us change the integral variable from the momentum k into ωk , Since ωk is a linear function if k: ωk = ck, we have ∫ ∫ ∑ d3 k V 2π 2 c3 2 =V = k 2 dk = ∫ ω dω 3 2 (2π) 2π 0 k



In the present model of “elastic continuous media”, the ω-integral here has no upper bound. But, in real solids, which is a discrete lattice model, the k integral should be taken over within the first Brillouin zone, so that the ωintegral is also bounded from above at the Brillouin zone boundary. We call this upper bound of the ω-integral as ωD . ∫ ωd ∑ V = ω 2 dω 2π 2 c3 0 k



Since the total number of the allowed k points in this summation is N (where N is the total number of the ions), ∫ ωd 3 ∑ V V ωD = ω 2 dω = N= 2 3 2 3 2π c 0 2π c 3 k



From this relation, we can rewrite this into ∫ ωD ∫ ∑ V 3N ωD 2 2 f (ωk ) = ω dωf (ω) = 3 ω dωf (ω) 2π 2 c3 0 ωd 0 k



Using this, the specific heat can be calculated as follows: 3N kB CV = ωd3



∫



ωD



3N kB (βℏωk )2 eβℏωk = ω dω βℏω [e k − 1]2 (βℏωd )3



∫



βℏωD



2



0



dx 0



x4 [ex − 1]2



where βℏω = x. In the high temperature limit(β → 0), this integral can be evaluated as 3N kB CV ≈ (βℏωd )3



∫



βℏωD



dx 0



x42 3N kB (βℏωd )3 = N kB = 2 (βℏωd )3 3 x 



If we further taken into account the transverse acoustic waves, the right bound side acquires another two times N kB , so that we have ( ) lim CV = lim CVlongitudinal + CVtransverse = N kB + 2N kB = 3N kB T →+∞



T →+∞
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In the low-temperature limit (β → 0) this integral can be also evaluated explicitly:



lim CVlongitudinal =



T →0



3N kB (βℏωD )3



∫ 0



+∞



x4 ex 4π 4 dx = N kB x 2 [e − 1] 5



( )2 T , θ



( ) ℏωD θ≡ kB



which reduces to zero as a cubic function of T . This asymptotic behaviour is widely known as the “Debye’s T 3 law”.



5.2



Electron-phonon interaction



So far, we have studied how the acoustic waves are second-quantized into a quadratic boson Hamiltonian. We next study the interaction between the longitudinal acoustic phonon and electron. Such an interaction is quite natural because the longitudinal acoustic waves are accompanied by the charge density modulations of positively charged ion background, which will be coupled with electron via electrostatic Coulomb interaction. To describe such interaction, let us begin with the interaction Hamiltonian between the positively charged background and electrons. ∫ ∫ ρe (x)ρb (x′ ) 3 Hel-p = d x d3 x′ |x − x′ | where ρe (x) denotes the electron density and ρb (x) denote the charge density of the ion background. ρˆe (x) = −e



∑



ψˆλ† (x)ψˆλ (x)



λ



where the operator denote the electron creation/annihilation operator with spin λ a6 x.   ρ(x) = Ze(ρ0 + δ ρˆ(x)) ρˆb (x) = Zeˆ  



ˆ δ ρˆ(x) ≡ −ρ0 ∇ · d(x)



where “Z” is the valence of the ion. Using this decomposition, the interaction Hamiltonian is decomposed into ∫ 0 Hel-p = Hel-p +



1 Hel-p



d3 xd3 x′



ρe (x)δρb (x′ ) |x − x′ |



where the first term of the right hand side was already taken into account for the purpose of ensuring the electric neutrality. The second term stands for the Coulomb interaction between modulated charge density of the positively charge background and electron density. In actual solids, however, the characteristic time scale of the phonon dynamics, −1 (ωD ), is much slower than the characteristic time scale of the electron dynamics (ϵ−1 F ).
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ℏϵF ≫ ℏωD (phonon dynamics is much slower than the electron dynamics) As a result, when the charge modulations is induced by the phonon dynamics, electrons in metal feels them as static charged impurities δρb (x) : (For electrons) “almost” static charged impurities As we have already studied in section 3.1, such charged impurities will be immediately screened by electrons. Namely, according to the argument in section 3.1, the static impurity induced electro density modulations. Importantly, the sum of the induced electron density is equal to minus of the charged impurity at the center. As such, the “charged impurities” will be completely screened, which make the interaction potential between δ⟨ρb (x)⟩ and ρˆel (x′ ) here to be short-ranged potential. An explicit form of the resulting short-range interaction potential can be calculated in the following: ∫ φ˜ex (x) = −



eδ⟨n(x′ )⟩ 3 ′ d x + φex (x) |x − x′ |



The 2−nd term of the right hand side is the coulomb interaction between a test charge at x and the positive point-charge with Ze charges at the origin, latter of which corresponds the “almost static impurity” charges associated with slow dynamics of the ion background. Such an charged impurity immediately induces screening electrons density (δ⟨n(x)⟩). The first term of the right hand side is the Coulomb interactions between the induced screening electrons’ density and the test charge at x. From the argument so far, it is clear that any given electron in metals physically interacts with this positive charge via the sum of these two interactions instead of only via the latter. Within the linear response theory and within the ring-diagram approximation, we have already calculate δ⟨n(x)⟩ in section 3.1. Namely, the Fourier series of δ⟨n(x)⟩ is given by δ⟨n(x)⟩ = −ℏ−1 DR (k, 0)eφex (x) = − where eφex (k) is the Fourier series of eφex (x) here



Π0 (x, 0) eφex (k) 1 − Π0 (x, 0)V0 (k)
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 ex  eφ (x) =  



eφex (k) =



Ze x 4πZe k2



As such, the Fourier series of the resulting short-range potential is readily calculated as follows:



∫ φ˜ex =



d3 xe−ik·x φ˜ex (x) =e−1 V0 (k)



4πe + φex )k =− |k|2 ) ( Π0 (k, 0)V0 (k) + 1 φex (k) = 1 − Π0 (k, 0)V0 (k) 1 = φex (k) 0 1 − Π (k, 0)V0 (k)



By taking Fourier transformation of the right hand side, we can explicitly calculate the function form of φ˜ex (x). φ˜ex (x) here shares the same demoniator as δ⟨n(k)⟩, so that the φ˜ex (x) shares the same asympotic behavior as δ⟨n(k)⟩, which is like x−3 sin(kF |x|). Compared to the Coulomb interaction, which decays as 1/x, this interaction is definitely short-ranged one. In terms of this electron-phonon interaction in metals becomes like this: ∫ 1 Hel-ph



˜ el-ph = →H



d3 xd3 x′ φ˜ex (x − x′ )nel (x)δρb (x′ )



Since the explicit form of φ˜ex (x) would be a bit complicated, having this kind of asymptotic hebaviour, we usually approximately replace this short-range interaction by a properly normalized delta function



φ˜ex (x) ≈ Aδ 3 (x)



The indensity of the delta function can be determined by the integral of this over x:
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∫ A=



∫
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∫



3



d3 k −ik·x e φ˜ex (k) (2π)3 } 1 ex φ (k) 1 − Π0 (k, 0)V0 (k)



3



d xφ˜ex (x) =



d x {



= φ˜ex (k = 0) = lim



k→0



ex



= lim



k→0



φ (k) Kring (k, 0) 4πZe k2 4πZe



by(2.8.33), and φex (k) → = lim



k→0



k2 +



[ 1−



2αr2 2 π kF



kF k



1 2 2αr2 2 , kF = qTF where π 2



(1 − [



k2 2 4kF



] k −k ) ln kF + k2 



2 k − kF k2 F 1− (1 − 2 ) ln kF + k 4kF F



k 2 k 2



] =2 



−2 = 4πZe · qTF



In terms of this, we finally have ˜ el-ph = 4π H 2 qTF



∫ d3 xnel (x)δρb (x)



4πZe2 =+ 2 qTF



∫



ˆ d3 xφˆ†α (x)φˆα (x) · ρ0 ∇ · d(x) 1/2 ρ = 1c ( M0 )



Let us define the scalar field φ(x) ˆ like this, where ‘M ’ is the ion mass, and c is the velocity of the longitudinal acoustic wave, φ(x) ˆ = c(M ρ0 )



1/2



ˆ ∇ · d(x)



=ρm



∑ ωk √ = −i ck ρm k



=



∑ k



√



√



ℏ [ick eik·x + ic†k e−ik·x ] 2ωk ρm V



ℏωk [ck eik·x + c†k e−ik·x ] 2V



where ∫ ˆ el-ph = γ H



d3 xψˆα† (x)ψˆα (x)ℏφ(x)



with γ=



4πZe2 1 ( ρ0 )1/2 2 qTF c M



(B)
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In terms of the ele-ph coupling, our entire Hamiltonian is given by ˆ =H ˆ electron-gas + H ˆ ph + H ˆ el-ph H ˆ el-gas was already defined in eq. (1.8.14), which also includes the electron-electron interHere H ˆ el-ph was given by eq.(B). Even ˆ ph is the quadratic boson Hamiltonian defined in eq.(A). H action. H though we ignore the electron-electron Coulomb interaction in the first term, this Hamiltonian is still essentially quantum many-body problem, because of the coupling between phonon & electron. In order to highlight the electron-phonon interaction, let us for a while ignore the electron-electron Coulomb interaction and construct zero-temperature perturbation theory for this coupled-field theory. Namely, our Hamiltonian is ∫ ∑ ∑ ˆ = ℏωk c†k ck + γ d3 xψˆα† (x)ψˆα (x)φˆα (x) H (ϵk − µ)a†k,α ak, α + k,α



k



where electron fields with spin index α are Fourier transformed with a normalization which is a bit diﬀerent from what we used so far ψˆα† (x) =



∑ 1 √ e−ik·x a†k,α V k



ψˆα (x) =



∑ 1 √ eik·x ak, α V k



which make the momentum integral to be a single discrete summation √ ] ∑ ℏωk [ φ(x) ˆ = ck eik·x + e†k e−ik·x 2V k .................................................................................................. As I explained already, the acoustic phonon has an upper bound for its frequency, so that I will put a step function within this sum, to take into account this eﬀect. √ ] ∑ ℏωk [ φ(x) ˆ = ck eik·x + e†k e−ik·x θ(ωD − ωk ) 2V k



.................................................................................................. In the coupled field theory, we clearly can define two Green’s functions. One is the Green’s function for electrons. The other is the Green’s function for phonons. iGαβ (x, t; x′ , t′ ) = iD(x, t; x′ , t′ ) =



† ⟨Ψ0 |T [ψˆHα (x, t)ψˆHβ (x′ , t′ )]|Ψ0 ⟩



⟨Ψ0 |Ψ0 ⟩ ⟨Ψ0 |T [φˆH (x, t)φˆ†H (x′ , t′ )]|Ψ0 ⟩ ⟨Ψ0 |Ψ0 ⟩



with ˆ ˆ ψˆHα (x, t) ≡ eiHt/ℏ ψˆα (x)e−iHt/ℏ
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−iHt/ℏ φˆH (x, t) ≡ eiHt/ℏ φ(x)e ˆ ˆ



ˆ



and |Ψ0 ⟩ is the exact ground state of the electron-phonon coupled Hamiltonian. As we did in chapter 2, we can introduce the interaction picture, by decomposing this Hamiltonian into the two parts.



ˆ =H ˆ0 + H ˆ1 H ∑ ∑ ˆ0 = H (ϵk − µ)a†k,α ak,α + ℏωk c†k ck k,α



∫



ˆ1 = γ H



k



d3 xψˆα† (x)ψˆα (x)φ(x) ˆ



In the interaction picture, the field operators are given by ˆ ˆ ψˆIα (x, t) = eiH0 t/ℏ ψˆα (x)e−iH0 t/ℏ −iH0 t/ℏ φˆI (x, t) = eiH0 t/ℏ φ(x)e ˆ ˆ



ˆ



In the interaction picture, these two green’s functions are given as follows )ν ∫ ∫ +∞ +∞ ( ∑ 1 +∞ −i dt1 · · · iGαβ (x, t; x , t ) = dtν ℏ ν! −∞ −∞ ν=0 ′



′



ˆ 1 (t1 ) · · · · · H ˆ 1 (tν )ψIα (x, t)ψ † (x′ , t′ )]|Φ0 ⟩ ⟨Φ0 |T [H Iβ ˆ 0⟩ ⟨Φ0 |S|Φ )ν ∫ ∫ +∞ +∞ ( ∑ −i 1 +∞ iD(x, t; x′ , t′ ) = dt1 · · · dtν ℏ ν! −∞ −∞ ν=0 ×



×



ˆ 1 (t1 ) · · · · · H ˆ 1 (tν )φI (x, t)φ† (x′ , t′ )]|Φ0 ⟩ ⟨Φ0 |T [H I ˆ 0⟩ ⟨Φ0 |S|Φ



Where |Φ0 ⟩ is the exact ground state of decoupled Hamiltonian H0 : |Φ0 ⟩ = |Fermi Sea⟩|phonon-vacuum⟩



def Sˆ ≡



)ν ∫ ∫ +∞ +∞ ( ∑ −i 1 +∞ ˆ 1 (t1 ) · · · · · H ˆ 1 (tν )] dt1 · · · dtν T [H ℏ ν! −∞ −∞ ν=0



ˆ 1 (t) ≡ eiH0 t/ℏ H ˆ 1 e−iH0 t/ℏ . Then, as we did in the Section 2.5, we can argue that these where H two Green’s function are given by the sum of the all possible connected Feynman diagrams, ˆ



ˆ
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iGαβ (x, t; x′ , t′ ) =



)ν ∫ ∫ +∞ +∞ ( ∑ −i 1 +∞ dt1 · · · dtν ℏ ν! −∞ −∞ ν=0



ˆ 1 (t1 ) · · · · · H ˆ 1 (tν )ψIα (x, t)ψ † (x′ , t′ )]|Φ0 ⟩ × ⟨Φ0 |T [H Iβ connected )ν ∫ +∞ ∫ +∞ +∞ ( ∑ 1 −i dtν dt1 · · · iD(x, t; x′ , t′ ) = ℏ ν! −∞ −∞ ν=0 ˆ 1 (t1 ) · · · · · H ˆ 1 (tν )φI (x, t)φ† (x′ , t′ )]|Φ0 ⟩ × ⟨Φ0 |T [H I connected Feynman’s rule for these two Green’s functions can be derived exactly in the same way as we did for electron-electron interaction. I will summarize the Feynman’s rule in the momentum space representation. ˆ 1 contribute to these Green’s First of all, the Wick’s theorem suggests that the 2n-th order in H function, where n is integer. For the 2n-th order contribution to G(q, q0 ), D(q, q0 ), the rule is as follows. (a) Construct all topologically distinct Feynman diagrams, where the basis vertex is composed of two electron lines and one phonon(electron) line meeting at the vertex. (b) Assign G0αβ (p) for each electron line and assign D0 (q) for each phonon line, where the non-interacting electron Green’s function is given by the same function as before [ G0αβ (q, q0 ) = δαβ



θ(|q| − kF ) θ(kF − |q|) + q0 − ϵq /ℏ + iη q0 − ϵq /ℏ − iη



]



The non-interacting phonon Green’s function is defined in the real space as follows iD0 (x, t; x′ , t′ ) = ⟨vac|T [φˆI (x, t)φˆi (x′ , t′ )]|vac⟩ where



φˆI (x, t) = e



iH0 t/ℏ



φˆI (x)e



−iH0 t/ℏ



=



∑ k



√



] ℏ [ ik·x−iωk t ck e + c†k e−ik·x+iωk t · θ(ωk − ωD ) 2V



iD0 (x, t; x′ , t′ ) = θ(t − t′ )⟨vac|φˆI (x, t)φˆI (x′ , t′ )|vac⟩ + θ(t′ − t)⟨vac|φˆI (x′ , t′ )φˆI (x, t)|vac⟩ ∑ ℏωk ′ ′ † = θ(t − t′ ) eik·(x−x )−iωx (t−t ) ⟨vac| ck c k |vac⟩θ(ωD − ωk ) 2V k ∑ 1 ′ ′ † + θ(t − t′ ) ℏωk e−ik·(x−x )+iωx (t−t ) ⟨vac| ck c k |vac⟩θ(ωD − ωk ) 2V k ∫ d3 k (2π)3 By defining its Fourier series as in the electron Green’s function:
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d3 q (2π)3



∫
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dq0 iq(x−x′ )−iq0 (t−t′ ) 0 e iD (q, q0 ) 2π



we have ℏωq D (q, q0 ) = 2 0



(



1 1 − q0 ωq + iη q0 + ωq − iη



) × θ(ωD − ωq )



(c) We impose the conservation of the momentum and energy (frequency) at each vertex ∫ ∫ 3 (d) Integrate all the internal momentum and frequency as d q dq0 (e) Include a factor of n



i



( γ )2n ( ℏ



1 (2π)4



)n · (−1)F



where F is the number of the electron loop in a given Feynman diagram. (f) Discards all Feynman diagrams which have subunits connected to the rest of the diagrams by only one phonon line.



These Feynman’s rules are applicable for both electron’s Green’s function & phonon’s Green’s function. Equivalent electron-electron interaction and BCS (Bardeen-Cooper-Schrieﬀer) Hamiltonian. Comparing this Feynman’s rule for the electron-phonon coupled system and the Feynman’s rule for interacting electron system (given in section 2.5), one can realize the “equivalence between these two diﬀerent quantum many-body systems.
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This one-to-one correspondence suggests that, electron Green’s function in e-p coupled system becomes exactly same as the electron’s Green’s function in an interacting electron system, where the interaction potential is given by the non-interacting phonon propagator: Namely the interaction potential is spin-independent and frequency dependent and is given by this 2 ˜λλ′ ,µµ′ (q, q0 ) ≡ γ D0 (q, q0 )δλλ′ δµµ′ U ℏ ( ) 1 γ2 ℏ 1 ωq − = θ(ωD − ωq )δλλ′ δµµ′ q0 − ωq + iη q0 + ωq − iη ℏ  2 ωq2 = γ2 2 θ(ωD − ωq )δλλ′ δµµ′ q0 − (ωq − iη)2



where this factor γ 2 /ℏ comes from this addition factor. In the static limit, the interaction potential become attractive U0 (q, 0) = −γ 2 θ(ωD − ωq )δλλ′ δµµ′ Since we are interested in the long wave length regime of the phonon, for q ≪ kF , ωq = eq ≪ ckF ≈ ωD , ωq is much smaller than the Debye frequency, so that we can simply replace this by a negative valued constant function in q: U0 (q, 0) ≃ −γ 2



for q ≪ kF



This means that the equivalent electron-electron interaction becomes an attractive delta function ∫ dq iq·x Veq (x) = e U0 (q, 0) = −γ 2 δ 3 (x) (2π)3 As we will see in the next chapter, this attractive electron-electron interaction results in superconductivity. Remember that the equivalent interaction potential will become repulsive when the energy transfer between two electrons are greater than ωD



In the non-interacting ground state where electrons form a Fermi sea, U0 (q, q0 ) can be attractive only for those electrons lying within an energy shell of the thickness ℏωD belong the Fermi surface. Also, U0 (q, q0 ) is attractive only when these two electrons are scattered into the states lying with an energy shell of the thickness ℏωD above the Fermi surface. The electron gas model with this attractive interaction potential with the delta function form is called as the BCS Hamiltonian, which is the starting Hamiltonian for the microscopic theory of superconductivity in metal.
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∫ ˆ = K



263



[ 2 2 ] ∫ ℏ ∇ g † ˆ ˆ d xψα (x) − − µ ψα (x)− d3 xψˆα† (x)ψˆβ† (x)ψˆβ (x)ψˆα (x) 2m 2 3



with



g ≡ γ2 ≡



16π 2 Z 2 e4 1 ( ρ0 ) 4 qTF c2 M



(C)



264



CHAPTER 5. APPLICATION TO ELECTRON-PHONON SYSTEMS



Chapter 6



Application to superconductivity In this chapter, we will study superconductivity which is one of the most remarkable physical phenomenon. We first review the fundamental physical properties of superconductors. We then introduce the BCS theory, which is one of the most successful application of quantum many-body techniques. In terms of the BCS theory, we will see how all the fundamental superconducting properties can be understood from the microscopic point of views.



6.1



Superconducting properties and thermodynamics relations



Resistivity in metals decreases when the temperature goes down (See Fig6.1). The temperature dependence always exhibits T 2 behavior while the resistivity at the zero temperature remains finite, which we call residual resistivity ρres . This residual resistivity stems from the scattering of conduction electron due to randomly distributed impurity and lattice defects. On the other hand, T 2 -dependence of the resistivity comes from the scattering of conduction electrons due to electron-phonon interaction and electron-electron interactions. But, in some cases, metals exhibits an electronic phase transition at lower temperatures and resistivity becomes zero. The low-temperature phase with zero resistivity is called superconductor, or “superconducting phase”. Simple-substance metals that exhibits superconductivity at lower temperature or under high pressure are shown in the following periodic table, where “black-shaded” simple substance metals show superconductivity (at lower temperature, ■ , while at lower temperature and under higher pressure, ▲ ) You might as well regard that in a suﬃciently clean metal, the resistivity goes to zero at the zero-temperature, which we call “perfect conductor” instead of “superconductor”, the electric conductivity diverges, so that the electric field E vanish inside the materials (j = σE) 265
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Figure 6.1: Resistivity ρ vs. Temperature T by ρ = ρres +aT 2 where ‘res’ denotes residual resistivity. Figure 6.2: Resistivity of superconductor’s ρ vs. Temperature T by ρ = ρres + aT 2 where ‘res’ denotes residual resistivity.



Then, the Maxwell equation tells us that the magnetic field subsequently applied after the system reach the zero-temperature will remains zero inside the material. ∂B = −c rotE ∂t because, during the application of the external fields, the electric field E remains zero inside the materials. Accordingly, both the perfect conductor at the zero-temperature and the superconductor “expels” the external magnetic field, when the fields are applied subsequently after the system reaches the zero-temperature. Remember that his is the case when the field is applied, after the temperature reaches zerotemperature. But, when we reduces the temperature under a finite external magnetic field, this is no longer the case for the “perfect conductor”, while, this is still the case for the “superconductor”. Namely: This exclusive of the magnetic field in the field-cooled superconductor s called as “Meissner eﬀect”, which is more essential “defining property” of superconductors than “the zero-resistivity”. ::::::::::::::: The “Meissner eﬀect” can be understood from a phenomenological equation called London equation: ne2 A mc where j is the current density and A is the vector potential. This equation can be roughly understtod by the following argument. In the superconductor, the electric current flow without any resistivity, so that we might as well begin with the newton’s equation without dissipation: j=−
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m¨ r = −eE Now that the current density is proportional to the velocity of electron j = −ner˙ we might as well naively relate the time-derivative of the current with the electric field: dj ne2 ne2 dA =− E=− dt m mc dt Now that the electric field is given by the time-derivative of the vector potential, we might as well regard that the current is proportional to the vector potential ne2 A mc This London equation is, however, more or less a phenomenological equationand we will later see more microscopic derivation of this equation based on the BCS theory. Thereby, we will see that this equation holds true for a so-called Cooper pair, which is composed of two electrons, so that, the electron number density “n” is replaced by superelectron number density “ns ”. j=−



j = −ρ · 2e · r˙ = −ns er˙



where ρ is the number of cooper pairs.



In any case, this single phenomenological equation captures many important electromagnetic properties including Meissner eﬀect. For example, the Meissner eﬀect can be derived from the London equation as follows: From the Maxwell equation: rotB =



1 ∂E 4π + j c ∂t c



we consider the temporally static situation: rotB =



4π 4πne2 t j=− A c mc2



Now B = rotA, we have 4πne2 rotAt mc2 ( ) 2 ⃗ − ∇(∇ · B ⃗ ) = − 4πne ⃗b − ∇2 B =0 mc2 rot rotB = −



4πne2 1 ⇒∇ B= B = 2 B, mc2 λ 2



√ λ≡



mc2 4πne2



(A)



In order to solve this equation, let us consider a specific geometry of the superconducting material, so that we can define the boundary condition:
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Consider that the system is the salb geometry which has two parallel planes boundaries at x = −L/2 and at x = L/2. For simplicity, we assume that the system is infinitely large along y, z -direction. We suppose L to be very large. We apply the external field along z direction: ( ) L B x = Bˆ ez 2 Now that the tangential component of B should be continuous at the two boundaries (at x = ±L/2)



6.2 6.2.1



BCS theory, Cooper pairing and Gap equation BCS(Bardeen Copper Schrieﬀer) Hamiltonian



Based on the experimental observation of the isotope eﬀect, many people in 1950s had worked on the eﬀect of electron-phonon interaction. As we have seen in the Section 5.2, the electron-phonon coupled field theory is equivalent to the electron system with the attractive electron-electron interaction, so that we begin with the following simplified Hamiltonian called as the BCS Hamiltonian: [



∫ ˆ =K ˆ 0 + Vˆ = K −



g 2



∫



3



d



xψα† (x)



1 2m



(



eA(x) −iℏ∇ + c



)2



] − µ ψα (x)



d3 xψα† (x)ψβ† (x)ψβ (x)ψα (x)



where A(x) is a vector potential. Prior to the BCS theory, Cooper had considered two-electrons problem, which are introduced into a Fermi sea and which are interacting with each other via the attractive interaction. Without the attractive interaction, the energy cost we need to pay for these creations is ℏk 2 ℏk12 + 2 − 2µ > 0 2m 2m which is positive (so that the metal is stable). Cooper showed that, once the small attractive interaction between these two are introduced, the energy “cost” for the creating this pari of fermions near the Fermi surface becomes “negative”, due to the binding energy. between these two particles, ∆E =



ℏk 2 ℏk12 + 2 − 2µ < 0 2m 2m This means that, once the attractive interaction are introduced near the Fermi surface, which is indeed the case with the “eﬀective” BCS Hamiltonian, the Fermi sea (the ground state wave ∆E =
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function for normal metal) is stable toward the formations of many pairs of fermions which are bound together by the attractive interaction. However, Cooper also showed that a finite binding energy between the two fermions comes from the Pauli exclusion due to the background Fermi-sea state. Therefore, the “true” ground state which we would obtain from the Fermi-sea state is NOT just a pure state of many bound pairs. Instead, the true ground state is :a:::::: linear :::::::::::: superposition::: of ::::: those :::::: states :::::: having:::::::: diﬀerent::::::: number of the bound pairs. :::::::::::::::: |Ψ⟩ = |N − particle⟩ + |(N + 2) − particle⟩ + |(N + 4) − particle⟩ + · · · + |(N + 2m) − particle⟩ + · · · (A) Contrary to the ground state wavefunction for the normal phase, such a wave function gives a finite expectation value of the square of the creation fields: ⟨Ψ|ψ † ψ † |Ψ⟩ =⟨(N + 2) − particle|ψ † ψ † |N − particle⟩ + ⟨(N + 4) − particle|ψ † ψ † |(N + 2) − particle⟩ + · · · ̸= 0 In fact, we will see that the BCS ground state wavefunction is given by this type linear superposition where each of these multiparticle states have a phase coherence |Ψ⟩ = eiϕN |N − particle⟩ + eiϕN +2 |(N + 2) − particle⟩ + eiϕN +4 |(N + 4) − particle⟩ + · · · where ϕM are not randomly distributed in M . Based on this observation, BCS regards ⟨ψ † ψ † ⟩ (or ⟨ψψ⟩) as an order-parameter for the superconductivity, and construct the Mean-field theory for ⟨ψ † ψ † ⟩. The BCS Hamiltonian reads ( 2 2 ) ℏ ∇ d3 xψα† (x) − − µ ψα (x) 2m ∫ 1 − d3 xψˆα† (x)ψˆβ† (x)ψˆβ (x)ψˆα (x) 2 ∫



ˆ = K



where the interaction part can be rewritten into ψα† (x)ψβ† (x)ψβ (x)ψα (x) ( ) = ⟨ψα† (x)ψβ† (x)⟩ + ψα† (x)ψβ† (x) − ⟨ψα† (x)ψβ† (x)⟩ × (⟨ψβ (x)ψα (x)⟩ + ψβ (x)ψα (x) − ⟨ψβ (x)ψα (x)⟩) Suppose that the fluctuation from the mean-field (ψα† (x)ψβ† (x) − ⟨ψα† (x)ψβ† (x)⟩) is small; we ignore the quadratic in the fluctuation:
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(



) ψα† (x)ψβ† (x) − ⟨ψα† (x)ψβ† (x)⟩



× (ψα (x)ψβ (x) − ⟨ψα (x)ψβ (x)⟩) → 0 The other terms are summarized as =ψα† (x)ψβ† (x)⟨ψα (x)ψβ (x)⟩ + ⟨ψα† (x)ψβ† (x)⟩ψα (x)ψβ (x) − ⟨ψα† (x)ψβ† (x)⟩⟨ψα (x)ψβ (x)⟩ from which we obtain a mean-field Hamiltonian ∫ { } ˆ eﬀ =K ˆ 0 − g d3 x ⟨ψα† (x)ψ † (x)⟩ψβ (x)ψα (x) + ψα† (x)ψ † (x)⟨ψβ (x)ψα (x)⟩ + const K β β 2 ∫ { } ˆ 0 − g d3 x ⟨ψ † (x)ψ † (x)⟩ψ↓ (x)ψ↑ (x) + ⟨ψ↓ (x)ψ↑ (x)⟩ψ † (x)ψ † (x) + const =K ↑ ↓ ↑ ↓ 2 ∫ { } ˆ 0 − g d3 x ⟨ψ↓ (x)ψ↑ (x)⟩ψ † (x)ψ † (x) + ψ↓ (x)ψ↑ (x)⟨ψ † (x)ψ † (x)⟩ =K ↑ ↓ ↑ ↓ ∫ + g d3 x⟨ψ↓† (x)ψ↑† (x)⟩⟨ψ↑ (x)ψ↓ (x)⟩ In order to make the theory self-consistent, we assume that the mean-field is given by the expectation value of the product of the creation fields, calculated with respect to the ground state ::::::::::::::::::::::::::::::::::::: wavefunction for mean-field Hamiltonian: :::::::::::::::::::::::::::::::::::: ⟨ψ↓† (x)ψ↑† (x)⟩ ≡ ⟨Φ0 |ψ↑† (x)ψ↑† (x)|Φ0 ⟩ ˆ eﬀ . where |Φ0 ⟩ is the ground state w.f for K ∫ ˆ eﬀ = K



d ∫



−g



3



xψα† (x)



) ( 2 2 ℏ ∇x − µ ψα (x) − 2m



d3 x{⟨ψ↓† (x)ψ↑† (x)⟩ψ↑ (x)ψ↓ (x)



+ ψ↓† (x)ψ↑† (x)⟨ψ↑† (x)ψ↓† (x)⟩} ∫ + g d3 x⟨ψ↓† (x)ψ↑† (x)⟩⟨ψ↑ (x)ψ↓ (x)⟩ :::::::::::



−∆(x)



Provided that the ground state wavefunction does not break the translational symmetry spontaneously, we can regard that the mean-field does not depends on the space coordinate. g⟨ψ↓† (x)ψ↑† (x)⟩ ≡ −∆∗ ≡ |∆|e−iθ With this in mind, the mean-field Hamiltonian is readily diagonalized:
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  ξk ∑  ℏ2 k 2  = − µ c†k,α ck,α  2m k,α



+ ∆∗



∑



ck↑ c−k↓ + ∆



∑



k



c†−k↓ c†k↑ − ∆



∑ † ⟨c−k↓ c†k↑ ⟩ k



k



( )( ) } ∑{ † ∑ † ck↑ ξk −eiθ |∆| = (ck↑ c−k↓ ) + ξ −∆ ⟨c−k↓ c†k↑ ⟩ † k −iθ −e |∆| −ξk c−k↓ k



k



A unitary transformation gives    ck↑ uk  = −e−iθ vk c†−k↓



eiθ vk



 



uk



αk † β−k



 



with   2uk vk   



|∆| =√ 2 ξk + |∆|2



    u2k − vk2



ξk =√ 2 ξk + |∆|2



Or equivalently      uk    



1 =√ 2



        vk



1 =√ 2



(



(



ξk 1+ √ 2 ξk + |∆|2 ξk 1− √ 2 ξk + |∆|2



)1/2



)1/2



In terms of this, we have



ˆ eﬀ = K



} ∑ {√ ∑ † † ξk2 + |∆|2 (αk† αk − β−k β−k ) + ξk − ∆ ⟨c−k↓ c†k↑ ⟩ k



∑√ =V + ξk2 + |∆|2 (αk† αk + βk† βk )



k



k



where V ≡



∑



{ξk −



√ ξk2 + |∆|2 − ∆⟨c†−k↓ c†k↑ ⟩}



k



ˆ eﬀ is given by a quadratic form in the creation fields (α† , β † ) and annihilation fields Now that K k k ˆ eﬀ is given by a multi particle state of these new quasic particle. (αk , βk ), the eigen state of K
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V + |∆| V k k0 = k − kF



Figure 6.3: Excited spectrum; red line for ground BCS state, and solid line for single excited state; k0 stands for ξk0 = 0. Noting that these fields as well as the original fields (ck,σ , c†k,σ ) are fermion fields, the eigen state is given by |(k1 , α1 ), · · · , (kn β)⟩ = αk† 1 · · · βk† n |Φ0 ⟩ where |Φ0 ⟩ denotes the vacuum of α-particle and β-particle (called as Bogoliubov particles).   αk |Φ0 ⟩ = 0  



βk |Φ0 ⟩



=0



√ Since creating the Bogoliubov particles is always accompanied by a positive energy ( ξk2 + |∆|2 > ˆ eﬀ , whose energy is V . 0), the vacuum is nothing but the ground state wavefunction of K ∑



ˆ eﬀ |Φ0 ⟩ = K



k



ξk −



√



† 2 +|∆|2 −∆⟨c† ξk −k↓ ck↑ ⟩



V |Φ0 ⟩



A group of the lowest excited states is given by “one-particle” state of the Bogoliubov particle αk† |Φ0 ⟩ = |k, α⟩ βk† |Φ0 ⟩ = |k, β⟩ √ ξk2 + |∆|2 )αk† |Φ0 ⟩ √ which is a gapped excitation (See Fig. 6.3) because of ξk2 + |∆|2 ≥ |∆|. This gapped behaviour of the one-particle excitation of the Bogoliubov particle is the origin of the thermal activation form of the low-temperature specific heat in superconductors. (see later) To see the mean-field ground state wavefunction thus introduced indeed take the form of eq. A, let us construct the |Φ0 ⟩ in terms of the original (electron) creation and annihilation operators: Now that αk and βk are given by a linear combination of ck↑ and c†−k↓ ˆ eﬀ α† |Φ0 ⟩ = (V + K k
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αk † β−k











uk



= e−iθ vk



−eiθ vk



 



uk



ck↑ c†−k↓
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or αk = uk ck↑ − eiθ vk c†−k↓ β−k = eiθ vk c†k↑ + uk c−k↓ (βk = eiθ vk c†−k↑ + uk ck↓ ) This vacuum of such Bogoliubov particles given by: 1 ∏ |Φ0 ⟩ = (uk + eiθ vk c†k↑ c†−k↓ )|vac⟩ k



where |vac⟩ denotes the vacuum of the original electrons (ckσ |vac⟩ = 0 for ∀ k, σ) and the product over k is taken over all momentum. In fact, one can see that αk′ |Φ0 ⟩ =



∏ k̸=k′



=



∏



k̸=k′



(uk + eiθ vk c†k↑ c†−k↓ ) × (uk′ ck′ ↑ − eiθ vk′ c†−k′ ↓ )(uk′ + eiθ vk′ c†k′ ↑ c†−k′ ↓ )|vac⟩ (uk + eiθ vk c†k↑ c†−k↓ )



× (u2k′ ck′ ↑ + eiθ uk′ vk′ (1 − c†k′ ↑ ck′ ↑ )c†−k′ ↓ − eiθ uk′ vk′ c†−k′ ↓ + eiθ vk2 ′ c†k′ ↑ (c†−k′ ↓ )2 )|vac⟩ =0 Similar for applying βk′ on this and obviously derive a 0 as well. Then, the many body wavefunction is given by “a linear superposition of those states having diﬀerent but even numbers of electrons”. |Φ0 ⟩ = |vac⟩ + |2 − particle⟩ + |4 − particle⟩ + · · · so that the expectation value of the product of two creation fields can be finite. To calculate ⟨ψ↓ (x)† ψ↓ (x)† ⟩, notice first that |Φ0 ⟩ is already normalized ⟨Φ0 |Φ0 ⟩ = ⟨vac|



∏ {(uk + e−iθ vk c−k↓ ck↑ )(uk + eiθ vk c†k↑ c†−k↓ )}|vac⟩ k



∏ = ⟨vac| {u2k + vk2 c−k↓ ck↑ c†k↑ c†−k↓ }|vac⟩ =1−c†k↑ ck↑



= ⟨vac|vac⟩ = 1 Thus the mean-field is readily calculated as follows: 1 This



solution is derived based on guess, not rigorous calculation. The following shows some check for this solution.
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1 ⟨ψ↓ (x) ψ↑ (x) ⟩ = V †



†



∫



d3 x⟨ψ↓ (x)† ψ↑ (x)† ⟩ =



1 ∑ ⟨Φ0 |c†−k↓ c†k↑ |Φ0 ⟩ V k



left hand side is independent of x 1 ∑ ⟨vac|(uk + e−iθ vk c−k↓ ck↑ )c†−k↓ c†k↑ (uk + eiθ vk c†k↑ c†−k↓ )|vac⟩ = V k 1 −iθ ∑ =− e vk uk V k



Multiply g and substitute the expressions for uk , vk in terms of ∆, we obtain ∫



g |∆| = 2



d3 k |∆| √ (2π)3 ξk2 + |∆|2



which is called a “gap equation”, determine |∆|. Remember that the attraction interaction in the BCS Hamiltonian applies for those two electrons which are lying within an energy shell of the thickness ℏωD from the Fermi surface (see previous argument). ˆ eﬀ with finite |∆| holds true only for those momentum k, which This restriction tells us that K satisfy ℏ2 k 2 − µ| < ℏωD 2m For the other k, the oﬀ-diagonal term connecting ck↑ and c−k↓ should be set to zero: |ξk | ≡ |



ˆ eﬀ = K



∑



∑



ξk c†kα ckα + ∆∗



c†−k↓ c†k↑



k,|ξk |


k,|ξk |


k,α



∑



ck↑ c−k↓ + ∆



which leads to   (uk , vk ) = (1, 0) for ξk > ℏωD  



(uk , vk ) = (0, 1) for ξk < −ℏωD



Thus, the right hand side acquires a cut oﬀ: |∆| =



∫



g 2



|ξk |≤ℏωD



d3 k |∆| √ 3 2 (2π) ξk + |∆|2



because { uk vk =



√



∆ 2 +|∆|2 ξk



f or |ξk | ≤ ℏωD



9 f or otherwise ..............................................................................................
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∫ ℏωD ∫ ℏωD def d3 k 1 ∑ 1 ∑ f (ξ ) = f (ξ ) = dωf (ω) δ(ω − ξ ) ≡ dωf (ω)dωf (ω)N (ω) k k k (2π)2 V V −ℏωD −ℏωD k



k



..............................................................................................



= g |∆| 



∫



ℏωD



 |∆| dωN (ω) √  2 ω + |∆2 | −ℏωD



In usual metal, characteristic frequency scale of N (ω) (e.g. band width) is much larger than the band width of the acoustic phonon (ℏωD ). As such, one might as well replace N (ω) by the density of state at the chemical potential N (0) ∫



[ ] ℏωD √ 1 dω √ = gN (0) ln[ω + ω 2 + |∆2 |] 2 + |∆|2 0 mkF ω 0 2π 2 ℏ2 [ ] √ ℏωD + (ℏωD )2 + |∆2 | = gN (0) ln |∆| ( ) 2ℏωD ≈ gN (0) ln (∆ ≪ ℏωD ) ∆ ℏωD



1 = gN (0)



|∆| = 2ℏωD e− gN (0) 1



(B)



For typical metals, N (0)g ≈ 0.2 − 0.3 so that |∆| can be induced regarded as much smaller than ℏωD . .............................................................................................. In order to generalize the BCS mean-field theory to a finite temperature, we have only to change the interpretation of ⟨ψ↓† (x)ψ↑† (x). Namely, the mean0field is now given by the ensemble average of the product of the creation field ˆ eﬀ calculated with respect to K Tr[e−β Keff ⟨ψ↓† (x)ψ↑† (x)] ˆ



⟨ψ↓† (x)ψ↑† (x) =



Tr[e−β Kˆ eff ]



As we will see below, the right hand side can be calculated in terms of the temperature Green’s function and it is given by the mean-field itself. To do this, let us first introduce the Heisenberg operator in the imaginary time;1 1 For



later convenience, we will introduce the external vector potential into the mean-field Hamiltonian [ ] ( ) ∫ ∫ 1 eA(x) 2 3 † ˆ Keﬀ = d xψα (x) −iℏ∇ + − µ ψα (x) − g d3 x{⟨ψ↓† (x)ψ↑† (x)ψ↑ (x)ψ↓ (x) + h.c.} + · · · 2m c
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ˆ ˆ ψˆk↑ (x, τ ) = eKeff τ /ℏ ψˆ↑ (x)e−Keff τ /ℏ ˆ ˆ † ψˆk↓ (x, τ ) = eKeff τ /ℏ ψˆ↓† (x)e−Keff τ /ℏ



which satisfy the following linearized equations of motions respectively:



ℏ



ℏ



[ ] ∂ ψˆk↑ ˆ ˆ eﬀ , ψˆ↑ (x) e−Kˆ eff τ /ℏ = eKeff τ /ℏ K ∂τ ] { [ } ( )2 ∫ [ ] 1 eA ˆ eff τ /ℏ ˆ † † K 3 ′ ′ ′ ′ ′ ′ − µ ψˆ↑ (x) − g d x ψ↓ (x )ψ↑ (x ), ψ↑ (x ) ⟨ψ↑ (x )ψ↓ (x )⟩ e−Keff τ /ℏ =e − −iℏ∇ + 2m c { } ⇒ ψ↓† (x′ ) ψ↑† (x′ ), ψ↑ (x) [ ] ( )2 1 eA † =− −iℏ∇ + − µ ψˆ↑ (x, τ ) − gψk↓ (x, τ )⟨ψ↑ (x)ψ↓ (x)⟩ 2m c † ∂ ψˆk↓



∂τ



[ ] ˆ ˆ eﬀ , ψˆ† (x) = eKeff τ /ℏ K ↓ [ {∫ [ ] ] ( )2 1 eA ˆ eff τ /ℏ † ′ † ′ K 3 ′ =e d x ψα (x ) −iℏ∇ + − µ ψα (x ), ψ↓ (x) 2m c } ∫ [ ] ˆ † † † 3 ′ ′ ′ ′ ′ ′ − g d x ⟨ψ↓ (x )ψ↑ (x )⟩ ψ↑ (x )ψ↓ (x ), ψ↓ (x ) e−Keff τ /ℏ ] ]  ( )2 eA † ′ −iℏ∇ + − µ ψα (x ), ψ↓ (x)  d x  c     [ ] ( )2  ∫ { }   1 eA † ′ ′ 3 ′ † = d x −iℏ∇ + − µ ψα (x ) · ψα (x ), ψ↓ (x)    2m c   δα,↓ δ 3 (x−x′ )  [  ]   ( ) 2   1 eA † =  −iℏ∇ + − µ ψ↓ (x)   2m c    [  ] ψ↑ (x′ )ψ↓ (x′ ), ψ↓† (x) = ψ↑ (x)δ 3 (x − x′ ) ] [ ( )2 eA 1 † (x, τ ) − g⟨ψ↓† (x)ψ↑† (x)⟩ψk↑ (x, τ ) iℏ∇x + − µ ψk↓ = 2m c 



∫



[



3 ′



ψα† (x′ )



[



1 2m



Using these Heisenberg operators we next define the time-ordered Green’s function † † † g(x, τ ; x′ , τ ′ ) = −⟨Tτ [ψˆk↑ (x, τ )ψˆk↑ (x′ , τ ′ )]⟩ = −θ(τ −τ ′ )⟨ψˆk↑ (x, τ )ψˆk↑ (x′ , τ ′ )⟩+θ(τ ′ −τ )⟨ψˆk↑ (x′ , τ ′ )ψˆk↑ (x, τ )⟩



Using the equations of motion for ψˆk↑ (x, τ ), we can derive that for the Green’s function
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{ } ˆk↑ (x, τ ) ∂ ∂ ψ † ℏ g(x, τ ; x′ , τ ′ ) = −ℏδ(τ − τ ′ )⟨{ψˆk↑ (x, τ ), ψˆk↑ (x′ , τ ′ )}⟩ − ⟨Tr ℏ · ψˆk↑ (x′ , τ ′ )† ⟩ ∂t ∂τ [ ] ( )2 1 eA † † ′ ′ ′ ˆ ˆ = −ℏδ(τ − τ )⟨{ψk↑ (x, τ ), ψk↑ (x , τ )}⟩ + −iℏ∇ + − µ ⟨Tr{ψˆk↑ (x, τ )ψˆk↑ (x′ , τ ′ )}⟩ 2m c † + g⟨ψ↑ (x)ψ↓ (x)⟨Tr{ψˆk↓ (x, τ )ψˆk↓ (x′ , τ ′ )}⟩ [ ] ( )2 1 eA † ′ 3 ′ = −ℏδ(τ − τ )δ (x − x ) + −iℏ∇ + − µ ⟨Tτ {ψk↑ (x, τ )ψk↑ (x′ , τ ′ )}⟩ 2m c † † + g⟨ψk↑ (x)ψk↓ (x)⟩⟨Tτ {ψk↓ (x, τ )ψk↑ (x′ , τ ′ )}⟩ [ ] ( )2 eA 1 ′ 3 ′ −iℏ∇ + − µ g(x, τ ; x′ , τ ′ ) − ⟨ψk↑ (x)ψk↓ (x)⟩F † (x, τ ; x′ , τ ′ ) = −ℏδ(τ − τ )δ (x − x ) − 2m c ⇒∆(x)



where we define new function, which we often call as “anomalous” Green’s functions; def



F(x, τ ; x′ , τ ′ ) ≡ −⟨Tτ {{ψk↑ (x, τ )ψk↓ (x′ , τ ′ )}⟩ def



† † F † (x, τ ; x′ , τ ′ ) ≡ −⟨Tτ {{ψk↓ (x, τ )ψk↑ (x′ , τ ′ )}⟩



Equation of motion for the anomalous Green’s function and that for the (normal) Green’s function comprise a closed coupled equations of motion:



ℏ



∂ ∂ψk↑ (x, τ ) F(x, τ ; x′ , τ ′ ) = −⟨Tτ {{ℏ ψk↓ (x′ , τ ′ )}⟩ ∂τ ∂τ [ ] ( )2 1 eA † = −iℏ∇ + − µ ⟨Tτ {ψk↑ (x, τ )ψk↑ (x′ , τ ′ )}⟩ 2m c † † + g⟨ψk↑ (x)ψk↓ (x)⟩⟨Tτ {ψk↓ (x, τ )ψk↑ (x′ , τ ′ )}⟩



Namely, we assume that the Zeeman coupling between applied magnetic field and electron spin is negligible, so that † † ⟨Tτ {ψk↓ (x, τ )ψk↓ (x′ , τ ′ )}⟩ = ⟨Tτ {ψk↑ (x, τ )ψk↑ (x′ , τ ′ )}⟩



With this assumption in mind, we have [ ] ( )2 1 eA ∂ ′ ′ −iℏ∇ + − µ F(x, τ ; x′ , τ ′ ) ℏ F(x, τ ; x , τ ) = ∂τ 2m c + g⟨ψk↑ (x)ψk↓ (x)⟩ ⇒−∆(x)



Similar, we have



g(x, τ ; x′ , τ ′ ) † ⟨Tτ {ψk↓ (x,τ )ψk↓ (x′ ,τ ′ )}⟩
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CHAPTER 6. APPLICATION TO SUPERCONDUCTIVITY ⟨ {( ) }⟩ ∂ ∂ † † ′ ′ ′ ′ ℏ F(x, τ ; x , τ ) = − T ψ (x, τ ) ψk↑ (x , τ ) ∂τ ∂τ k↓ [ ] ( )2 ⟨ { }⟩ 1 eA † † =− −iℏ∇ + − µ Tτ ψk↓ (x, τ )ψk↑ (x′ , τ ′ ) 2m c ⟨ { }⟩ † + g⟨ψ↓† (x)ψ↑† (x)⟩ Tτ ψk↑ (x, τ )ψk↑ (x′ , τ ′ ) ] [ ( )2 eA 1 −iℏ∇ + − µ F(x, τ ; x′ , τ ′ ) − g⟨ψ↓† (x)ψ↑† (x)⟩g(x, τ ; x′ , τ ′ ) = 2m c ∗ ⇒∆ (x)



with the definition of ∆(x): ∆(x) = −g⟨ψ↑ (x)ψ↓ (x)⟩ = g⟨ψ↓ (x)ψ↑ (x)⟩ we have [



] ( )2 1 eA −ℏ∂τ − −iℏ∇ + + µ F(x, τ ; x′ , τ ′ ) = ∆(x)g(x′ , τ ′ ; x, τ ) 2m c [ ] ( )2 1 eA ℏ∂τ − −iℏ∇ + + µ F † (x, τ ; x′ , τ ′ ) = ∆∗ (x)g(x, τ ; x′ , τ ′ ) 2m c



(C-1)



(C-2)



In terms of the so-called Nambu Vector,   ψk↑ (x, τ )  Ψk (x, τ ) =  † ψk↓ (x, τ ) introduce a 2 × 2 matrix formed Green’s function g(x, τ ; x′ , τ ′ ) = −⟨Tτ {Ψk (x, τ )Ψ†k (x′ , τ ′ )}⟩ [ ] † −⟨Tτ {ψk↑ (x, τ )ψk↑ (x′ , τ ′ )}⟩ −⟨Tτ {ψk↑ (x, τ )ψk↓ (x′ , τ ′ )}⟩ = † † † −⟨Tτ {ψk↓ (x, τ )ψk↑ (x′ , τ ′ )}⟩ −⟨Tτ {ψk↓ (x, τ )ψk↓ (x′ , τ ′ )}⟩ [ ] g(x, τ ; x′ , τ ′ ) F(x, τ ; x′ , τ ′ ) = † ′ ′ F (x, τ ; x , τ ) −g(x′ , τ ′ ; x, τ ) The equations of motion for the Green’s function derived so fat are summarized into a following 2 × 2 matrix form: [ −ℏ∂τ − [ =



1 2m



( −iℏ∇ + ∆∗ (x)



ℏδ(τ − τ ′ )δ 3 (x − x′ ) 0



) eA 2 c



]



+µ



∆(x) ( 1 −ℏ∂τ + 2m −iℏ∇ + ] 0 ℏδ(τ − τ ′ )δ 3 (x − x′ )



[



g(x, τ ; x′ , τ ′ ) × ) 2 eA F † (x, τ ; x′ , τ ′ ) −µ c



F(x, τ ; x′ , τ ′ ) −g(x′ , τ ′ ; x, τ )



(C-3)



]
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(where the reason is: † ℏ∂τ (−g(x, τ ; x′ , τ ′ )) = ℏ∂τ (⟨Tτ {ψk↓ (x, τ )ψk↓ (x′ , τ ′ )}⟩) † † (x, τ ))ψk↓ (x′ , τ ′ )}⟩ = −ℏ∂τ δ(τ − τ ′ )⟨{ψk↓ (x, τ )ψk↓ (x′ , τ ′ )}⟩ − ⟨Tτ {ℏ∂τ (ψk↓ [ ] ( )2 1 eA † = −ℏδ(τ − τ ′ )δ 3 (x − x′ ) − (x, τ )ψk↓ (x′ , τ ′ )}⟩ −iℏ∇ + − µ ⟨Tτ {ψk↓ 2m c



+ g⟨ψ↓† (x)ψ↑† (x)⟩⟨Tτ {ψk↑ (x, τ )ψk↓ (x′ , τ ′ )}⟩ −∆∗ (x)



[



1 = −ℏδ(τ − τ )δ (x − x ) + 2m ′



3



′



] ( )2 eA −iℏ∇ + − µ (−g(x′ , τ ′ ; x, τ )) + ∆∗ (x)F(x, τ ; x′ , τ ′ ) c



)



In the remaining part of this section, we will study this Gorkov equation in several limiting case. 1 • Thermodynamics of an infinitely large bulk superconductor without external magnetic field (A = 0), from which we obtain a finite temperature gap equation for the order parameter. • Solving this gap equation, we will obtain the superconducting transition temperature (Tc ) as a function of the density of the state, the attractive interaction strength (g), the Debye frequency. • Solving this gap equation, we will also obtain how the order parameter ∆ behaves as a function of the temperature (T < Tc ). Without the magnetic field (vector potential), (    −ℏ∂τ +



ℏ2 ∇2x 2m



) + µ g(x, τ ; x′ , τ ′ ) + ∆(x)F † (x, τ ; x′ , τ ′ ) = ℏδ(τ − τ ′ )δ 3 (x − x′ )



(   ∆∗ (x)g(x, τ ; x′ , τ ′ ) + −ℏ∂ + τ



ℏ2 ∇2x 2m



) + µ F † (x, τ ; x′ , τ ′ ) = 0



with ∆(x) ≡ g⟨ψ↓ (x)ψ↑ (x)⟩ = gF † (x, τ +; x, τ ) the system becomes translationally symmetric, so that both Green’s functions depend only on the relative coordinates: g(x, τ ; x′ , τ ′ ) → g(x − x′ , τ − τ ′ ) F(x, τ ; x′ , τ ′ ) → F (x − x′ , τ − τ ′ ) ∆(x) → ∆ ≡ gF(0, 0+)
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Fourier series of these functions are introduced as



g(x, τ ) =



1 ∑ βℏ iω



∫



d3 k −iωn τ +ik·x e g(k, iωn ) (2π)3



n



1 ∑ F(x, τ ) = βℏ iω



∫



d3 k −iωn τ +ik·x e F(k, iωn ) (2π)3



n



whose equation of motions are given by ) ( ℏ2 k2 + µ g(k, iωn ) + ∆F † (k, iωn ) = ℏ iℏωn − 2m ( ) ℏ2 k2 ∗ ∆ g(k, iωn ) + iℏωn + − µ F † (k, iωn ) = ℏ 2m Here, we took it for granted that ∆ does not depend on the coordinate, because of the translational symmetry: ∫ d3 k −iωn 0++ik·0 1 ∑ e F(k, iωn ) βℏ iω (2π)3 n ∫ 1 ∑ −iωn η d3 k =g e F(k, iωn ) βℏ iω (2π)3



∆ = gF(0, 0+) = g



n



Remember again that the attractive interaction in the BCS Hamiltonian applies for those electrons which are within an energy shell of the thickness ℏωD from the Fermi surface. This restriction tells us that the coupled equations of g and F † holds true only for those k satisfying |ξk | ≡ |ℏ2 k2 /2m − µ| < ℏωD . For the other k, the ‘oﬀ-diagonal’ term connecting g and F † reduces to zero: ( ) ℏ2 k2 iℏωn − + µ g(k, iωn ) = ℏ 2m ( ) 2 2 ℏ k iℏωn + − µ F † (k, iωn ) = ℏ 2m which leads to    g(k, iωn ) =



ℏ 2 k2 iℏωn − ℏ2m +µ



  F † (k, iω ) = 0 n For |ξk | < ℏωD , the coupled equation of motions are readily solved in favor of g & F † :     )  (  2 2 2 2 ℏ k 1  ℏ k − iℏωn − +µ iℏωn + − µ + ∆ F † = ℏ ∗   2m ∆ 2m ξk
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) } 1 { ( − −(ℏωn )2 − ξk2 + |∆|2 F † (k, iωn ) = ℏ ∗ ∆ ℏ∆∗ F † (k, iωn ) = 2 (ℏωn ) + ξk2 + |∆|2 g(k, iωn ) = −



ℏ(iℏωn + ξk ) (ℏωn )2 + ξk2 + |∆|2



In terms of the anomalous Green’s function, ∆ is given by1 ∫ d3 k 1 ∑ −iωn η ∆ e 3 (ℏω )2 + ξ 2 + |∆|2 βℏ iω (2π) n |ξk |


At the zero-temperature, this gap equation reduces to that we derived before, and |∆| was already obtained as eq.(B) |∆ ≒ 2ℏωD e−1/gN (0)



(B)



√ On increasing the temperature, tanh(βℏ ω 2 + |∆|2 /2) decreases for√fixed ω. In order to compensate this decrease in the right hand side of the gap equation, 1/ ω 2 + |∆|2 increases, for fixed ω. Namely, |∆| should decrease, when the temperature increases. At some finite temperature called the “critical temperature”, ∆ eventually reduces to zero, where the system transforms from the superconducting phase (∆ ̸= 0) to the normal metallic phase (∆ = 0). The critical temperature Tc can be solved by setting ∆ to be zero, in the gap equation. 1 this



is derived by a residue, see from the figure after equations
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ℏωD



dω tanh ω



(



ℏω 2kB Tc



)



∫



ℏωD 2kB Tc



= gN (0) 0



dx tanh x x



The superconducting critical temperature as well we the superconducting gap ∆ is usually much smaller than the Debye frequency. In such a case, the right hand side is dominated by the logarithmic ℏωD divergence associated with large . To single out this dominant contribution, let us take the 2kB Tc partial integral with respect x in the right hand side. ∫



xc 0



∫ ∞ xc ∫ xc 1 1 dx ln x tanh x = [ln x tanh x] − ln x dx = ln x − c 2 2 dx + f (xc ) x 0 cosh x cosh x 0 0 4eγ = ln xc + ln + f (xc ) π



(where



lim f (xc ) = 0, γ = 0.5772, the Euler’s constant. )



xc →+∞



Taking into account up to the next leading term in the small Tc limit, we obtain Tc as follows:  xc  4eγ  1  ℏωD ≒ ln  ·  gN (0) 2kB Tc π 2eγ ℏωD e−1/gN (0) π ≒ 1.13ℏωD e−1/gN (0)



kB T c =



(D)



Comparing eq.(B) with eq.(D), one can see that Tc and the superconducting gap ∆ at T = 0 has a “universal” ratio, which does not depend on microscopic parameter. ∆(T = 0) = πe−γ = 1.76... kB T c which is indeed satisfied by many superconducting phases observed in simple-substance metals; ∆(T = 0) = 1.6(Cd), 1.3 ∼ 2.1(Al), 1.6(Sn) kB Tc Since the Debye frequency is inversely proportional to the square root of the ionic mass; √ B 1 ωD ∝ c · a−1 = M n0 a where c the sound velocity for the acoustic phonon, , a the mean spacing of ions, n0 the mean density of ions. Eq.(D) suggests that the superconducting transition temperature is also inversely proportional to the square-root of the ionic mass; Tc ∝ M −1/2 which is consistent with the isotope eﬀect in experiments.
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Gap equation at T ̸= 0 is: ∫



ℏωD



1 = gN (0) 0



(



1



dω √ tanh ω 2 + |∆|2



βℏ



) √ ω 2 + |∆|2 2



The gap equation at T ̸= 0 can be also solved analytically in two limiting situations:   ∆(T ) ≒ ∆0 − (2π∆0 kB T )1/2 e−∆0 /kB T , T ≪ Tc   [ ]1/2 ( )1/2   8 ∆(T ) ≒ kB Tc π 1 − TTc 7ζ(3) .............................................................................................. Thermodynamics function: In order to evaluate the critical magnetic field Hc (T ) and the specific heat cV in the BCS superconductor, let us next calculate the thermodynamic function using the formula derived in previous sections We begin with ( [ ]) 1 ˆ − ln Tr e−β Keff (h) β [ ˆ ] ⟨ ⟩ ˆ eff (g) ∂ Keff (g) −β K Tr e ˆ eﬀ (g) ∂g ∂K [ ] = ≡ ∂g Tr e−β Kˆ eff (h) ˆ eff K



∂ΩBCS (g) ∂ = ∂g ∂g



by such replacing ∫ { } ˆ ˆ Keﬀ (g) = K0 − g d3 x ⟨ψ↓† (x)ψ↑† (x)⟩ψ↑ (xψ↓ (x + ψ↓† (x)ψ↑† (x)⟨ψ↑ (xψ↓ (x⟩ − ⟨ψ↓† (x)ψ↑† (x)⟩⟨ψ↑ (xψ↓ (x⟩ ⟨ ⟩ ∫ ˆ eﬀ (g) ∂K = ... = − d3 x⟨ψ↓† (x)ψ↑† (x)⟩⟨ψ↑ (xψ↓ (x⟩ ∂g ˆ eff K ∫ 1 = − d3 x |∆(x)|2 g where by g⟨ψ↓† (x)ψ↑† (x)⟩ ≡ −∆∗ (x) Noting that ΩBCS (g = 0) is nothing but the thermodynamics potential of the free electron gas, ′ (Ωn ) one can safely integrate the above equation with respect g ( ) from 0 to g. ∫ BCS



Ω



g



(g) − Ωn = 0



∂ΩBCS (g ′ ) dg ′ ∂g ′



∫ =− 0



g



1 dg ′ 2 (g ) ′



∫



d3 x|∆′ (x)|2



(E)



Remember that ∆′ (x) in the integrate is a function of g ′ , which is clear from the above derivation. More specifically, the gap equation at finite T holds true for arbitrary g ′ ∈ [0, g]; ( √ ) ∫ ℏωD βℏ ω 2 + |∆′ |2 1 ′ tanh 1 = g N (0) dω √ 2 ω 2 + |∆′ |2 0



284



CHAPTER 6. APPLICATION TO SUPERCONDUCTIVITY



or equivalent,



1 = N (0) g′



∫



ℏωD



dω √



0



(



1 ω 2 + |∆′ |2



tanh



) √ βℏ ω 2 + |∆′ |2 2



Taking the derivative of the gap equation with respect to g ′ , we will obtain the following formal relation:



1 ∂|∆′ | − ′ 2 = N (0) · (g ) ∂g ′



′



∫



(



ℏωD



dξ 0



(



1



√ tanh ω 2 + |∆′ |2



)) √ βℏ ω 2 + |∆′ |2 2



Substituting this into eq.(E), we can change the integral variable from g ′ to ∆′ (as a function of



g ).



∫



|∆|(g)



ΩBCS (g) − Ωn = V N (0)



d|∆|′ |∆|′2



0



and take E ′ =



√



ω 2 + |∆′ |2 .



Taking the partial integral, we have



∫ 0



ℏωD



∂ dξ ∂|∆|′



( √



1 ω 2 + |∆′ |2



( tanh



)) √ βℏ ω 2 + |∆′ |2 2
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∫
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∫ ℏωD ∫ |∆| |∆|2 βE 1 βE ′ = V N (0) dξ tanh − V N (0) dξ d|∆|′ 2 · |∆|′ ′ tanh E 2 E 2 0 0 n ∫ ℏωD ∫ |∆| ′ ′ |∆| βE  2 1 − 2V N (0) = V N (0)|∆| dξ d|∆|′ ′ tanh  E 2 N (0)g 0 0  ∫ ℏωD ∫ E ′ 2 βE |∆| dE ′ tanh dξ − 2V N (0) =V · g 2 ξ 0 [ ( )] ′ √ dE |∆|′ βE ′ 2 ∂ βE ′ ′ 2 ′2 where we take E = ξ + |∆| , = ′ ; tanh = ln cosh d|∆|′ E 2 β ∂E ′ 2 ( )   βE ∫ ℏωD 2  cosh 2  |∆|2 ( ) dξ ln =V − 2V N (0) g β 0 cosh βξ 2 ( )  ∫ cosh βE ) ∆2 2 4N (0) ℏωD 1 ( BCS ( ) dξ ln  Ω (g) − Ωn = − ⇔ V g β 0 cosh βξ 2 ) (    [ βE ] ] [ βE βE −βE cosh 2 2 + e 2 2 1 + e−βE e e ln   ( )  = ln = ln βξ −βξ βξ  1 + e−βξ  2 + e 2 2 e e   cosh βξ 2     β −βE −βξ = (E − ξ) + ln[1 + e ] − ln[1 + e ] 2 } { ∫ ∫ 4N (0) ℏωD 4N (0) ℏωD β ∆2 − (E − ξ) + ln[1 + e−βE ] + dξ dξ ln[1 + e−βξ ] = g β 2 β 0 0 ∫ ℏωD {√ } 4N (0) ∫ ℏωD { } ∆2 − 2N (0) ξ 2 + ∆2 − ξ − dξ dξ ln[1 + e−βE ] − ln[1 + e−βξ ] = g β 0 0 ∫ ℏωD {√  } [1 ( √ ) ξ 2 ] ξ=ℏωD √ 2 2 2 2 2 2 2 ξ +∆ −ξ = ξ ξ + ∆ + ∆ ln(ξ + ξ + ∆ ) − dξ   2 2 ξ=0  0      { } 1/2 ( )2  ) ( 2 √ ∆ 1 (ℏω )   D 2 2 2 2 2   = (ℏωD ) 1 + + ∆ ln ℏωD + (ℏωD ) + ∆ − ∆ ln ∆ −   2 ℏω 2     ( ( )) ( ) ( ) ( )   2 2   1 2 ∆2 1 ∆ ∆2 ∆ 2   = ∆ + ln ℏω + ℏω 1 + − ln ∆ + O ∆ D D   4 2 2 ℏω 2 ℏω D D       ∆   by ≪ 1   ℏωD   ( ) ( ) ( )   2   ∆2 ∆2 2ℏωd ∆ 2 = + ln +O ∆ 4 2 ∆ ℏωD { 2 ( )} ∫ ℏω D +∞ { } ∆ ∆2 2ℏωd 4N (0)  ∆2 − 2N (0) + ln − dξ ln[1 + e−βE ] − ln[1 + e−βξ ] = g 4 2 ∆ β 0 ℏωD



Within the temperature range in question (T ≤ Tc ≪ limit of the ξ− integrals by +∞ due to ℏωD /kB T ≪ 1.



ℏωD kB ),



we can safely replace the upper



286



CHAPTER 6. APPLICATION TO SUPERCONDUCTIVITY



∫ d3 xg(x, τ ; x, τ +) ∫ d3 k 1 ∑ iωn 0+ =V e g(k, iωn ) (2π)3 βℏ ω n ∫ d3 k 1 ∑ iωn 0+ ℏ(iℏωn + ξk ) =V e (−) (2π)3 βℏ ω −(−ℏωn )2 + Ek2 n ∫ I d3 k dz ezη z + ℏ−1 ξk =V (2π)3 2πi eβℏz + 1 (z + ℏ−1 Ek )(z − ℏ−1 Ek ) { } ∫ 3 d k −ℏ−1 Ek + ℏ−1 ξk 1 −ℏ−1 Ek + ℏ−1 ξk 1 =V + βE (2π)3 e−βEk + 1 2ℏ−1 Ek e k +1 2ℏ−1 Ek {( ) ( )} ∫ 3 1 d k 1 1 ξk 1 1 = V + − − 2 (2π)3 e−βEk + 1 eβEk + 1 Ek e−βEk + 1 eβEk + 1 ( )} { ∫ V ξ 1 1 √2 = dξN (ξ) 1 − √ × − √2 2 2 2 ξ 2 + |∆|2 e−β ξ +|∆| + 1 eβ ξ +|∆| + 1



NS =



Total number of the particle in the normal phase can be also obtained by setting |∆| to be zero. { ( )} ∫ V ξ 1 1 Nn = dξN (ξ) 1 − − 2 |ξ| e−β|ξ| + 1 eβ|ξ| + 1 The diﬀerence between these two are negligible:



V Ns − Nn = − 2 ≒−



{



∫ dξN (ξ) |ξ|≤ℏωD



V N (0) 2



∫



√



(



ξ ξ 2 + |∆|2



e−β



1



√



ξ 2 +|∆|2



+1



−



eβ



)



1



√



ξ 2 +|∆|2



+1



ξ − |ξ|



(



1 e−β|ξ| + 1



dξ (an odd function in ξ) |ξ|≤ℏωD



Namely, when it comes to the diﬀerence between Ns and Nn , the particle states near Fermi surface (|ξk | ≤ ℏωD ) become relevant, where we can replace N (ξ) by N (0) Now that Ω = F − µN , we have 1 1 (FS − Fn ) = − N (0)∆2 − N (0)∆2 ln V 2



(



∆0 ∆



) +



N (0)π 2 4N (0) − 3β 2 β



∫



+∞



dξ ln[1 + e−βE ]



0



where FS denotes to ΩBCS (g) + µNS , and FN for Ωn + µFN According to the thermodynamics relation discussed in previous page , we have the following relation: 1 H 2 (T ) 1 (FS − FN ) = (GS (T, H = 0) − GN (T, H = 0)) = − c V V 8π where



−



1 eβ|ξ| + 1



)}
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GS (T, H) − GS (T, 0) = 0 GN (T, H − GN (T, 0) = −V



H2 8π



GS (T, Hc (T )) = GN (T, Hc (T ))



This gives us the critical field as a function of temperature:



Hc2 (T )



∆0 8N (0)π 2 32πN (0) = 4πN (0)∆ + 8πN (0)∆ ln − + ∆ 3β 2 β 2



∫



+∞



2



dξ ln[1 + e−βE ]



0



where ∆ depends on the temperature according to the gap equation. For T ≪ Tc , ∆ is given by ∆(T ) = ∆0 − (2π∆0 kB T )1/2 e−∆0 /kB T that the second term and the fourth term are negligibly small (being proportional to exp −∆0 /kB T ). Thus we have  Hc2 (T )



=



8 4πN (0)∆20 − N (0)π 3 (kB )T 2 3



=



4πN (0)∆20







 1 − 



[ ( )2 ]  2 2γ T 2 (kB T )  = Hc (T = 0) 1 − e 3 Tc



2π 2 3∆20



2



2 3(kB Tc )2 e−2γ



[



2 Hc (T ) = Hc (T = 0) 1 − e2γ 3



(



T Tc



)2 ]1/2



[



1 ≒ Hc (T = 0) 1 − e2γ 3



(



T Tc



)2 ]



For T − Tc ≪ Tc , we have [ Hc (T ) = Hc (0)eγ



8 7ζ(3)



]1/3 ( ) T 1− Tc



From ΩS (T ) thus obtained, we can also derive the temperature dependence of the sprcific heat: ( ) ( ) ΩS ∂ES 2 ∂ ES = −T , CS = ∂T T ∂T V Due to the gap in the Bogoliubov excitations, the specific heat at T ≪ Tc exhibits the thermal activation form: √ CS ≒ 2N (0)∆0 kB 2π V



(



∆0 kB T



)3/2



e−∆0 /Kb T ,



f or



T ≪ Tc
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Work Distribution Si-Zhen Wang works for chapter 2 section 6 to 8 and chapter 3. Ze-Yang Li works for chapter 1, chapter 2 section 2, chapter 5 and chapter 6. Pai Peng works for chapter 4. Zhao-Yu Han works for chapter 2 section 1, 3, 4, 5.
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