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Quasi-Monte Carlo Image Synthesis in a Nutshell Alexander Keller



Abstract The self-contained tutorial surveys the state of the art in quasi-Monte Carlo rendering algorithms as used for image synthesis in the product design and movie industry. Based on the number theoretic constructions of low discrepancy sequences, it explains techniques to generate light transport paths to connect cameras and light sources. Summing up their contributions on the image plane results in a consistent numerical algorithm, which due to the superior uniformity of low discrepancy sequences often converges faster than its (pseudo-) random counterparts. In addition, its deterministic nature allows for simple and efficient parallelization while guaranteeing exact reproducibility. The underlying techniques of parallel quasi-Monte Carlo integro-approximation, the high speed generation of quasiMonte Carlo points, treating weak singularities in a robust way, and high performance ray tracing have many applications outside computer graphics, too.
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1 Introduction “One look is worth a thousand words” characterizes best the expressive power of images. Being able to visualize a product in a way that cannot be distinguished from a real photograph before realization can greatly help to win an audience. As ubiquitous in many movies, a sequence of such images can tell whole stories in a captive and convincing way. As a consequence of the growing demand and benefit of synthetic images, a substantial amount of research has been dedicated to finding more efficient rendering algorithms. The achievable degree of realism depends on the physical correctness of the model and the consistency of the simulation algorithms. While modeling is beyond the focus of the tutorial, we review the fundamentals in Sec. 2. The paradigm of consistency is discussed in the next Sec. 1.1 as it is key to the quasi-Monte Carlo techniques in Sec. 3 that are at the heart of the deterministic rendering algorithms explored in Sec. 4. On a historical note, the investigation of quasi-Monte Carlo methods in computer graphics goes back to Shirley [62] and Niederreiter [50], and received early industrial attention [54]. The comprehensive tutorial surveys the state of the art, includes new results, and is applicable far beyond computer graphics, as for example in financial mathematics and general radiation transport simulation.



1.1 Why Consistency matters most Analytic solutions in light transport simulation are only available for problems too simple to be of practical relevance, although some of these settings are useful in understanding and testing [31] algorithms. In practical applications, functions are highdimensional and contain discontinuities that cannot be located efficiently. Therefore approximate solutions are computed using numerical algorithms. In the following paragraphs, we clarify the most important notions, as they are often confused, especially in marketing.



Consistency Numerical algorithms, whose error vanishes in the limit, are called consistent. Note that consistency is no statement with respect to the speed of convergence. With respect to computer graphics, consistency guarantees image synthesis without persistent artifacts such as discretization artifacts introduced by a rendering algorithm; the results are consistent with the input model and in that sense the notion of consistency is understandable without any mathematical background. While many commercial implementations of rendering algorithms required expert knowledge to tweak a big set of parameters until artifacts due to intermediate approximations become invisible, the design of many recent rendering algorithms follows the paradigm of consis-
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tency. As a result, users can concentrate on content creation, because light transport simulation has become as simple as pushing the “render”-button in an application.



Unbiased Monte Carlo Algorithms Algorithms using random numbers are called unbiased, if and only if averaging independent realizations in expectation yields the desired result. Independence is at the core of many proofs in probability theory and allows for simple parallelization and for estimating the variance as a measure of error. Bias is defined as the difference of the desired result and the expectation. In fact, biased and consistent algorithms can handle problems that unbiased algorithms cannot handle, for example density estimation allows for efficiently handling the problem of “insufficient techniques” (for the details see Sec. 4.4.1). For consistent and biased Monte Carlo algorithms, the bias is guaranteed to vanish in the limit. Consequently, the class of consistent algorithms includes the smaller class of unbiased algorithms.



Physically Based Modeling Physically based modeling subsumes the creation of input for image synthesis algorithms, where physical entities such as measured data for light sources and optical properties of matter or analytic models thereof are used for the input specification. Modeling with such entities and relying on consistently simulated light transport simulation to many users is much more natural as compared to other workflows, where lighting and material have to be tweaked in order to deliver photorealistic results. Although often confused in computer graphics, physically correct rendering is not equivalent to unbiased Monte Carlo algorithms: Even non-photorealistic images can be rendered using unbiased Monte Carlo algorithms. In addition, so far none of the physically based algorithms can claim to comply with all the laws of physics, because they are simply not able to efficiently simulate all effects of light transport.



Deterministic Consistent Numerical Algorithms While independence and unpredictability characterize random numbers, these properties often are undesirable for computer simulations: Independence compromises the speed of convergence and unpredictability disallows the exact repetition of a computer simulation. In addition, real random numbers usually are mimicked by pseudo-random numbers generated by deterministic algorithms, because physical random numbers are rarely available. Arbitrarily jumping ahead in such sequences as required in scalable parallelization often is inefficient due to the goal of emulating unpredictability.
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Fig. 1 Illustration of the difference between unbiased and deterministic consistent uniform sampling: The top row shows four independent sets of 18 points each and their union as generated by a pseudo-random number generator. The middle row shows independent realizations of stratified samples with their union. Although stratification can improve uniformity, points can come arbitrarily close together along interval boundaries and there is no guarantee for their union to improve upon uniformity. The bottom row shows the union of four contiguous block of 18 points of the Halton sequence. As opposed to the pseudorandom number generator and stratified sampling, the samples of the Halton sequence are more uniform, nicely complement each other in the union, and provide a guaranteed minimum distance and intrinsic stratification along the sequence.



In fact, deterministic algorithms can produce samples that approximate a given distribution much better than random numbers can. By their deterministic nature, such samples must be correlated and predictable. The lack of independence is not an issue, because independence is not visible in an average anyhow and consistency can be shown using number theoretic arguments instead of probabilistic ones. In addition, partitioning such sets of samples and leaping in such sequences of samples is efficient. As it will be shown throughout the article, advantages of such deterministic consistent numerical algorithms are improved convergence, exact reproducibility, and simple communication avoiding parallelization. Besides rendering physically based models, these methods also apply to rendering non-physical models that often are chosen to access artistic freedom or to speed up the rendering process. The illustration in Fig. 1 provides some initial intuition of the concepts and facts discussed in this section.
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Fig. 2 Bidirectional generation of light transport paths: A path segment started from the camera and a path segment started from a light source Le can be connected by a shadow ray (dotted line), which checks whether the vertices to connect are mutually visible. Alternatively, the basic idea of photon mapping is to relax the precise visibility check by allowing for a connection of both path segments if their end points are sufficiently close as indicated by the dashed circle. Both techniques are illustrated for identical path length, which is the reason for the dashed prolongation of the light path segment for photon mapping.



2 Principles of Light Transport Simulation Implementing the process of taking a photo on a computer involves the simulation of light transport. This in turn requires a mathematical model of the world: A boundary representation with attached optical properties describes the surfaces of the objects to be visualized. Such a model may be augmented by the optical properties of volumes, spectral properties, consideration of interference, and many more physical phenomena. Once the optical properties of the camera system and the light sources are provided, the problem specification is complete. The principles of light transport simulation are well covered in classic text books of computer graphics: Currently, [59] is the most updated standard reference, [16] is a classic reference available for free on the internet, and [63] can be considered a primer and kick start. Recent research is well surveyed in [76, 22, 6] along with profound of investigations of numerical algorithms and their issues.



2.1 Light Transport along Paths Light transport simulation consists of identifying all paths that connect cameras and light sources and integrating their contribution to form the synthetic image. Fig. 2 illustrates the principles of exploring path space. One way of generating light transport paths is to follow the trajectories of photons emitted from the light sources along straight line segments between the interactions with matter. However, no computational device can simulate a number of photons only somewhat close to reality and hence the direct simulation often is not efficient.
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When applicable, light transport paths can be reversed due the Helmholtz reciprocity principle and trajectories can be traced starting from the camera sensor or eye. Most efficient algorithms connect such camera and light path segments and therefore are called bidirectional. Vertices of paths can be connected by checking their mutual visibility with respect to a straight line or by checking their mutual distance with respect to a suitable metric. While checking the mutual visibility is precise, it does not allow for efficiently simulating some important contributions of light caused by surfaces that are highly specular and/or transmissive, which is known as the problem of insufficient techniques [42]. In such cases, connecting paths by merging two vertices that are sufficiently close helps, while introducing a bias controllable by the merging threshold. The interactions with matter need to be modeled: Bidirectional scattering distribution functions (BSDFs) describe the properties of optical interfaces, while scattering and absorption cross section determine when to scatter in volume using the distribution given by a phase function. Similarly, the optical properties of the light sources and sensors have to be mathematically modeled. For cameras, models range from a simple pinhole to complete lenses allowing for the simulation of depth of field and motion blur. Light sources often are characterized by so-called light profiles. All these physical properties can be provided in measured form, too, which in many cases provides quality superior to the current analytic models. Beyond that, optical properties can be modeled as functions of wavelength across the spectrum of light in order to overcome the restriction of a classic tristimulus approach and to enable dispersion and fluorescence. The simulation of effects due to polarization and the wave character of light are possible to a certain extent, however, are subject to active research. While modeling with real entities is very intuitive, it must be noted that certain violations of physics can greatly help the efficiency of rendering and/or help telling stories at the cost of systematic errors.



2.2 Accelerated Ray Tracing and Visibility The boundary of the scene often is stored as a directed acyclic graph, which allows for referencing parts of the scene multiple times to instance them at multiple positions in favor of a compact representation. Complex geometry like for example hair, fur, foliage, or crowds often are generated procedurally, in which case the call graph implicitly represents the scene graph. Triangles, quadrangles, or multi-resolution surfaces, which include subdivision surfaces, are the most common geometric primitives used for boundary representation. The vertices of a light transport path are connected by straight line segments. These can be found by tracing rays from a point x into a direction ω to identify the closest point of intersection h(x, ω) with the scene boundary. Another way to construct paths is to connect two vertices x and y of two different path segments.
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This can be accomplished by checking the mutual visibility V (x, y), which is zero if the straight line of sight between the points x and y, a so-called shadow ray, is occluded, one otherwise. Alternatively, two vertices can be merged, if their distance with respect to a metric is less than a threshold. Efficient implementations of the three operations all are based on hierarchal culling (see [39, 35] for a primer). In order to accelerate ray tracing, the list of objects and/or space are recursively partitioned. Given a ray to be traced, traversal is started from the root node descending into a subtree, whenever the ray intersects this part of the scene. Most parts of the scene thus are hierarchically culled and never touched. In case the cost of the construction of such an auxiliary acceleration hierarchy can be amortized over tracing many paths, it makes sense to store it partially or completely. Checking the mutual visibility by a shadow ray is even more efficient, since the traversal can be stopped upon any intersection with the boundary, while tracing a ray requires to find the intersection closest to its origin. Efficiently merging vertices follows the same principle of hierarchical culling [35]: Given two sets of points in space, the points of the one set that are at a maximum given distance from the points of the other set are found by hierarchically subdividing space and pruning the search for partitions of space that cannot overlap within the given distance.



3 Principles of Quasi-Monte Carlo Integro-Approximation Image synthesis can be considered an integro-approximation problem of the form Z



1 n−1 ∑ f (xi , y), n→∞ n i=0



f (x, y)dµ(x) = lim



g(y) := X



(1)



where f (x, y) is the measurement contribution to a location y by a light transport path identified by x. We will focus on deterministic linear algorithms [71] to consistently determine the whole image function g for all pixels y using one low discrepancy sequence xi of deterministic sample points. The principles of such quasi-Monte Carlo methods have been introduced to a wide audience in [51], which started a series of MCQMC conferences, whose proceedings contain almost all recent developments in quasi-Monte Carlo methods. Many of the results and developments are summarized in recent books [65, 48, 10]. Before reviewing the algorithms to generate low discrepancy sequences in Sec. 3.1 and techniques resulting from their number theoretic construction in Sec. 3.2, error bounds are discussed with respect to measures of uniformity.
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Fig. 3 Examples of (M , µ)-uniform point sets along with their Voronoi diagram from left to right: n = 8 × 8 points of a Cartesian grid, the first n = 64 points of the Sobol’ sequence, the first n = 72 points of the Halton sequence, and the maximized minimum distance rank-1 lattice with n = 64 points and generator vector g = (1, 28). The hexagonal grid with n = 72 point is shown for comparison, as it cannot tile the unit square due to its irrational basis.



Uniform Sampling, Stratification, and Discrete Density Approximation A common way to generate a discrete approximation of a density comprises the creation of uniformly distributed samples that are transformed [25, 9]. For many such transformations, an improved uniformity results in a better discrete density approximation. Measures of uniformity often follow from proofs of error bounds (see the next paragraph) as a result of the attempt to bound the error by a product of properties of the sampling points and the function as used in for example Eq. 1. For the setting of computer graphics, where X is a domain of integration, B are the Borel-sets over X, and µ the Lebesgue measure, a practical measure of uniformity is given by Definition 1 (see [52]). Let (X, B, µ) be an arbitrary probability space and let M be a nonempty subset of B. A point set Pn of n elements of X is called (M , µ)-uniform if n−1



∑ χM (xi ) = µ(M) · n



for all M ∈ M ,



i=0



where χM (xi ) = 1 if xi ∈ M, zero otherwise. Fig. 3 shows examples of (M , µ)-uniform points from X = [0, 1)2 that obviously can only exist, if the measures µ(M) are rational numbers with the same denominator n [52]. While the subset M can consist of the Voronoi regions of a lattice, it also can consist of axis aligned intervals of the form given by Definition 2 (see [52]). An interval of the form   s p p + 1 j j E(p1 , . . . , ps ) := ∏  d , d  ⊆ [0, 1)s j bjj j=1 b j d



for 0 ≤ p j < b j j and integers b j , d j ≥ 0 is called an elementary interval. As compared to the original definition in [51, p. 48], which considers the special case of b-adic intervals, i.e. b j ≡ b (for b j ≡ 2, the intervals are called dyadic),
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different bases b j are allowed for each dimension j to include a wider variety of point sets [49, 52]. Representing numbers in base b j , d j can be thought of as the number of digits and fixes the resolution in dimension j, which allows for specifying an elementary interval by its coordinates p1 , . . . , ps . Characterizations of uniformity beyond the stratification properties imposed by (M , µ)-uniformity (see Fig. 3) include the maximum minimum distance dmin (Pn ) := min min kx j − xi kT 0≤i


of the points on the torus T = [0, 1)s [33], and their deviation from uniformity measured by various kinds of discrepancy [51]. In many applications, uniform points are transformed to approximate a continuous density. The quality of such a discrete density approximation can be judged by the star-discrepancy Z n−1 1 D∗ (p, Pn ) := sup χA (x)p(x)dx − ∑ χA (xi ) s n i=0 A=∏s [0,a j )⊂[0,1)s [0,1) j=1



with respect to the density p [25]. Discrepancies can be understood as worst case integration errors, where the exact measure of a test set A with respect to p is compared to the average number of points in that set. For p ≡ 1, we have the so-called stardiscrepancy D∗ (Pn ) := D∗ (1, Pn , ) [51], which of central importance for  quasi-Monte  s ∗ Carlo methods: Low discrepancy point sequences have D (Pn ) ∈ O logn n , while q  log log n uniform random numbers only can achieve an order of O manifesting n the inferiority of random sampling with respect to discrete density approximation.



Error Bounds Using (M , µ)-uniformity, an error bound for the integro-approximation problem in Eq. 1 is given by Theorem 1 (see [33]). Let (X, B, µ) be an arbitrary probability space and let M = {M1 , . . . , Mk } be a partition of X with M j ∈ B for 1 ≤ j ≤ k. Then for any (M , µ)uniform point set P = {x1 , . . . , xn } and any bounded function f , which restricted to X is µ-integrable, we have 







Z



1 n−1 



k 







∑ f (xi , y) − f (x, y)dµ(x) ≤ ∑ µ(M j ) sup f (x, y) − inf f (x, y) x∈M j



n i=0



j=1



x∈M j



X for any suitable norm k · k. In analogy to the Monte Carlo case [15], the above theorem has been derived in order to prove the convergence of quasi-Monte Carlo methods for Eq. 1 in the setting
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of computer graphics, where the only properties of f that are easily accessible are square integrability and boundedness. By omitting y, the above theorem reduces to an error bound for quasi-Monte Carlo integration as originally developed in [52, Th. 2], which improved the derivation and results obtained for Riemann integrable functions [24]. Other than trivial worst case bounds, the theorem does not provide a rate of convergence, which is the price for its generality. However, including more knowledge about the function f by restricting the function class allows one to obtain much better error bounds along with measures of uniformity: The Koksma-Hlawka inequality [51] bounds the error by a product of the star discrepancy of the point set and the variation of the function in the sense of Hardy and Krause, bounds for functions with sufficiently fast decaying Fourier coefficients are found in [65], and the error for integrating Lipschitz functions can be bounded by a product of the Lipschitz constant and the maximum minimum distance of a lattice of points [8]. While quasi-Monte Carlo methods allow for improved convergence rates as compared to Monte Carlo methods, the variance of an estimate cannot be consistently computed due to the lack of independence. As a compromise to this issue, randomized quasi Monte Carlo methods [4, 55] have been introduced that sacrifice some uniformity of the sample points in order to control adaptive termination by unbiased variance estimation. As we focus on deterministic algorithms only, this is not an option and we refer to a deterministic variant of termination by comparing differences of norms of intermediate results as introduced in [58]. In computer graphics such norms should reflect the properties of the human visual system and often the L2 -norm [11, Sec. 3.5] is appropriate to measure error.



3.1 Algorithms for Low Discrepancy Sequences Most known constructions of low discrepancy sequences are (M , µ)-uniform point sets [52, 33] guaranteeing Eq. 1 to converge. In the following, these mappings from N0 into the s-dimensional unit cube [0, 1)s are surveyed with respect to their algorithmic principles that enable the techniques reviewed in Sec. 3.2. Note that the Weyl sequence [72] is irrational and as such cannot fulfill the condition of (M , µ)uniformity. It is therefore excluded from our considerations, since most proofs and especially computers rely on rational numbers.



3.1.1 Radical Inversion The digital radical inverse
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Φb,C : N0 → Q ∩ [0, 1)  



M−1



i=



∑ l=0



 a0 (i)    .. al (i)bl → 7 b−1 · · · b−M C   . aM−1 (i)



(2)



in integer base b is computed using a generator matrix C. While in theory these matrices are infinite-dimensional, in practice they are finite due to the finite precision −1 of computer arithmetic. The inverse mapping Φb,C exists, if C is regular. M is the number of digits, which allows for generating up to N = bM points. Note that the matrix-vector multiplications are performed in the finite field Fb (for the theory and mappings from and to Fb see [51]). The time to compute digital radical inverses is far from negligible in many applications. Efficient implementations use tables of precomputed terms [14], take advantage of bit vector arithmetic in b = 2 [76], or enumerate the radical inverses using the Gray-code order [60]. Cancellation errors of floating point arithmetic are avoided by ordering summations and computing in integers as long as possible. Note that already the conversion to floating point numbers by the multiplication with b−1 · · · b−M causes collisions of numbers that were different in integer representation.



Van der Corput Sequence Selecting the identity matrix I as generator matrix results in the van der Corput −l−1 , which is the simplest radical inverse. The mapsequence Φb (i) := ∑∞ l=0 al (i)b ping reflects the digits al (i) of the index i represented in base b at the decimal point. Obviously the computation is finite, as i has only finitely many digits al (i) 6= 0. For 0 ≤ i < bm , the mapping bm Φb (i) is a permutation. As a consequence, the any m b first points Φb (i) are equidistantly spaced with a distance of b1m . Furthermore, this implies that partitioning the van der Corput sequence into contiguous blocks of length bm , the integer parts of the points within each block multiplied by bm must be permutations, too. Many of the techniques described in this article rely on these properties and their generalizations. Another interesting property of the van der Corput sequence is its intrinsic stratification [33]: For example, Φ2 (i) < 21 for even i and Φ2 (i) ≥ 21 otherwise. In general, Φb (k + l · bm ) ∈ [Φb (k), Φb (k) + b−m ) for l ∈ N0 . While this property is very useful, it also is the reason why pseudo-random number generators cannot just be replaced by the van der Corput sequence (and radical inverses in general): Already a two-dimensional vector assembled by subsequent numbers from the van der Corput sequence is not uniformly distributed.
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3.1.2 Scrambling Scrambling a set of points on H = [0, 1) comprises of the following steps: 1. Partition H into b equal intervals H1 , H2 , . . . , Hb . 2. Permute these intervals. 3. For each interval Hh recursively repeat the procedure starting out with H = Hh . Formalizing the scrambling of the i-th point of a sequence represented in base b as defined in Eq. 2 yields the scrambled digits a0i,0 := π (a0 (i)) a0i,1 := πa0 (i) (a1 (i)) .. . a0i,l := πa0 (i),a1 (i),...,al−1 (i) (al (i)) ,



(3)



.. . where the l-th permutation πa0 (i),a1 (i),...,al−1 (i) : {0, . . . , b − 1} → {0, . . . , b − 1} depends on the l − 1 leading digits a0 (i), a1 (i), . . . , al−1 (i). The mapping is bijective, because it is based on the sequential application of permutations. While obviously this procedure becomes finite by the finite precision of computation, uniformly distributed points are mapped to uniformly distributed points. Originally, these properties combined with random permutations were introduced to randomize uniform points sets [55, 56]. However, many deterministic optimizations of low discrepancy sequences in fact can be represented as scramblings with deterministic permutations. Note that using a regular generator matrix C 6= I in Eq. 2 already can be considered a deterministic scrambling of the van der Corput sequence.



3.1.3 Halton Sequence and Hammersley Points The Halton sequence [21]  xi = Φb1 (i), . . . , Φbs (i) has been constructed by using one van der Corput sequence for each component, where the bases b j are relatively prime. Replacing one of the components by ni results in n points that form the Hammersley point set. As compared to the Halton sequence, where by construction subsequent points fill the largest holes in space, the Hammersley points are even more uniformly distributed, however, at the price of not being extensible. Although the Halton sequence is of low discrepancy, it has the undesirable property that projections are not as well distributed as they could be: For example, the first min{b1 , b2 } points of a two-dimensional Halton sequence Φb1 (i), Φb2 (i) lie
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on a straight line through the origin. Similar linear alignments appear over and over again in the sequence. Therefore many improvements of the Halton sequence have been developed. In fact, all of them turn out to be deterministic scramblings (see Sec. 3.1.2): For example, Zaremba [80] used the simple permutation πb j (al (i)) = al (i) + l mod b j instead of directly using the digits al (i) and later Faure [13] developed a set of permutations generalizing and improving Zaremba’s results. A very efficient implementation can be found at http://gruenschloss.org/halton/halton.zip. While the modifications improve the constant of the order of discrepancy, they also improve upon the minimum distance [33]. n Whenever the number of samples n = ∏sj=1 b j j is a product of power of the bases, the Halton sequence (including all its variants) is fully stratified.



3.1.4 Digital (t, s)-Sequences and (t, m, s)-Nets Low discrepancy sequences can also be constructed from radical inverses using the same base b j ≡ b. They are based on b-adic elementary intervals as covered by Def. 2: Definition 3 (see [51, Def. 4.1]). For integers 0 ≤ t ≤ m, a (t, m, s)-net in base b is a point set of bm points in [0, 1)s such that there are exactly bt points in each elementary interval E with volume bt−m . Definition 4 (see [51, Def. 4.2]). For an integer t ≥ 0, a sequence x0 , x1 , . . . of points in [0, 1)s is a (t, s)-sequence in base b if, for all integers k ≥ 0 and m > t, the point set xkbm , . . . , x(k+1)bm −1 is a (t, m, s)-net in base b. The elementary intervals from Def. 2 use a resolution of bd j along dimension j. For a (t, m, s)-net in base b we then have ∑sj=1 d j = m − t, which relates the number of points determined by m and the quality parameter t. Since scrambling (see Sec. 3.1.2) permutes elementary intervals, it does not changes the t parameter. Similar to the Halton sequence, any (t, s)-sequence can be transformed into a (t, m, s + 1)-net by adding a component bim [51]. According to Def. 3, a (0, s)-sequence is a sequence of (0, m, s)-nets, similar to what is illustrated for the Halton sequence in Fig. 1. This especially includes (0, ms, s)-nets, where in each hypercube shaped elementary interval of side length b−m , there is exactly one point. As the number of points is exponential in dimension, this construction is only feasible in small dimensions.



(0, 1)-Sequences in Base b The simplest example of a (0, 1)-sequence in base b is the van der Corput sequence. For regular generator matrices C, the radical inverses in Eq. 2 are (0, 1)-sequences, too, and Def. 4 guarantees all properties of the van der Corput sequence as described above for the more general (0, 1)-sequences.
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Constructions of (t, s)-Sequences for s > 1 The digital construction  xi = Φb,C1 (i), . . . , Φb,Cs (i) of (t, s)-sequence is based on the radical inverses from Eq. 2 with identical base b and consequently different generator matrices C j . The most popular (t, s)-sequence is the Sobol’ sequence [66] in base b = 2, because it can be implemented efficiently using bit-vector operations [43, 76, 17] to compute the radical inverses. The sequence can be constructed for any dimension and in fact each component is a (0, 1)-sequence in base 2 itself. Due to the properties of (0, 1)-sequences, the Sobol’ sequence at n = 2m samples must be a Latin hypercube sample. Other than Latin hypercube samples based on random permutations that would have to be stored in O(sn) memory, the permutations generated by the Sobol’ sequence are infinite, can be computed on demand without storing them, and are guaranteed to be of low discrepancy. A description of how to compute the binary generator matrices can be found in [29, 30] and the matrices can be downloaded at http://web.maths.unsw.edu.au/∼fkuo/sobol/. In [68] Sobol’ et al. introduced a new criterion for the selection of the generator matrices, which resulted in a superior Sobol’ sequence. As the first two components of the Sobol’ sequence form a (0, 2)-sequence in base 2, the first 22m two-dimensional points must be stratified such that there is exactly one point in each voxel of a 2m × 2m regular grid over [0, 1)2 . This structure is very useful in image synthesis (see Sec. 4.1). Since (0, s)-sequences can only exist for s ≤ b [51, Cor. 4.24, p. 62], Faure [12] generalized Sobol’s construction to higher bases. Following Sobol’s idea, each component is constructed as (0, 1)-sequence. In fact both Sobol’s and Faure’s construction yield upper triangular generator matrices. The construction of better generator matrices is an ongoing effort and various approaches have been taken [26]. In fact, there exist (t, m, s)-nets, which cannot be generated by radical inverses [18, Sec. 3]. This in connection with the observation that scrambling often improves the uniformity properties [33] of low discrepancy points alludes to conjecture that there are better low discrepancy sequences that are generated by general permutations instead of only matrices.



3.1.5 Rank-1 Lattice Sequences and Rank-1 Lattices For a suitable generator vector g = (g1 , . . . , gs ) ∈ Ns , rank-1 lattice sequences [23] xi = Φb (i)(g1 , . . . , gs ) mod 1 ∈ (Q ∩ [0, 1))s provide the simplest algorithm for generating a low discrepancy sequence in s dimensions. However, there only exists a tiny number of constructions for the gen-
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erator vectors [78, 3] and usually good generator vectors result from exhaustive computer searches [2, http://web.maths.unsw.edu.au/∼fkuo/lattice/]. Lattice sequences resemble (t, s)-sequences, as contiguous blocks of bm points form lattices, where the first lattice is anchored in the origin and the subsequent lattices are shifted copies. For gcd(gi , bm ) = 1 rank-1 lattices are instances of a Latin hypercube sample, which in addition provides a trivial lower bound on the minimum distance, because the one-dimensional projections are equidistantly spaced at b1m . By allowing only generator vectors of the form g = (a0 , a1 , a2 , . . .), Korobov restricted the search space to one integer a ∈ N [65]. Note that for suitable a and bm , the generator vector coincides with a multiplicative linear congruential pseudorandom number generator.



Hybrid Sequences Besides the common properties of especially the Sobol’ (t, s)-sequence and rank-1 lattice sequences in base b = 2, there even exist rank-1 lattices that are (0, 2, 2)-nets [8, Sec. 2.1]. There is an even closer relationship as stated by Theorem 2. Given b and g j are relatively prime, the component Φb (i)g j mod 1 of a rank-1 lattice sequence is a (0, 1)-sequence in base b. Proof. Φb is a (0, 1)-sequence [51] and by Def. 4 each contiguous block of bm points is a (0, m, 1)-net in base b. As a consequence, the integer parts of such a (0, m, 1)net multiplied by bm are a permutation. If now b and g j are relatively prime, then for such a (0, m, 1)-net the integers g j bbm Φb (i)c mod bm form a permutation, too. Hence Φb (i)g j mod 1 is a (0, 1)-sequence in base b. t u If now the generator matrix C is regular, a permutation exists that maps the elements of any (0, m, 1)-net of Φb (i)g j mod 1 to Φb,C (i) and consequently Φb,C (i) and Φb (i)g j mod 1 are scrambled (see Sec. 3.1.2) versions of each other. This close relationship allows one to combine components of (t, s)-sequences in base b with components of rank-1 lattice sequence using a radical inverse in base b. While this is of theoretical interest [45, 46], it also is of practical interest, especially in computer graphics: Rank-1 lattice sequences are cheap to evaluate, while (t, s)sequences expose the structure of elementary intervals [77].



3.2 Algorithms for Enumerating Low Discrepancy Sequences The properties of radical inversion allow for enumerating low discrepancy sequences in different ways that are very useful building blocks of quasi-Monte Carlo methods. The enumeration schemes can be derived by equivalence transformations of integrals.
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Fig. 4 Illustration of partitioned and nested low discrepancy sequences using the first 32 points of the Sobol’ sequence. Left: Partitioning an s + 1-dimensional low discrepancy sequence by its first component (along the x-axis) results in each one low discrepancy sequence in s dimensions as illustrated by the projections onto the partitioning lines parallel to the y-axis. Right: Thresholding the first component results in nested s-dimensional low discrepancy sequences, where each sequence with a smaller threshold is included in a sequence with a larger threshold.



3.2.1 Enumeration in Elementary Intervals Both the Halton and (t, s)-sequence expose stratification by elementary intervals (see Def. 2 and [49]). In [19] methods have been developed to efficiently enumerate the samples in a given elementary interval: Restricting the sequences to a given elementary interval yields a system of equations, whose solution results in an enumeration algorithm. As the construction of the Halton sequence is based on the Chinese remainder theorem [21], enumerating the Halton sequence restricted to an elementary interval requires to solve a system of congruences. The solution of this system yields the d indices i + t · ∏sj=1 b j j , t ∈ N0 to enumerate the Halton points in a given elementary interval. The initial offset i uniquely is identified by that elementary interval, while the subsequent points are found by jumping along the sequence with a stride that is a product of the prime powers of the bases b j , where d j fixes the resolution along dimension j. For (t, s)-sequences, the system of linear equations is assembled by solving Eq. 2 for each dimension j for M = d j digits, where the d j specify the size of the elementary interval as defined in Def. 2. The righthand side of the equation system then is given by each the first d j digits of the coordinates p j of the elementary interval and the number q of the point to be computed. In an implementation, the inverse system matrix can be stored and enumerating the points of an elementary interval is as expensive as computing the points of a (t, s)-sequence (see the code at http://gruenschloss.org/sample-enum/sample-enum-src.zip). Typical applications of enumerating samples per elementary interval are problems, where the structure matches the stratification implied by elementary intervals. Such problems include integro-approximation and adaptive sampling [53, 40, 19], where the number of samples needs to be controlled per elementary interval. Enumerating samples per elementary interval also is a strategy for parallelization [19].
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3.2.2 Partitioning Low Discrepancy Sequences Restricting a low discrepancy sequence to an axis-aligned subinterval does not change its order of discrepancy [51]. Similarly the order of discrepancy is not changed by omitting dimensions, i.e. projecting the points along canonical axis. Using a characteristic function ( 1 j ≤ x0 < j + 1 χ j (x0 ) := 0 otherwise, the equivalence transformation bm −1 Z



Z [0,1)s



f (x)dx =



∑



j=0



Z



[0,1) [0,1)s



χ j (bm · x0 ) · f (x)dxdx0



identifies the point set  Pj := xi : χ j (bm · xi,c ) = 1, i ∈ N0 = {xi : j ≤ bm · xi,c < j + 1, i ∈ N0 } used to integrate j-th summand when applying one s + 1 dimensional quasi-Monte Carlo point set for integral estimation. Enumerating the subsequences  PΦ −1 ( j/bm ) = xl·bm + j : l ∈ N0 b



of a sequence partitioned along a component, which is a radical inverse, is as simple as leaping through the sequence with a stride of bm elements and an offset j [36]. As mentioned before, the Pj must be of low discrepancy, too. The method is illustrated in Fig. 4, where Φ2 is used to partition the two-dimensional Sobol’ sequence. It is important to note that the partitioning component must not be used to sample the integrand; it is an extra dimension used to partition an s + 1-dimensional low discrepancy sequence into bm s-dimensional low discrepancy sequences. The main application of this scheme are communication avoiding parallel quasiMonte Carlo methods: Each thread, process, or job is assigned its own subsequence. Upon the reduction of the partial results, the ensemble of all samples forms the original low discrepancy sequence without any intermediate communication. Even if each thread, process, or job terminates adaptively, on the average the number of points consumed in each thread of process will be similar due to the low discrepancy of each of the subsequences. Due to the partitioning property the result is even independent of the number of processing elements; parallel or sequential execution yield identical results.
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Fig. 5 Splitting can increase the efficiency by sampling the dimensions of y more than the dimensions of x. Using one low discrepancy sequence (xi , yi ), the dimensions of xi are enumerated slower by a fixed factor as compared to the dimensions of yi .



3.2.3 Nested Low Discrepancy Sequences Similar to partitioning low discrepancy sequences, nested s-dimensional low discrepancy sequences are obtained by thresholding an additional component. As illustrated in Fig. 4, the threshold determines the fraction of samples selected from the original sequence. The sequences are nested in the sense that sequences resulting from a smaller threshold are always included in sequences resulting from a larger threshold. Nested sequences can be used in consistent algorithms, where several problems use the samples of one sequence. Depending on the single problem, a threshold can be selected to control what fraction of samples is consumed. Similar to the previous section, the nested sequences can be enumerated by leaping with a stride of bm for a threshold b−m .



3.2.4 Splitting If a problem is less sensitive in some dimensions as compared to others, efficiency often can be increased by concentrating samples in the more important dimensions of the problem. This technique is known as trajectory splitting, which after a certain path length splits one particle into multiple and following their trajectories as illustrated int Fig. 5. With the intuition that splitting means that some dimensions are sampled less than others, an algorithm for quasi-Monte Carlo integration, where one dimension is sampled at a rate bm less than others, is given by
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Theorem 3. Given an s-dimensional (M , µ)-uniform point sequence (xi ,ti ), where the component ti is a (0, 1)-sequence generated by an upper triangular matrix,  1 n−1 f xi ,tbi/bm c = ∑ n→∞ n i=0



Z



lim



[0,1)s



f (x,t)dtdx.



The implementation in fact is as simple as shifting the index i to the right by m digits in base b, which results from the following Proof. The proof is based on rewriting the integral of f as an integral of bm copies of f with respect to the dimension t. This idea is formulated in the first line of the following derivation, where the characteristic function χA (t) is one if t ∈ A and zero otherwise: Z [0,1)s



bm −1



Z



f (x,t)dtdx =



∑



[0,1)s j=0



χ[



j j+1 bm , bm )



(t) f (x, bmt − j)dtdx



m



1 n−1 b −1 (ti ) f (xi , bmti − j) ∑ ∑ χ[ bmj , j+1 n→∞ n bm ) i=0 j=0



= lim



(4)



m



1 n−1 b −1 = lim ∑ ∑ χ[ j , j+1 ) (Φb (i)) f (xi , bm Φb (i) − j) n→∞ n bm bm i=0 j=0 m



b −1 1 n−1 f (xi , Φb (bi/bm c)) ∑ χ[ j , j+1 ) (Φb (i)) ∑ n→∞ n bm bm i=0 j=0 | {z }



= lim



=1



= lim



n→∞



1 n



n−1



∑ f (xi ,tbi/bm c )



i=0



In Eq. 4 the integral is computed using an (M , µ)-uniform point sequence (xi ,ti ) [52], where the characteristic function χ selects the summands with ti ∈ [ bmj , j+1 bm ). As a consequence, the index j coincides with the integer part of bmti . Since ti = Φb (i) is a (0, 1)-sequence in base b generated by an upper triangular matrix as defined in Eq. 2, the m least significant digits of i can only influence the m most significant digits of Φb (i). Therefore the fraction bm Φb (i) − j can be computed by just removing the m least significant digits of the index i. As the resulting term Φb (bi/bm c)) no longer does depend on j, it can be factored out of the sum. The remaining sum of characteristic functions is always one, because the whole m unit interval is covered and Φb (i) ∈ [0, 1) = ∪bj=0−1 [ bmj , j+1 u bm ). t While multiple splitting along a trajectory creates exponential work, the above equivalence transformation of one dimension can be applied to multiple dimensions. As a result, each dimension j generated by a (0, 1)-sequence can have its own sampling rate slow down factor bm j . Note that this includes components of rank-1 lattice sequences, where the generator and the base are relatively prime. For Halton the se-
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quence, the splitting rate obviously must be a product of prime powers, which grows exponentially with dimension. The new method replaces and improves upon previous approaches [32, 43] and has many application in graphics, for example ambient occlusion, scattering, sampling environment maps and area light sources, and simulating motion blur.



4 Deterministic Consistent Image Synthesis The consistency of quasi-Monte Carlo methods for light transport simulation (see Sec. 2.1) follows from Thm. 1 and allows one to use the building blocks developed in the previous Sec. 3 in deterministic consistent image synthesis algorithms. By following a light transport path from the image plane to the light sources, the following sections evolve along the dimensions of a vector of a low discrepancy sequence: A path is started on the image plane, where the stratification properties of the first two dimensions are used to sample the image plane in Sec. 4.1, while the subsequent dimensions are applied in the simulation of a camera in Sec. 4.2. The path then is continued by repeated scattering as described in Sec. 4.3 and connected to the light sources. Sec. 4.4 considers more aspects of the opposite direction of assembling light transport paths by tracing photon trajectories from the light sources, their use in quasi-Monte Carlo density approximation, and the combination of paths both starting from the image plane and the light sources. The resulting algorithms in principle all implement Eq. 1 and are progressively refining the results more and more over time. It is simple to interrupt and resume computation at any time, because the current state of the computation is completely described by the index of the last sample taken within the problem domain. Therefore termination can be triggered by any criterion and the computation can be continued unless the result was satisfactory.



4.1 Sampling the Image Plane for Anti-Aliasing The rectangular pixel elements of a display device match the structure of elementary intervals in two dimensions. Simultaneously determining the average color of each pixel is an integro-approximation problem that can be reduced to the form of Eq. 1. As described in Sec. 3.2.1, the computation of all pixels can be realized by one low discrepancy sequence covering the whole screen. Enumerating the samples per pixel offers several advantages: • The samples in adjacent pixels are never the same, which at low sampling rates hides aliasing artifacts in noise. • Keeping track of the last sample index per pixel allows for prioritized computation: Pixels of special interest can receive more samples per time, while others progress with relatively fewer samples [40]. Such regions of interest can be
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specified automatically or by user interaction. Nevertheless, the pixels remain consistent; they only converge at different speeds. • The computation can be parallelized and load balanced by rendering each pixel in a separate thread. As the parallelization scheme is based on a domain partitioning, it is guaranteed that no race conditions can appear and the computation remains strictly deterministic and thus reproducible independent of the parallel execution environment. The implementation details for the Sobol’ (0, 2)-sequence and the Halton sequence are found in [19], while the code can be downloaded at http://gruenschloss.org/sampleenum/sample-enum-src.zip. After dedicating the first two dimensions of a low discrepancy sequence to sampling the image plane, the use of the subsequent dimensions for the construction of light transport paths is explored.



4.2 Depth of Field, Motion Blur, and Spectral Rendering Light is colored and reaches the images plane through an optical system. Except for pinhole cameras, light passes a lens with an aperture, which both specify the focal plane and depth of field. With focal plane and aperture selected by the user, the simulation associated to a sample with index i on the image plane continues by using its next dimensions. For the example of a thin lens with the shape of a unit disk, dimensions xi,3 and xi,4 can used to uniformly select a point  √ x cos 2πxi,4 √ i,3 xi,3 sin 2πxi,4 on the lens from which a ray is traced through the point in space identified by the thin lens law applied to the sample point (xi,1 , xi,2 ) on the image plane. The above mapping from the unit square onto the unit disk has been derived using the multidimensional inversion method [67]. The simulation of more advanced camera models including spectral properties [70] follows the same principle: Using another dimension to select a wavelength, the samples are summed up weighted according to spectral response curves, which for example map to the color basis of the display device [22]. However, including the simulation of motion blur caused by camera and/or object motion by just adding another dimension to sample time during the open shutter is not efficient. Each sample with a different time would require to adjust all scene assets to that instant, invoking the loading of temporal data and rebuilding acceleration data structures. On the other hand, interpolating data to increase efficiency can result in inconsistent rendering algorithms: For example, once approximated by an insufficient number of linear spline segments, a rotating propeller will never get round during the course of computation. In addition the memory footprint increases linearly with the number of spline segments.
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Unless rendering relativistic effects, the speed of light is much faster than the motion to be rendered and efficiency can be increased by selecting one instant in time for multiple light transport paths. This efficient approach is easily implemented as consistent deterministic algorithm using splitting as introduced in Sec. 3.2.4. A splitting rate in the order of the number of pixels on the display device causes temporal data to be prepared once per accumulated frame. A lower splitting rate results in interleaving and averaging lower resolution images [38].



Phong model



silver metallic paint



violet rubber



Fig. 6 Simple mathematical models for bidirectional scattering distribution functions (BSDF) fs (ωo , x, ω) use only a small number of basis functions, like for example the Phong model, and therefore cannot efficiently capture the variety and precision of measured data, like for example the silver metallic paint or the violet rubber. The two cylinders illustrate the direction ω of incidence from the right and the direction of perfect reflection exiting to the left. Images courtesy Ken Dahm.



4.3 Sampling Light Transport Path Segments As determined by the sample on the image plane and the camera, a ray is traced into the scene, where it interacts with the scene boundary and media inside the volume. Given a direction of incidence ω and an direction ωo of observation, the fraction of light transported in a location x on the boundary is described by the bidirectional scattering distribution function (BSDF) fs (ωo , x, ω) as illustrated in Fig. 6. Such densities are modeled as linear combinations of basis functions, which can be analytic or tabulated measurements. For the simulation, one of the basis functions can be selected proportional to its linear combination weight. Then, given a direction of incidence, the direction of scattering is determined by transforming two uniformly distributed components of a low discrepancy sequence. If the selected basis function refers to measured data, the table of measurements can be transformed into a discrete cumulative density distribution function and a direction of scattering can be found using binary search. For analytic functions, the inversion method is applied, which of course requires the basis function to have an analytic integral that is invertible in closed form. The observed radiance
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Z



Lo (x, ωo ) =



S−2 (x)



fs (ωo , x, ω)Lin (x, ω) cos θx dω



(5)



results from the incident radiance Lin integrated over the hemisphere S−2 (x) aligned by the surface normal in x attenuated by the BSDF fs , where the cosine of the angle θx between the normal on the boundary and the direction of incidence accounts for the perpendicular incident radiance, i.e. the effective part. For the example of a constant basis function, evaluating such integrals requires to sample the hemisphere with respect to the cosine weight. Such unit vectors  √ xi, j cos 2πxi, j+1 √  xi, j sin 2πxi, j+1  p 1 − xi, j are similar to uniform samples on the disk (see Sec. 4.2), as the z component just results from the constraint of unit norm. Alike transformations exist for many other analytic basis functions of BSDFs [59]. The efficient simulation of scattering within media is subject to active research [61], especially the consistent deterministic simulation of inhomogenous media is an open challenge and beyond the scope of this tutorial.



Controlling Path Length After a direction of scattering has been determined, the next ray can be traced and the procedure is repeated at each point of interaction to follow a path through the scene. The path length can be controlled by Russian roulette, where an extra dimension of the low discrepancy sequence is compared to the reflectivity/transmissivity of a surface in order to determine whether the path is continued or terminated by absorption [67]. Low discrepancy sequences, like for example the Sobol’ sequence, are dimension extensible. Nevertheless, path length must be restricted to a maximum path length in an implementation in order to avoid the possibility of an infinite loop due to numerical issues in scattering and especially ray tracing.



4.3.1 Path Tracing Path tracing generates samples on the images plane, traces a path through the camera, and determines a scattering direction upon interacting with the scene. Whenever a light source is encountered along the path, its contribution attenuated by the product of BSDFs along the path is recorded on the image plane. This first simple rendering algorithm is deterministic and consistent, as each path is completely determined by one vector of a low discrepancy sequence realizing Eq. 1. Typical types of light sources are area light sources Le (x, ω) and high dynamic range environment maps Lin,x (ω), which describe the light incident in one point
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x from all directions of the sphere ω. Besides analytic models describing the sky dome, environment maps often contain incident light, for example measured by a high dynamic range photograph of a perfect mirror ball. Similarly, area light sources can be modeled by analytic functions or can be given as measured data. For a given direction ω (and a location x for area light sources), the evaluation of the emission distribution function returns a spectral density. Path tracing is efficient, as long as hitting a light source is likely as for example in product and car visualization, where objects are rendered enclosed by an environment light source. Whenever a ray is scattered off the object to be visualized and does not intersect the boundary any more, the light path is terminated and the direction of the ray is used to look up the spectral density in the environment map. In cases where the integrand exposes more variance in the dimensions used for sampling the environment map, it pays off to split (see Sec. 3.2.4) the camera path by sending multiple rays into the hemisphere.



4.3.2 Next Event Estimation Path tracing is not efficient for small light sources as for example spots as used in interiors. However, as the position of such light sources is known, it is easy to check, whether they are visible. For so-called next event estimation, one component of a low discrepancy vector is used to select a light source, while two more are used to determine a point on the selected light source. The visibility is checked by tracing a so-called shadow ray from the location to be illuminated towards the point on the light source. Unless the ray is occluded, the contribution of the light source is recorded. If the light sources are small, visible, and at sufficient distance, next event estimation will be efficient. Otherwise, there are issues: Sampling the surface of the light sources, the contribution of the light source must be divided by the squared distance to account for the solid angle subtended by the area of the light source. If the point to be illuminated is close to the point of the light source, the division by the squared distance can result in overmodulation or even a division by zero. The corresponding integral over the area of the light source is therefore called weakly singular. This numerical problem can be robustly treated by combining both techniques of sampling the solid angle and the area by either partitioning the integral [44] or weighting the contributions [47, Sec. 4.1.5, p. 79]. Both approaches bound the integrand and are simple to implement, while the latter approach performs slightly superior with respect to path tracing with next event estimation (see the example in Sec. 4.4.3). Applying the splitting technique from Sec. 3.2.4 as illustrated in Fig. 5 overcomes the necessity of randomization as required in [43]. Testing multiple shadow rays for one location to be illuminated may increase efficiency. With an increasing number of light sources and varying area and distance, the selection of contributing light sources becomes costly. Especially visibility cannot be efficiently predicted in a general way and must be tested. Typical such scenarios include architectural scenes, where light comes through door slits and corridors
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and many lights can be occluded by walls. Note that shadow rays are testing only geometry and therefore transparent or refractive surfaces report occlusion. For that reason, next event estimation will not transport light through glass.



4.3.3 Light Tracing Instead of starting light transport paths on the image plane, it appears more natural to follow the trajectories of photons emitted by light sources, which requires the simulation of the emission distribution functions. Similar to the previous section, a light source is to be selected. For area light sources a point of emission needs to be determined in addition. The direction of emission results from transforming two more uniform components according to the emission distribution function. For the special case of environment maps, the procedure is described in detail in [7]. Once emitted, the photon trajectory can be followed as described before in Sec. 4.3. Similar to the issue of small light sources in path tracing, it is not very likely that photons pass the camera to hit the image plane. Therefore light tracing usually is implemented with next event estimation, where shadow rays are traced from the light path vertices to the camera. Opposite to path tracing, light tracing with next event estimation can render caustics, which for example are caused by light projected through a glass onto a diffuse surface. Generating such light transport paths starting on the image plane is inefficient due to the low probability of hitting the light source after scattering on the diffuse surface, especially, if the light is small. However, if the caustic is seen through a mirror, light tracing with next event estimation fails, too, because the connection from the mirror to the camera realizes the reflection direction with probability zero.



4.4 Blockwise Sampling of Light Transport Paths When path tracing and light tracing with or without next event estimation are not efficient due to a small probability of establishing a light transport path, starting path segments from both the light sources and the camera and connecting them can help. This requires two Markov chains to be simulated: One with the emission distribution function as initial distribution and the BSDF as transition probabilities and another one starting on the image plane using the BSDF as transition probabilities as well. By partitioning one low discrepancy sequence along the dimensions as illustrated in Fig. 7, both Markov chains can be realized by one vector (xi , yi ), where for example the odd dimensions xi determine the path segment starting from the image plane and the even dimensions yi determine a photon trajectory. As illustrated in Fig. 2 and introduced in Sec. 2.1 the connections between path segments can be established by checking the mutual visibility of the end points of the path segments (see Sec. 4.4.2) or by proximity (see Sec. 4.4.1). Depending on the kind of the connection and the specific length of each of the two path segments,
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Fig. 7 In order to increase the efficiency of deterministic consistent density estimation, one low discrepancy sequence is partitioned along the dimensions and enumerated in blocks. Within each block, each parameter xi is combined with each parameter yi . It is instructive to compare the blockwise averaging to splitting as shown in Fig. 5.



the same transport path may be generated by multiple such techniques (similar to the special case mentioned in Sec. 4.3.2). Their optimal combination is discussed in Sec. 4.4.3.



4.4.1 Connecting Path Segments by Proximity The basic idea of photon mapping [27, 28] is to compute the transported light using density estimation [64]. The discrete density is stored as point cloud called photon map, which results from tracing photon trajectories from the light sources and recording the incident energy at each interaction with the scene. In order to compute the radiance as given by Eq. 5, the contribution of the photons within a sphere around the point of interest is averaged. As has been shown in [34, see this volume, submitted for the MCQMC2012 proceedings], photon mapping can be realized as deterministic consistent quasi-Monte Carlo method: Either a (t, s)- or a rank-1 lattice sequence (xi , yi ) in base b is progressively enumerated in blocks of size bm . For each vector i of the low discrepancy sequence, a light transport path segment from the camera is constructed using the dimensions of xi , while a photon trajectory is started from the lights using yi . Then all camera and light path segments within a block are combined to simultaneously compute the radiance
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|P| n−1 1 b −1 χB(r(n)) (h(xi ) − h(ybm bi/bm c+k )) LP = lim χP (xi )W (xi ) m ∑ ∑ n→∞ n b k=0 πr2 (n) i=0 · fs (ω(xi ), h(xi ), ω(ybm bi/bm c+k ))φ (ybm bi/bm c+k )



(6)



through each pixel P on the image plane. Fig. 7 illustrates how the low discrepancy sequence is used in the equation and how the sum over k enumerates all ybm bi/bm c+k for one xi . Out of the camera paths, χP (xi ) selects the ones contributing the the pixel P. Their contribution is weighted by W , which is the product of all attenuations by interactions along the path segment until the query location h(xi ) is hit. The flux deposited in h(ybm bi/bm c+k ) by a photon is φ . If now the difference of both hit points is in a ball B of radius r(n), both path segments are considered connected by proximity and the product of weight, the flux, and the BSDF fs is recorded for the pixel P. Assuming a locally planar surface around the query location, the contribution is averaged over the disk area πr2 (n) and both ω denote the directions from which the end points of the path segments are hit. Consistency requires the radius r2 (n) =



r02 for 0 < α < 1 nα



to decrease with a power of n. As shown in [37, Sect. 3.1], the radius vanishes arbitrarily slowly and the influence of the parameter α becomes negligible already after enumerating a few blocks. Consequently, the efficiency is controlled by the initial radius r0 and the parameter m determining the block size bm . The initial radius r0 determines the ratio of how many photons can interact with a query location. Besides choosing r0 constant, adaptive methods have been discussed in [37, 41]. Once all query locations and photons within a block have been stored as point clouds, space is subdivided hierarchically in order to prune sets of query locations and photons that cannot interact [35] within the distance of r(n). For the light path segments that can be connected by proximity, the contribution is accumulated according to Eq. 6. Obviously, the block size should be chosen as large as memory permits in order to connect as many light path segments as possible within one block. The algorithm as described, for example, can render caustics seen in a mirror or through a transparent object and thus overcomes the problem of “insufficient techniques” (see [42, Fig. 2] and Sec. 4.3.3). However, this comes at a price: Since connections are not precise but within a certain radius, images may appear blurred and light may leak through the boundary. Although these artifacts vanish due to consistency, they vanish arbitrarily slow [37, Sect. 3.1], which underlines the importance of the choice of r0 .
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4.4.2 Connecting Path Segments by Shadow Rays Bidirectional path tracing (BDPT) [74, 47, 73] is a generalization of next event estimation (see Sec. 4.3.2), where any vertex of a camera path can be connected to any vertex of a light path segment by a shadow ray as illustrated in Fig. 2. The algorithm is complementary to photon mapping, because it still is limited by the problem of “insufficient techniques” (see previous section), however, lacks the transient artifacts of progressive photon mapping due to precisely testing the mutual visibility of vertices. The mapping of a low discrepancy sequence to light transport path segments works as described before by partitioning along the dimensions. While the original approach connected vertices of one camera path segment with the vertices of the corresponding light path segment, now connections can be established within a block of path segments (see Fig. 7). Opposite to photon mapping, where connections are restricted by proximity, the number of shadow rays is quadratic in the block size multiplied by the product of camera and light path segment length. Besides complexity, the block size also determines the look of the transient artifacts. Using larger block sizes, camera paths in neighboring pixels are illuminated by the same light path vertices. These can be considered point light sources, resulting in sharp shadow contours that of course vanish due to consistency. As an extension, splitting (see Sec. 3.2.4) allows for controlling the ratio of camera and light paths to be connected. With photon mapping, bidirectional path tracing, and all the variants of sampling, the question of which technique is best to to use comes up and will be discussed in the next section.



4.4.3 Optimally Combining Techniques As described in the previous two sections, connecting camera and light path segments by either shadow rays or proximity, the same path may be generated by multiple sampling techniques. Depending on the problem setting, i.e. the given scene description to render, the efficiency of the techniques varies and can be controlled by selecting or weighting techniques in combination. While the mapping of low discrepancy sequences to camera and light path segments is shared over all techniques, their optimal combination is still subject of active research. One of the key issues is the lack of efficient algorithms for predicting visibility and especially the discontinuities in the integrands of computer graphics.



Multiple Importance Sampling Importance sampling aims to improve the efficiency by sampling the function more frequently in important parts of the integration domain. Originally evolved in Monte
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Carlo integration [67], the theory has been extended to cover quasi-Monte Carlo integration as well [69]. As mentioned before, in light transport simulation the same path may be generated by different importance sampling techniques, which gave birth to multiple importance sampling [74, 47, 73] as a generalization of importance sampling to optimally combine different importance sampling estimators. The idea of combining multiple sampling techniques is illustrated for the example of integration: Given a function f (x) to be integrated and multiple densities pi (x) that can be evaluated and sampled, the idea of multiple importance sampling is to use a linear combination ∑m−1 i=0 wi (x)pi (x) = 1∀x ∈ supp f to transform the integral f (x)dx = D



m−1 Z



Z m−1



Z



∑ wi (x)pi (x) f (x)dx = ∑



D i=0



|



i=0



{z



=1∀x



[0,1)s



wi (x) f (x)dPi (x).



(7)



}



Each of the resulting m integrals then can be evaluated by averagingR samples genR erated according to p (x) weighted by w (x), where f (x)p(x)dx = f (x)dP(x) = i i R f (P−1 (x))dx uses the formalism of the Riemann-Stieltjes integral. In many cases, the transformation P−1 can be realized by the multi-dimensional inversion method [25, 67] to transform uniform samples into p-distributed samples. For m = 1 the scheme reduces to importance sampling. The convex combination using the set of weights β −1



wi (x) :=



pi



(x)



∑m−1 j=0 p j (x) β



(8)



is called the power heuristic [73] and assigns higher weights to techniques with higher density. Special cases are the balance heuristic for β = 1 resulting in the weights wi (x) ≡ w(x) and the maximum heuristic for β = ∞, which selects the technique with the highest density pi (x). Among these and other heuristics, the power heuristic with β = 2 is slightly superior [73, Thm. 9.2]. Samples x for which pi (x) = 0 obviously cannot be generated, which requires wi (x) = 0 to make the method work. As a direct consequence, for any x at least one density must be positive, i.e. pi (x) > 0. It may well happen that this cannot be guaranteed, which is called the problem of “insufficient techniques” [42]. A related issue is the situation, where the denominator is smaller than the nominator and samples may be overly amplified [57, Sec. 2.2], although their importance actually is small.



Example: Removing the Weak Singularity in Direct Illumination Given an emission distribution function Le and a BRDF fs on the scene surface, the direct illumination
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Ld (x, ωo ) =
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fs (ωo , x, ω)Le (h(x, ω), −ω) cos θx dω



S−2 (x)



Z



= supp Le



fs (ωo , x, ω)Le (y, −ω) cos θxV (x, y)



cos θy dy |x − y|2



(9)



is equivalently determined by either integrating over the hemisphere S−2 (x) or the surface of the light sources, i.e. the support of Le , where the direction ω points from x towards the respective point y on the light source. The ray tracing function h(x, ω) and the visibility V (x, y) are introduced in Sec. 2.2. Note that Eq. 9 is weakly singular due to the division by the squared distance |x − y|2 , which in this form causes numerical problems whenever x and y are sufficiently close. Selecting the two densities p(ω) := fs (ωo , x, ω) cos θx



and



p(y) := 1,



these can be turned into techniques by simulating a scattering direction according to p(ω), and generating uniform samples on the light sources according to p(y). Given the hit point y := h(x, ω), the visibility V (x, y) is one, and the relationship pω (y) = p(ω)



cos θy |x − y|2



transforms a density with respect to the solid angle into a density with respect to a visible point on a surface [47, Sec. 4.1.5, p. 79]. According to Eq. 8, the weight for the balance heuristic with respect to the area measure then is w(y) = =



1 p(y) + pω (y) 1 cos θ



1 + fs (ωo , x, ω) cos θx |x−y|y2



=



|x − y|2 , |x − y|2 + fs (ωo , x, ω) cos θx cos θy



while it is w(ω) =



1 2 p(y) |x−y| cos θy



= + p(ω)



|x − y|2 +



cos θy fs (ωo , x, ω) cos θx cos θy



with respect to the solid angle. Using the transformation in Eq. 7, the direct illumination amounts to
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Ld (x, ωo ) fs (ωo , x, ω) cos θx cos θy dy |x − y|2 + fs (ωo , x, ω) cos θx cos θy supp Le Z cos θy + Le (h(x, ω), −ω) 2 2 |x − y| + fs (ωo , x, ω) cos θx cos θy S− (x) Z



=



Le (y, −ω)V (x, y)



(10)



· fs (ωo , x, ω) cos θx dP(ω) | {z } =p(ω)



in accordance with [47, Eq. 4.7, Sec. 4.1.5, p. 79]. Assuming that directions can be generated with the density p(ω), both integrands in Eq. 10 are bounded, because the weak singularity [44] has been removed by the transformation, which underlines one of the major advantages of multiple importance sampling. Note that the undefined 00 case needs to be handled explicitly: Both integrals a contain an identical factor of the form b+a . In order to avoid numerical exceptions, it is sufficient to test a = fs cos θx cos θy for zero explicitly, since then no radiation is transported. Testing for a < ε is inconsistent as for small distances |x − y|2  a substantial amounts of transport may be excluded.



A Path Tracer with Next Event Estimation and Multiple Importance Sampling For the purpose of the tutorial an efficient implementation of a path tracer with next event estimation (see Sec. 4.3.2) and multiple importance sampling is described [47, Sec. 4.1.5, p. 79]. Light transport is modeled by a Fredholm integral equation of the second kind L = Le + T fs L, where the integral operator T fs L ≡



Z S−2 (x)



fs (ωo , x, ω)L(h(x, ω), −ω) cos θx dω



determines the transported radiance in analogy to Eq. 9. The radiance thus is the source radiance Le plus transported radiance T fs L = T fs (Le + T fs L) = T fs ((w1 p1 + w2 p2 ) Le + T fs L) {z } | =1



= T fs (w1 p1 Le + T fs L) + T fs w2 p2 Le , which can be computed by first replacing one instance of the radiance by its definition and then inserting a linear combination of weights that always sums up to one as derived in the previous section. As a result the transported radiance is determined by two terms: The first term is evaluated by integration over the hemisphere,
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which comprises sampling a scattering direction, tracing a ray and summing up the weighted emission Le and recursively computing the transported radiance. The second term uses a shadow ray towards the support of the light sources and the according weight as derived in Eq. 10 for the example of the balance heuristic. The implementation can be realized as a simple loop without recursion, terminates the path started from the image plane by Russian roulette (see Sec. 4.3.1), and uses the scattering direction both for path tracing and next event estimation with multiple importance sampling. For regions with visibility V ≡ 1 the method converges much faster than the path tracer without multiple importance sampling although no additional rays need to be traced. This simple but already quite powerful algorithm can be extended to bidirectional path tracing, where all vertices of a camera path are connected to all vertices of a light path. Using the principle of implicit importance sampling as before, the implementation is compact [5, 1]. As bidirectional path tracing suffers the problem of insufficient techniques [42], photon mapping can be added [34] by using multiple importance sampling as well [20, and references therein]. Using the quasi-Monte Carlo technique of blockwise enumeration as illustrated in Fig. 7, all image synthesis algorithms can be implemented as progressive, consistent, and deterministic algorithm. Although multiple importance sampling takes care of optimally combining techniques, it does not consider visibility: For the simple example of a light bulb, all shadow rays will report occlusion by the glass around the glowing wire. Similarly, shadow rays are not efficient, when light enters a room or a car through a window. On the other hand, mostly diffuse scenes do not benefit from photon mapping, which raises the question, whether for a given scene description the relevant techniques can be determined algorithmically and whether visibility can be efficiently predicted.



5 State of the Art Consistent quasi-Monte Carlo methods are easily parallelized and are perfectly reproducible due to their deterministic nature. In industry they take advantage of SIMD (single instruction multiple data) architectures and are perfectly suitable for latency hiding architectures like especially GPUs (graphics processing units). Besides computer graphics, other domains like for example finance, will benefit from the parallel quasi-Monte Carlo methods as well. Low discrepancy sequences can be generated at the speed of high-quality pseudorandom numbers and they offer a performance advantage due to better discrete density approximation [25]. On certain restricted functions classes [51, 65, 8], quasiMonte Carlo methods are roughly quadratically faster than Monte Carlo methods and it is known that quasi-Monte Carlo methods outperform Monte Carlo methods on the average [79, 71]. However, due to the deterministic nature of quasi-Monte Carlo methods, it is possible to construct theoretical worst cases, especially for the class of square integrable functions, where a Monte Carlo method can be expected
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to be better. For this reason the general Thm. 1 cannot provide a good rate of convergence on the class of square integrable functions. Beyond the state of the art as surveyed in this article, there are still fundamental issues in image synthesis: While (multiple) importance sampling is deeply explored in the context of computer graphics, there is no efficient deterministic method that can incorporate the prediction of visibility (see Sec. 4.4.2). While the Metropolis light transport [75, 73] algorithm can efficiently handle boundaries with complex visibility, there does not exist a deterministic version and it is unknown how to benefit from low discrepancy. For all known techniques, settings can be constructed that result in inefficient performance: For example, shadow rays do not work with transparent objects like glass and the Metropolis light transport algorithm is not efficient in simple settings. There is such a desire to algorithmically determine which techniques are efficient for a given setting. Besides lighting complexity, the amount of data to be rendered in one frame reaches amounts that require simplification to enable efficient processing. Such approaches relate to multi-level algorithms and function representations and levelof-detail representations. Finding such approximations is still a challenge, because changing visibility often dramatically changes the light transport and consequently the rendered image. In conclusion, the paradigm of consistency has led to many new developments in quasi-Monte Carlo methods and numerous industrial rendering solutions apply quasi-Monte Carlo methods for light transport simulation.
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