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Any holomorphic map T from the Riemann sphere b := C ∪ {∞} to itself has the form C
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T (x) =



p(x) an x n + . . . + a0 x 0 = , q(x) bn x n + . . . + b0 x 0



where a0 , . . . , an and b0 , . . . , bn are complex numbers. Such a map is called a rational function. It can be assumed without loss of generality that the polynomials p and q do not have any common factors which can be cancelled out, or equivalently, that they do not have any common roots.
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The dynamics of rational functions were first studied by Fatou and Julia. They studied the domain of normality of the function T , i.e. the set b : there exists a neighborhood U of x such that FT := {x ∈ C the iterates (T n )n form a normal family on U}.
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The dynamics of rational functions were first studied by Fatou and Julia. They studied the domain of normality of the function T , i.e. the set b : there exists a neighborhood U of x such that FT := {x ∈ C the iterates (T n )n form a normal family on U}. This set is known as the Fatou set, whereas its complement b \ FT is known as the Julia set. It can be seen from the JT := C definition that the Fatou set is open and the Julia set is closed. In most cases the Julia set has a fractal structure and the interesting dynamics of T take place on JT .
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Figure: The Julia set of the map T (z) = z 2 + c, where c = −0.726895347709114071439 + 0.188887129043845954792i
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Suppose that X is a compact metric space, for example X = JT , and suppose that T : X → X is a continuous map. Adler, Konheim and McAndrew (’65) defined a way to measure how “complicated” the dynamics of the map T are, using a single number, called the topological entropy. The topological entropy is defined as htop (T ) := lim lim sup ε→0 n→∞



1 ln sup #(E ), n E ⊆X



New Results



where the supremum is taken over all (n, ε)-separated subsets E of X , i.e. all sets E ⊆ X such that x, y ∈ E , d(T j (x), T j (y )) ≤ ε ∀j = 0, . . . , n − 1 ⇒ x = y .



Topological entropy of a rational function Random Iteration of Rational Functions David Simmons Outline The Deterministic Case; Known Results The Random Case; Known Results New Results



In the case where T is a rational function and X is either JT or b the topological entropy of T was the entire Riemann sphere C, computed by Gromov (’77), who proved that htop (T ) = ln(deg(T )). (The degree of a rational function is the maximum of the degrees of its numerator and denominator, or, alteratively, the number of preimages of a generic point.)
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Motivated by physical considerations arising in statistical mechanics, D. Ruelle (’73) generalized the definition of topological entropy to include the effect of a “potential function” φ : X → R. This function is supposed to represent the negative potential energy corresponding to each element of the configuration space X describing a physical system. The topological pressure of the dynamical system T and the potential function φ is defined as   n−1 X X 1 P(T , φ) := lim lim sup ln sup exp  φ(T j (x)) , ε→0 n→∞ n E ⊆X x∈E



j=0



where the supremum is again taken over all (n, ε)-separated subsets E of X . Clearly, the special case φ ≡ 0 gives the topological entropy htop (T ) = P(T , φ).
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The dynamics of the map T can also be analyzed by considering invariant measures on X , i.e. Borel measures µ satisfying T∗ [µ] = µ, where T∗ [µ] := µ ◦ T −1 . If µ is such a measure, we define the metric entropy of µ by considering finite Borel partitions A of X : For each such partition A, we define   X 1 Hµ (A) := µ(A) ln µ(A) A∈A   n−1 _ 1 hµ (T ; A) := lim Hµ  T −j A n→∞ n j=0



and we let hµ (T ) be the supremum of hµ (T ; A) over all finite partitions A of X . It turns out that the supremum can also be taken over all countable partitions A satisfying Hµ (A) < ∞, without affecting the result.
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The relation between these two notions of entropy is given by the famous Variational Principle of Goodman, Goodwyn, and Dinaburg (’71), stating that



Outline The Deterministic Case; Known Results The Random Case; Known Results New Results



htop (T ) = sup {hµ (T ) : µ = T∗ [µ]} .



(2.1)
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The relation between these two notions of entropy is given by the famous Variational Principle of Goodman, Goodwyn, and Dinaburg (’71), stating that
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htop (T ) = sup {hµ (T ) : µ = T∗ [µ]} .



(2.1)



A more general version was proven later by Walters (’75), stating that for any continuous potential function φ : X → R, we have   Z P(T , φ) = sup hµ (T ) + φdµ : µ = T∗ [µ] . (2.2) A shorter proof was also given by Misiurewicz (’76).
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As a consequence of this variational principle, any measure µ which attains the supremum in (2.1) is seen as containing “all of the entropy of the system”. Similarly, a measure which attains the supremum in (2.2) is supposed to minimize the “Gibbs free energy”. Accordingly, such a measure will be called a measure of maximal entropy in the first case and an equilibrium state in the second case, and it is viewed as the natural measure for some physical applications. Consequently, it is of interest to discover whether such such a measure exists, and if so, whether it is unique.
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In the case of rational functions, the first result in this direction is due to Lyubich (’83), who proved the existence of a measure of maximal entropy for T , constructed as the limiting distribution of the preimages of a fixed point, which may be chosen arbitrarily from the complement of a certain finite b which depends on T . subset of C
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In the case of rational functions, the first result in this direction is due to Lyubich (’83), who proved the existence of a measure of maximal entropy for T , constructed as the limiting distribution of the preimages of a fixed point, which may be chosen arbitrarily from the complement of a certain finite b which depends on T . The uniqueness of this subset of C measure was proven by Ma˜ n´e (’83), who used an inequality of Ruelle to show that any measure of positive entropy has a generating partition of finite entropy.
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In the case of rational functions, the first result in this direction is due to Lyubich (’83), who proved the existence of a measure of maximal entropy for T , constructed as the limiting distribution of the preimages of a fixed point, which may be chosen arbitrarily from the complement of a certain finite b which depends on T . The uniqueness of this subset of C measure was proven by Ma˜ n´e (’83), who used an inequality of Ruelle to show that any measure of positive entropy has a generating partition of finite entropy. These two results concern only the topological entropy and not the topological pressure; the first result concerning the pressure was given by Denker and Urba´ nski (’91), who proved the following theorem:
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b → R is H¨ A map φ : C older continuous if there exist constants b C , α > 0 such that for all x, y ∈ C, |φ(x) − φ(y )| ≤ Cd(x, y )α .
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Theorem (Denker and Urba´ nski, ’91)
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Suppose that T is a rational map of degree at least two and b → R is H¨ suppose that φ : C older continuous and satisfies
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P(T , φ) > sup(φ).



(2.3)



Then there is a unique equilibrium state for (T , φ). This theorem was proven independently by Przytycki (’90).
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In a physically realistic dynamical system, it may be unreasonable to expect that the same map T will be used to determine the iteration at every point in time. Instead, there may be some randomness and different maps will be chosen. In this case, we consider the iterates of a point x to be the sequence (x, T0 (x), T1 ◦ T0 (x), T2 ◦ T1 ◦ T0 (x), . . .), for some sequence of transformations Ti : X → X , chosen randomly according to some probability distribution. We will, however, make the assumption that the transformation to be applied does not depend on time in any predictable way, i.e. the distribution of T0 is the same as the distribution of T1 , etc. However, in general there could be correlations between the random variables T0 , T1 , . . ..
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Mathematically, we consider the following model: Let T = (Tω )ω∈Ω be a collection of continuous endomorphisms of a topological space X parameterized by a standard Borel probability space (Ω, P), such that the map ω 7→ Tω is Borel measurable. Let θ : Ω → Ω be an ergodic invertible measure-preserving transformation. We call the tuple (T , Ω, P, θ) a random dynamical system on X . The dynamics of this system are given by the pseudo-iterates Tωn (x) := Tθn−1 ω ◦ . . . ◦ Tω (x).
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Mathematically, we consider the following model: Let T = (Tω )ω∈Ω be a collection of continuous endomorphisms of a topological space X parameterized by a standard Borel probability space (Ω, P), such that the map ω 7→ Tω is Borel measurable. Let θ : Ω → Ω be an ergodic invertible measure-preserving transformation. We call the tuple (T , Ω, P, θ) a random dynamical system on X . The dynamics of this system are given by the pseudo-iterates Tωn (x) := Tθn−1 ω ◦ . . . ◦ Tω (x). Random dynamical systems have been studied by several authors, including Kifer (’86) and Arnold (’98). Note that Kifer studied the case in which the sequence (Tθj ω )j∈N is independent and identically distributed.
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Suppose that (T , Ω, P, θ) is a random dynamical system. Consider the set X=Ω×X
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and the map T(ω, p) := (θω, Tω (p)) from X to itself.
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Suppose that (T , Ω, P, θ) is a random dynamical system. Consider the set X=Ω×X
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and the map T(ω, p) := (θω, Tω (p)) from X to itself. Then Tn (ω, p) = (θn ω, Tωn (p)). We will cal the sextuple (Ω, P, θ, X, T, π1 ) is called the relative dynamical system associated with the random dynamical system (T , Ω, P, θ).
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Definition A (measurable) relative dynamical system consists of A probability space (Ω, P) An ergodic invertible measure-preserving transformation θ : Ω → Ω [This map will usually be notated without parentheses i.e. θω := θ(ω)] A measurable space X A measurable transformation T : X → X A measurable map π : X → Ω such that the diagram commutes, i.e. π ◦ T = θ ◦ π.
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This definition can be summed up in the following diagram: X



− → T



↓π



X ↓π



(Ω, P) → − (Ω, P) θ
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This definition can be summed up in the following diagram: X



− → T



↓π



X ↓π



(Ω, P) → − (Ω, P) θ



Notice that there is no measure on X ... yet.
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This definition can be summed up in the following diagram: X



− → T



↓π



X ↓π



(Ω, P) → − (Ω, P) θ



Notice that there is no measure on X ... yet. If (Ω, P, θ, X, T, π) is a relative dynamical system, let M(X, T, P) be the set of all T-invariant probability measures σ on X such that π∗ [σ] = P, and let Me (X, T, P) be the set of all T-ergodic elements of M(X, T, P).
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Definition If σ ∈ M(X, T, P), the relative entropy of T over θ with respect to σ is defined by the equations
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hσ (T  θ) := sup hσ (T  θ; A) A   n−1 _ 1 hσ (T  θ; A) := lim Hσ  T−j A  π −1 Ω  n→∞ n j=0
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(The supremum is taken over all partitions A of X such that Hσ (A  π −1 ) < ∞.  is the partition of Ω into points.)
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Definition If σ ∈ M(X, T, P), the relative entropy of T over θ with respect to σ is defined by the equations
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hσ (T  θ) := sup hσ (T  θ; A) A   n−1 _ 1 hσ (T  θ; A) := lim Hσ  T−j A  π −1 Ω  n→∞ n j=0
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(The supremum is taken over all partitions A of X such that Hσ (A  π −1 ) < ∞.  is the partition of Ω into points.) Z Note that Hσ (A  π −1 ) = Hσω (A)dP(ω), where (σω )ω is Ω



the disintegration of σ with respect to π.
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Definition Now suppose that (T , Ω, P, θ) is a random dynamical system on a compact metric space X , and suppose that φ : Ω → C(X ). We say that φ is integrably bounded if Z kφω k∞ dP(ω) < ∞.
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Definition In this case, the relativistic pressure of T over θ with respect to φ is defined by the equation ! Z X n 1 φ0 (x) Pφ,P (T  θ) := lim lim sup ln sup e dP(ω), ε→0 n→∞ n Ω E ⊆X x∈E



where the supremum is taken over all (ω, n, ε)-separated subsets E of X , i.e. all sets E ⊆ X such that ∀x, y ∈ E , d(Tωj (x), Tωj (y )) ≤ ε ∀j = 0, . . . , n − 1 ⇒ x = y .
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Definition In this case, the relativistic pressure of T over θ with respect to φ is defined by the equation ! Z X n 1 φ0 (x) Pφ,P (T  θ) := lim lim sup ln sup e dP(ω), ε→0 n→∞ n Ω E ⊆X x∈E



where the supremum is taken over all (ω, n, ε)-separated subsets E of X , i.e. all sets E ⊆ X such that ∀x, y ∈ E , d(Tωj (x), Tωj (y )) ≤ ε ∀j = 0, . . . , n − 1 ⇒ x = y . If φ = 0, then Pφ,P (T  θ) is called the relative topological entropy of T over θ, and is denoted htop,P (T  θ).
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We have the following variational principle, which is essentially due to B¨ogenschutz (’92): Theorem Suppose that (T , Ω, P, θ) is a random dynamical system on a compact metric space X , and suppose that φ : Ω → C(X ) is an integrably bounded random potential function. Then   Z Pφ,P (T  θ) = sup hσ (T  θ) + φdσ . (3.1) σ∈M(X,T,P)
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As in the deterministic case, the variational principle motivates the concept of an equilibrium state: Definition With notation as above, an equilibrium state of (X, T, φ) over (Ω, P, θ) is an element σ ∈ M(X, T, P) on which the supremum in (3.1) is achieved. If φ ≡ 0, an equilibrium state is called a measure of maximal relative entropy of (X, T) over (Ω, P, θ).
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As in the deterministic case, the variational principle motivates the concept of an equilibrium state: Definition With notation as above, an equilibrium state of (X, T, φ) over (Ω, P, θ) is an element σ ∈ M(X, T, P) on which the supremum in (3.1) is achieved. If φ ≡ 0, an equilibrium state is called a measure of maximal relative entropy of (X, T) over (Ω, P, θ). As before, it is of interest to determine the existence and uniqueness of equilibrium states.
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For the case of an RDS consisting of rational functions, there is only one previously known result due to Jonsson (’00): Theorem (Jonsson, ’00) b Suppose that (T , Ω, P, θ) is a random dynamical system on C consisting of rational functions Tω , such that Ω is a compact metric space and such that the maps θ : Ω → Ω and T : Ω → Rd are continuous. (Here Rd is the set of rational functions of degree d for some fixed d ≥ 2.)
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For the case of an RDS consisting of rational functions, there is only one previously known result due to Jonsson (’00): Theorem (Jonsson, ’00) b Suppose that (T , Ω, P, θ) is a random dynamical system on C consisting of rational functions Tω , such that Ω is a compact metric space and such that the maps θ : Ω → Ω and T : Ω → Rd are continuous. (Here Rd is the set of rational functions of degree d for some fixed d ≥ 2.) Suppose that hP (θ) < ∞.
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For the case of an RDS consisting of rational functions, there is only one previously known result due to Jonsson (’00): Theorem (Jonsson, ’00) b Suppose that (T , Ω, P, θ) is a random dynamical system on C consisting of rational functions Tω , such that Ω is a compact metric space and such that the maps θ : Ω → Ω and T : Ω → Rd are continuous. (Here Rd is the set of rational functions of degree d for some fixed d ≥ 2.) Suppose that hP (θ) < ∞. Then there exists a unique measure of maximal relative entropy of (X, T) over (Ω, P, θ). Furthermore htop,P (T  θ) = ln(d).



(3.2)
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For the case of an RDS consisting of rational functions, there is only one previously known result due to Jonsson (’00): Theorem (Jonsson, ’00) b Suppose that (T , Ω, P, θ) is a random dynamical system on C consisting of rational functions Tω , such that Ω is a compact metric space and such that the maps θ : Ω → Ω and T : Ω → Rd are continuous. (Here Rd is the set of rational functions of degree d for some fixed d ≥ 2.) Suppose that hP (θ) < ∞. Then there exists a unique measure of maximal relative entropy of (X, T) over (Ω, P, θ). Furthermore htop,P (T  θ) = ln(d).



(3.2)



Note that (3.2) generalizes Gromov’s deterministic equation htop (T ) = ln(deg(T )).



Remarks on Jonsson’s proof Random Iteration of Rational Functions David Simmons Outline The Deterministic Case; Known Results The Random Case; Known Results New Results



Jonsson’s proof relies heavily on the use of potential theory. It turns out that this technique is essentially useless when considering a nonzero potential function. Thus new techniques are needed to consider the case φ 6≡ 0. These techniques come from the Denker-Urba´ nski paper (’91); however, some care is needed to make these techniques generalize to the random setting.
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b consisting of Fix a random dynamical system (T , Ω, P, θ) on C rational functions Tω (henceforth we shall call such a system a holomorphic random dynamical system) and a random b (here α > 0 is fixed, and potential function φ : Ω → Hα (C) b is the set of α-H¨ b Hα (C) older continuous functions on C). Assume that the set {deg(Tω ) : ω ∈ Ω} is bounded and does not contain 0 or 1.
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b consisting of Fix a random dynamical system (T , Ω, P, θ) on C rational functions Tω (henceforth we shall call such a system a holomorphic random dynamical system) and a random b (here α > 0 is fixed, and potential function φ : Ω → Hα (C) b is the set of α-H¨ b Hα (C) older continuous functions on C). Assume that the set {deg(Tω ) : ω ∈ Ω} is bounded and does not contain 0 or 1. Also assume that the integrability condition Z ln sup((Tω )∗ (x))dP(ω) < ∞ b x∈C



is satisfied. (Here and elsewhere (Tω )∗ (x) is the derivative of Tω at x with respect to the spherical metric.) In particular, this assumption is satisfied if T (Ω) is relatively compact.
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For each ω ∈ Ω and n ∈ N, we define the Perron-Frobenius b → C(C) b via the equation operator Lnω : C(C)   n−1 X X Lnω [f ](p) := exp  φθj ω (Tωj (x)) f (x). x∈(Tωn )−1 (p)



j=0



(The sum is counted with multiplicity.)
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Our first result is a generalization of Jonsson’s theorem. The strongest hypothesis in this theorem is the fact that 1 is an eigenfunction of the Perron-Frobenius operator. Theorem
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Fix α > 0. Suppose that the integrability condition Z kφω kα dP(ω) < ∞ holds, and suppose that for each ω ∈ Ω, there exists λω > 0 so that Lω [1] = λω 1.
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Our first result is a generalization of Jonsson’s theorem. The strongest hypothesis in this theorem is the fact that 1 is an eigenfunction of the Perron-Frobenius operator. Theorem
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Fix α > 0. Suppose that the integrability condition Z kφω kα dP(ω) < ∞ holds, and suppose that for each ω ∈ Ω, there exists λω > 0 so that Lω [1] = λω 1.Then there exists a unique equilibrium state of (X, T, φ) over (Ω, P, θ). Furthermore Z Pφ,P (T  θ) = ln(λω )dP(ω).
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Corollary There exists a unique measure of maximal relative entropy of (X, T) over (Ω, P, θ). Furthermore Z htop,P (T  θ) := P0,P (T  θ) = ln(deg(Tω ))dP(ω), generalizing both Jonsson’s and Gromov’s formulas.
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Corollary There exists a unique measure of maximal relative entropy of (X, T) over (Ω, P, θ). Furthermore Z htop,P (T  θ) := P0,P (T  θ) = ln(deg(Tω ))dP(ω), generalizing both Jonsson’s and Gromov’s formulas. Proof. If φ = 0, then Lω [1] = deg(Tω )1.
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Corollary There exists a unique measure of maximal relative entropy of (X, T) over (Ω, P, θ). Furthermore Z htop,P (T  θ) := P0,P (T  θ) = ln(deg(Tω ))dP(ω), generalizing both Jonsson’s and Gromov’s formulas. Proof. If φ = 0, then Lω [1] = deg(Tω )1. Remark Jonsson’s theorem is a corollary of the above corollary.
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The next theorem concerns random holomorphic dynamical systems which come from perturbing a deterministic dynamical system. Theorem Fix α > 0 and 0 ≤ τ < 1. For every rational function T0 with deg(T0 ) ≥ 2, there exists a neighborhood B of T0 such that the following holds: If (T , Ω, P, θ) is a holomorphic random b with T (Ω) ⊆ B, if φ : Ω → C(C) b is a dynamical system on C random potential function, and if:
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The next theorem concerns random holomorphic dynamical systems which come from perturbing a deterministic dynamical system. Theorem Fix α > 0 and 0 ≤ τ < 1. For every rational function T0 with deg(T0 ) ≥ 2, there exists a neighborhood B of T0 such that the following holds: If (T , Ω, P, θ) is a holomorphic random b with T (Ω) ⊆ B, if φ : Ω → C(C) b is a dynamical system on C random potential function, and if:
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sup kφω kα < ∞



(4.1)



ω∈Ω



sup(e φω ) ≤ τ inf(Lω [1]) ∀ω ∈ Ω,



(4.2)
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The next theorem concerns random holomorphic dynamical systems which come from perturbing a deterministic dynamical system. Theorem Fix α > 0 and 0 ≤ τ < 1. For every rational function T0 with deg(T0 ) ≥ 2, there exists a neighborhood B of T0 such that the following holds: If (T , Ω, P, θ) is a holomorphic random b with T (Ω) ⊆ B, if φ : Ω → C(C) b is a dynamical system on C random potential function, and if:
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sup kφω kα < ∞



(4.1)



ω∈Ω



sup(e φω ) ≤ τ inf(Lω [1]) ∀ω ∈ Ω,



(4.2)



then there exists a unique equilibrium state of (X, T, φ) over (Ω, P, θ).
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Remark (4.2) follows from the stronger hypothesis sup(φω ) − inf(φω ) ≤ deg(Tω ) − ε, where ε := − ln(τ ) > 0. In particular, this condition is satisfied when φ is close to 0.
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Theorem Fix α > 0, n ∈ N, and 0 ≤ τ < 1. For almost every set A ⊆ R of cardinality n, in both the topological and the measure-theoretic sense, there exists a neighborhood B of A in the compact-open topology such that the following holds: If b (T , Ω, P, θ) is a holomorphic random dynamical system on C b with T (Ω) ⊆ B, if φ : Ω → C(C) is a random potential function, and if (4.1) and (4.2) are satisfied, then there exists a unique equilibrium state of (X, T, φ) over (Ω, P, θ).
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Random Iteration of Rational Functions






For the case of an RDS consisting of rational functions, there is only one previously known result due to Jonsson ('00):. Theorem (Jonsson, '00). Suppose that (T,Î©,P,Î¸) is a random dynamical system on Ì‚C consisting of rational functions TÏ‰, such that Î© is a compact metric space and such that the maps Î¸ : Î© â†’ Î© and. 
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