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Abstract This thesis is concerned with the disconnection of large graphs by trajectories of random walks and the model of random interlacements. The latter is a model for a random set of vertices in a transient graph and has recently been introduced by Sznitman. Our starting point is the disconnection of a discrete cylinder by a random walk, the most widely studied setup in this area. We consider a random walk on a discrete cylinder of the form (Z/NZ)d × Z, d ≥ 3, with drift in one of the two Z-directions. The disconnection time is defined as the first time when the trajectory of the random walk disconnects the cylinder into two infinite connected components. We prove that for large N, when the size of the drift exceeds a threshold of 1/N d , the disconnection time undergoes a phase transition from polynomial in N to exponential in a power of N. We then come to a related problem, where we study a random walk trajectory of length uN d on a discrete torus (Z/NZ)d in high dimension d. The set of vertices not visited by the random walk trajectory is referred to as the vacant set. We prove that for parameters u > 0 chosen small enough, some components of the vacant set consist only of segments of size logarithmic in N with probability tending to 1 as N tends to infinity. This resolves a question appearing in the work of Benjamini and Sznitman on the giant component of the vacant set. The remaining part of this work is devoted to the relation between the distributions of the trajectories of the random walks in these two problems and the model of random interlacements. We first consider the distribution of the configurations of vertices visited by the random walk on (Z/NZ)d in the neighborhoods of finitely many distant points in the torus up to time uN d , d ≥ 3. This distribution is shown to converge as N tends to infinity to the distribution of independent copies of the random interlacement at level u on Zd . Finally, we prove a similar result for random walks on cylinders of the form GN × Z, where GN is a large finite connected weighted graph. We thereby generalize a result proved by Sznitman for GN the d ≥ 2-dimensional integer torus of large side length N to a large class of weighted graphs GN including large Euclidean boxes with reflecting boundary, Sierpinski graphs and trees. 5



Kurzfassung Diese Dissertation befasst sich mit der Trennung grosser Graphen durch Irrfahrttrajektorien und dem Random Interlacement Modell. Dieses Modell beschreibt zuf¨allige Teilmengen von Knoten in transienten Graphen und wurde in einer neulich erschienenen Arbeit von Sznitman definiert. Wir beginnen mit einer mittlerweile oft betrachteten Problemstellung, der Trennung eines diskreten Zylinders durch eine Irrfahrt. Hier betrachten wir eine Irrfahrt auf einem diskreten Zylinder der Form (Z/NZ)d × Z, d ≥ 3, mit einseitiger Neigung in eine der beiden ZRichtungen. Die Trennzeit ist definiert als die erste Zeit, zu der die Trajektorie der Irrfahrt den Zylinder in zwei unendliche zusammenh¨angende Komponenten trennt. Wir zeigen, dass das asymptotische Verhalten der Trennzeit f¨ ur N → ∞ einen sogenannten Phasen¨ ubergang aufweist: Sobald die Neigung der Irrfahrt die Gr¨ossenordnung 1/N d u ¨ berschreitet, ¨andert sich das Verhalten der Trennzeit von polynomial in N zu exponential in einer Potenz von N. Danach kommen wir zu einem verwandten Problem, bei dem wir eine Irrfahrttrajektorie der L¨ange uN d auf einem diskreten Torus der Seitenl¨ange N in hoher Dimension d betrachten. Die Menge der von der Irrfahrt nicht besuchten Knoten wird als die vakante Menge bezeichnet. Wir zeigen, dass f¨ ur ausreichend klein gew¨ahlte Parameter u > 0 Komponenten der vakanten Menge existieren, die nur aus einem Segment logarithmischer L¨ange in N bestehen, mit gegen 1 strebender Wahrscheinlichkeit f¨ ur N → ∞. Dieses Resultat beantwortet eine Frage, die in der Arbeit von Benjamini und Sznitman u ¨ ber die gr¨osste Komponente der vakanten Menge auftritt. Der u ¨ brige Teil dieser Arbeit ist dem Zusammenhang zwischen den Wahrscheinlichkeitsverteilungen der Irrfahrttrajektorien in den obigen Problemstellungen und dem Random Interlacement Modell gewidmet. Zun¨achst betrachten wir die Verteilung der Konfigurationen von Knoten, die von der Irrfahrt auf (Z/NZ)d in den Umgebungen endlich vieler entfernter Punkte im Torus bis zur Zeit uN d besucht werden, wobei d ≥ 3 ist. Wir zeigen, dass diese Verteilung f¨ ur N → ∞ gegen die Verteilung unabh¨angiger Kopien eines Random Interlacements auf Zd mit Niveau u konvergiert. 7
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0. Kurzfassung



Schliesslich zeigen wir ein ¨ahnliches Resultat f¨ ur Irrfahrten auf Zylindern der Form GN × Z, wobei GN einen grossen endlichen zusammenh¨angenden gewichteten Graphen bezeichnet. Dieses Resultat wurde von Sznitman f¨ ur den Fall, in dem GN der d ≥ 2-dimensionale diskrete Torus der Seitenl¨ange N ist, bewiesen und wird hiermit f¨ ur eine breite Klasse von Graphen GN verallgemeinert. Diese Klasse enth¨alt unter anderem grosse euklidische Gitter mit reflektierendem Rand, SierpinskiGraphen und B¨aume.
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Introduction A random walk is a mathematical model describing the erratic movement of a particle. Random walks have wide applicability in many fields of science and engineering. Within mathematics, random walks are intimately linked with discrete potential theory. Before describing the results of the present work in Section 2 of this introduction, we give a brief outline of some related work and explain the title of this thesis in the first section. 1. Random walk trajectories - a brief survey 1.1. Random walks and classical covering problems. This thesis is concerned with trajectories of random walks on graphs. A graph is a set of vertices, some of which are linked by edges. Two vertices linked by an edge are called neighbors. An example of a graph is the two-dimensional square grid, depicted in Figure 1, p. 12, where every vertex has four neighbors. A particle performing a random walk on the vertices of the graph is governed by the following rule: at every step, the particle moves from the current vertex to a neighbor chosen uniformly at random, where each choice is independent of all previous choices. The trajectory of the random walk until time n is the set of vertices visited by the random walk in its first n steps. A realization of a random walk trajectory on a square grid can be seen in Figure 1. Questions about this random set are generally simple to formulate, yet intriguingly difficult to answer. Here are some classical examples. The setup that has attracted most attention is the random walk on the integer lattice Zd , d ≥ 1 (for d = 2, this is the example shown in Figure 1). A nontrivial question one can ask in this context is whether every vertex in Zd will eventually be visited by the random walk. This question has been answered in a classical work by P´olya in 1921. In [24], P´olya shows that the answer depends on the dimension d: with probability 1, the random walk visits all vertices of Zd in dimensions d = 1 and d = 2, whereas some vertices are never visited in dimensions d ≥ 3. Erd˝os and R´ev´esz (see [26] and [16]) have studied the radius of the largest Euclidean ball covered by the random walk trajectory on Zd until time n. Their results show that in dimension d ≥ 3, this radius behaves roughly like (log n)1/(d−2) for large n with probability 1. In 11
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Figure 1. A random walk trajectory on a square grid. The marked vertices have been visited by the random walk starting at the center at time 0 in its first 250 steps and form the random walk trajectory until time 250. The random walk at time 250 is positioned at the vertex marked o. The circle marks the circumference of the largest covered open disc centered at the starting point.



d = 2, the problem is substantially more delicate. It took considerable effort (see, for example, R´ev´esz [27], Lawler [20]) until Dembo, Peres and Rosen showed in 2007 (see [11]) that the radius of the largest covered disk roughly behaves like n1/4 in two dimensions. This behavior differs radically from that of the largest covered disk centered at the starting point of the random walk. Precise asymptotics of order exp((const.)(log n)1/2 ) for the radius of this disk were obtained by Dembo, Peres, Rosen and Zeitouni in [10]. In Figure 1, the radius of the largest covered open disc centered at the starting point equals 2. On finite graphs, one can ask how many steps it takes until the random walk trajectory has covered every vertex. This random time is commonly referred to as the cover time. The most prominent example is perhaps the integer torus (Z/NZ)d with large side length N (equipped with edges between any two vertices at Euclidean distance 1). For dimensions d ≥ 3, the cover time of the torus behaves like cd N d log N d for large N with high probability, where cd denotes the expected number of times the random walk on Zd visits its starting point (see Aldous and Fill [3], Chapter 7, p. 22). Although it has been
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known for some time that in dimension d = 2, the cover time behaves roughly like (N log N)2 , it is a fairly recent result due to Dembo, Peres, Rosen and Zeitouni [10] which proves that the precise asymptotics for the cover time in two dimensions are given by (4/π)(N log N)2 .



Figure 2. A computer simulation of the largest component (red) and second largest component (blue) of the vacant set left by a random walk on (Z/N Z)3 after [uN 3 ] steps, for N = 200. The picture on the left-hand side corresponds to u = 1, the right-hand side to u = 3.5.



(Z/NZ)d {X0 , X1 , . . . , XTN }



Z



Figure 3. The disconnection time TN of (Z/N Z)d × Z by a random walk (Xn )n≥0 is defined as the first time when the vacant set has two infinite connected components, separated from each other by some interface covered by the random walk.



1.2. Disconnection and random interlacements. The present work is concerned with a phenomenon called disconnection. Let us give a heuristic visualization of this phenomenon on an example. We again look at a random walk on the integer torus and now consider the behavior of the set of vertices not belonging to the random walk trajectory. This set is referred to as the vacant set. The vacant set consists of only



14



0. Introduction



(Z/NZ)d : Random walk



Random interlacement Zd :



N →∞



Zd :



Zd :



Figure 4. In Chapter 3, we prove that the random configurations of vertices visited by a random walk on (Z/N Z)d until time [uN d ] in a fixed number of distant neighborhoods converge in distribution as N → ∞ to the random configurations one obtains from independent copies of the random interlacement on Zd at level u ≥ 0 (d ≥ 3).



Figure 5. A computer simulation of the largest component (red) and second largest component (blue) of the vacant set of a random interlacement at level u on Z3 , intersected with [0, N ]3 , for N = 200. The picture on the lefthand side corresponds to u = 1, the right-hand side to u = 3.5. These pictures are strikingly similar to the ones obtained for random walk on (Z/N Z)3 , shown in Figure 2.



one large component (and other components of small size) if we let the random walk run for a small number of steps. This regime is illustrated on the left-hand side of Figure 2, where the second largest component (in blue) is still much smaller than the largest component (in red) of
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the vacant set. Once the number of time steps of the random walk exceeds some threshold time, this large component splits into many small components (cf. the right-hand side of Figure 2). This phenomenon is what we heuristically mean by disconnection and the time at which it occurs is typically known as the disconnection time. Disconnection was first investigated on a discrete cylinder (Z/NZ)d × Z, d ≥ 1, in a seminal work by Dembo and Sznitman [12]. In this context, the natural definition of the disconnection time TN is the first time when the vacant set has two infinite components, see Figure 3, p. 13. In [12], the authors prove that the disconnection time behaves roughly like N 2d with probability tending to 1 for large N. In Chapter 1 (see also Section 2.1 below), we study the same model for a random walk with bias ∆ in the Z-direction and prove that for d ≥ 3, the disconnection time undergoes a phase transition at ∆ = 1/N d : as long as ∆ < 1/N d , TN still roughly behaves like N 2d for large N, whereas for ∆ > 1/N d , the asymptotic behavior of TN becomes exponential in a power of N. Observations on the disconnection of a discrete integer torus (Z/NZ)d by a random walk for d ≥ 3 are up to now largely based on computer simulations. These indicate that as N tends to infinity, disconnection takes place at times of order N d , significantly smaller than the order N d log N of the cover time. More specifically, if the random walk on the torus runs for a time of uN d for a fixed positive parameter u, then for small u, there is only one large connected component of the vacant set occupying a large fraction of the total volume, whereas for large u, the vacant set typically consists of small components only. For a typical realization of these two regimes, we refer again to Figure 2. Some of these observations are proved by Benjamini and Sznitman who in [6] show the existence of a well-defined giant component of the vacant set with high probability in the small u regime for large dimensions d. This investigation is continued in Chapter 2 of this thesis (see also Section 2.2 below), where we show that in the same regime, one typically finds segments of length logarithmic in N among the small components of the vacant set. Finally, let us mention the model of random interlacements. A random interlacement is a random subset of vertices of the integer lattice Zd , d ≥ 3. Random interlacements have been introduced by Sznitman in [35] with the aim of describing the microscopic structure of the random walk trajectories in the last two problems. The random interlacement at level u ≥ 0 consists of a countable collection of doubly infinite random paths on Zd , where the parameter u governs the amount of trajectories that are present. In Chapter 3 (see also Section 2.3
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below), we prove that the random walk trajectory on the integer torus at time uN d is indeed close in distribution to a random interlacement at level u in microscopic neighborhoods. Figure 4, p. 14, is an attempt to illustrate this result. Given this result, one would expect to be able to advance the understanding of disconnection of the torus by studying properties of the random interlacement. A crucial role should be played by percolative properties of the vacant sets, i.e. of the complements, of the random interlacements, investigated in [35], [30] and [40]. If one compares the vacant set left by random walk on (Z/NZ)3 after [uN 3 ] steps with the vacant set of a random interlacement at level u on Z3 intersected with a box of side length N in computer simulations, the pictures one obtains are very similar indeed (see Figure 5, p. 14). In the same way, random interlacements can be linked to random walk trajectories on discrete cylinders. A link at the level of microscopic neighborhoods has been established by Sznitman in [36] and is generalized to a larger class of cylinders in Chapter 4 of this thesis, see also Section 2.4 below. In this context, random interlacements have already proved useful for substantial improvements of both upper and lower bounds on the disconnection time of a discrete cylinder, see the works of Sznitman [37] and [38]. 2. Results We now proceed to a more precise description of the results of this thesis. 2.1. Disconnection of a discrete cylinder by a biased random walk. In Chapter 1, we consider a discrete cylinder E = (Z/NZ)d × Z, viewed as a graph with an edge between any two vertices at Euclidean distance 1, for d ≥ 3 (explanations of this choice of d follow after Theorem 1). Recall that in this context, the disconnection time TN of E by a process (Xn )n≥0 on E is defined as the first time when the set E \{X1 , . . . , XTN } contains two distinct infinite connected components, see Figure 3. Chapter 1 is devoted to the investigation of TN when (Xn )n≥0 is a random walk on E with a bias in the Z-direction. One of the results of Dembo and Sznitman in [12] asserts that if (Xn )n≥0 is the simple random walk on E, the disconnection time behaves like N 2d+o(1) as N tends to infinity. In the present context, we perturb the transition probabilities of the simple random walk with a drift of size N −dα in the positive Z-direction for α > 0 and hence obtain a biased random walk. Our main result in Chapter 1 shows that in this setup, the asymptotic behavior of the disconnection time exhibits a phase transition for α = 1 in the following sense: the large
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N behavior of TN is the same as in the case without drift considered in [12] as long as α > 1, and becomes exponential in a power of N when α < 1. Here is the statement of the main theorem: Theorem 1. (Theorem 1.1, Chapter 1, p. 28 ) For d ≥ 3 and any ǫ > 0, N 2d−ǫ ≤ TN ≤ N 2d+ǫ ,  exp N d(1−α−ϕ(α))−ǫ ≤ TN ≤ exp N d(1−α)+ǫ ,



for α > 1, for 0 ≤ α < 1,



with probability tending to 1 as  N → ∞, for an explicit piecewise linear 1 function ϕ : (0, 1) → 0, d−1 satisfying limα→0 ϕ(α) = limα→1 ϕ(α) = 0 (see Figure 6). In addition to this result, we reduce the lower bound on TN to a large deviations problem on the disconnection of a finite box by an unbiased random walk. This problem has some similarity to issues encountered in the study of the vacant set for random walk on the integer torus by Benjamini and Sznitman [6]. The derivation of this large deviation estimate is the point where we use the assumption d ≥ 3 (the upper bound on TN is in fact proved for d ≥ 2). More details on this problem will be mentioned below (see (2.2)). 1 − α − ϕ(α) ≤ . ≤ 1 − α
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Figure 6. The shaded region lies between the exponents of the upper and lower bounds in Theorem 1 for α ∈ (0, 1).



The upper bound. The derivation of the upper bounds on TN is based on the observation that the cylinder E is certainly disconnected when a slice of the form (Z/NZ)d × {z} ⊆ E is completely covered by the random walk. To exploit this observation, we record visits made to a fixed slice by the random walk. The process of the successive visits
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to (Z/NZ)d × {z} forms a Markov chain on (Z/NZ)d × {z} for which we can show similar mixing properties as for the simple random walk on the integer torus. By a coupon-collector estimate on the cover time, this implies that the slice is covered with overwhelming probability after N d+ǫ visits. It only remains to find an upper bound on the time until N d+ǫ visits to (Z/NZ)d × {z} occur for some z ∈ Z. This is a simple one-dimensional problem. The lower bound. The derivation of the lower bounds is significantly more delicate. We reduce the problem of finding a lower bound on TN to a large deviations problem which could be expressed in words as “How costly is the disconnection of a box by only a few excursions?” and is illustrated in Figure 7. The set whose disconnection concerns us in this problem is the box     d   dα∧1   dα∧1  N N N N B(α) = − (2.1) , , ⊂ E. × − 4 4 4 4 We define Uα as the first time when the trajectory of the unbiased simple random walk on E has disconnected the set B(α), in the sense that the random walk has covered some interface carving out two distinct subsets of B(α) of volume at least |B(α)|/3. Let Dk be the time at which the random walk completes the k-th excursion between the box (Z/NZ)d × [−2N dα∧1 , 2N dα∧1 ] ⊃ B(α) and the complement of the larger box (Z/NZ)d × [−4N dα∧1 , 4N dα∧1 ]. Then we require an exponential upper bound on the event Uα ≤ D[N β ] , illustrated in Figure 7. In other words, the problem is to find a large deviation estimate for the unbiased random walk of the form P [Uα ≤ D[N β ] ] ≤ exp(−N ξ(α,β) ).



(2.2)



The reduction of the derivation of the lower bounds on TN to a problem (Z/NZ)d
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D3 Uα −4N dα∧1
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4N dα∧1 Z



Figure 7. In the large deviation problem (2.2), we need an upper bound on the probability that the first [N β ] excursions in and out of the two concentric boxes of length 4N dα∧1 and 8N dα∧1 separate two components of the box B(α) of volume |B(α)|/3 from each other.
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of this form proceeds by a purely geometric argument in the spirit of Dembo and Sznitman, showing that at time TN , a set of the form x + B(α) ⊂ E must have been disconnected in the above sense. A Girsanov-type control shows that the drift does not play a role at the scale N dα∧1 , so that it is sufficient to have an estimate of the form (2.2) for an unbiased random walk. This method yields an explicit relation between the exponent ξ(α, β) in the above problem and the exponents appearing in the lower bounds on the disconnection time. f (α, β)
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dα d−1



β



1 d−1



d−1−



1 d−1



d−1
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Figure 8. The estimate (2.2) is derived for all ξ <  f , where f is 1 the function shown above (for α ∈ 0, d on the left, for   α ∈ d1 , ∞ on the right).



There is a chance that the probability in (2.2) decays only if β ≤ d − dα ∧ 1, because after more than N d−dα∧1+ǫ excursions, the random walk has typically spent a total time of more than N d+dα∧1+ǫ in the box B(α), thereby visited all its vertices and hence already performed the disconnection. If one could prove the bound (2.2) for all such β and all ξ(α, β) < d − dα ∧ 1, then the lower bound on the disconnection time TN would match the upper bound for α < 1 in Theorem 1. We can prove the estimate (2.2) for all ξ < f , with f shown in Figure 8. This derivation requires substantial refinement at the geometric level. We show that at time Uα , one can find many small cubes of side length N γ , 0 < γ < dα ∧ 1, spread throughout B(α), such that each one of these cubes contains at least N dγ vertices visited by the random walk. Note that the number N γd of vertices visited in each (d+1-dimensional) cube of side length N γ corresponds to the number of points required to form an interface separating two macroscopically large components of the cube from each other. A key ingredient for the proof of this geometric result is the application of an isoperimetric inequality. We note here that the restriction of N dγ on the minimal number of visited points is significant only when d ≥ 3. Indeed, the typical number of points visited by the simple random walk at each visit to one of the small cubes of side length N γ is of order N 2γ , regardless of their dimension d + 1. This is the reason why we need the assumption d ≥ 3 in these large deviation estimates. We then prove a tail estimate on the number
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of points in the small cubes visited by the random walk before exiting a large set. This yields an estimate of the form (2.2) and hence lower bounds on the disconnection time by the previous reduction step. 2.2. Vacant set for random walk on a discrete torus. In Chapter 2, we consider the d-dimensional integer torus (Z/NZ)d for a sufficiently large dimension d, equipped with the usual graph structure. We investigate properties of the vacant set, defined as the set of points not visited by the simple random walk (Xn )n≥0 on (Z/NZ)d after [uN d ] time steps for a small fixed parameter u > 0 and large N. Here one might wonder why this choice of time steps is interesting. There are at least two answers to this question. First, as we have mentioned in Section 1.2, computer simulations strongly indicate that disconnection of the vacant set into small components occurs at times of this order, see also Figure 2. And second, better understanding of the vacant set can lead to better understanding of the disconnection time of a discrete cylinder mentioned in the last section. Indeed, the behavior of the random walk trajectory at times of this order mimics the configuration of sites visited by the random walk on the discrete cylinder at the time of disconnection in a typical box of the form (Z/NZ)d−1 × [z, z + N]. This observation is in particular applied by Dembo and Sznitman [13] in order to improve the lower bound on the disconnection time of the discrete cylinder. The investigation of the vacant set was initiated by Benjamini and Sznitman [6]. Their work shows that when d is large, there typically exists a well-defined giant component of the vacant set for small parameters u > 0. The definition of the giant component proceeds via segments. Segments are subsets of the torus of the form {x, x + ei , . . . , x + lei }, where (ei )1≤i≤d denotes the canonical basis of Rd . It is shown in [6] that for a suitably defined constant c0 > 0 depending only on d, many segments of length l ≥ [c0 log N] remain vacant with probability tending to 1 as N tends to infinity. The authors of [6] then prove that there typically exists a unique component of the vacant set including all vacant segments of length l ≥ [c0 log N], provided u > 0 is chosen small enough. This component is referred to as the giant component. Benjamini and Sznitman prove further that for large N, the giant component is typically at |.|∞ -distance of at most N β from any point and occupies at least a constant fraction γ of the total volume of the torus for arbitrary β, γ ∈ (0, 1), when u > 0 is chosen sufficiently small. One of the many natural questions that arise is whether the giant component is the only component including segments of a length logarithmic in N. In Chapter 2, we show that the answer is no: Theorem 2. (Theorem 1.1, Chapter 2, p. 72 ) For large dimensions d, there is a constant c1 ∈ (0, c0 ) depending only on d, such that



2. Results



21



the vacant set left by the random walk on (Z/NZ)d up to time [uN d ] includes some segment of length [c1 log N] that does not belong to the giant component with probability tending to 1 as N tends to infinity, provided u > 0 is chosen small enough. We prove this result by showing that for small u > 0, there exists some component of unvisited sites consisting only of a single segment of length [c1 log N] with overwhelming probability. The fact that this event is not monotone in the number of random walk steps a priori obstructs the use of a renewal technique. Our approach is to split up the proof into the following two statements: (1) The set (Z/NZ)d \ {X0 , . . . , X[N 2−1/10 ] } has at least [N ν ] components consisting only of a segment of length [c1 log N] for some ν > 0 with high probability. (2) At least one of these [N ν ] small components is still not visited by the random walk until time [uN d ] with high probability. For the first statement, we use that the random walk on the torus essentially behaves like simple random walk on Zd up to times smaller than N 2 . This observation allows us to use non self-intersection properties of the random walk trajectory in high dimension, together with a renewal technique. For the second statement, we first consider the event Ax that one fixed segment of length [c1 log N] with endpoint x ∈ (Z/NZ)d remains unvisited for a time of at least [uN d ]. We find a lower bound of of 1/N ǫ , ǫ ≪ ν, on the probability of any such event Ax . It remains to show that the mean N ν−ǫ of the number of unvisited segments dominates its standard deviation. To this end, we employ a technique from [6] to bound the covariance of events Ax and Ax′ for sites x and x′ with large distance. 2.3. Random walk on a discrete torus and random interlacements. In Chapter 3, we consider the same setup as in the last section for dimensions d ≥ 3 and study the connections between the microscopic structure of the set of points visited by the simple random walk on the integer torus and the model of random interlacements on Zd , d ≥ 3. Let us briefly motivate this investigation. As we have mentioned, the chief goal in the study of the vacant set left by a random walk on (Z/NZ)d in high dimension d is to prove that the vacant set has only one macroscopically large component for small values of u > 0 and only microscopic components for large values of u. An analogous question can be formulated and has been successfully answered for random interlacements. Recall that the random interlacement consists of a countable collection of doubly infinite random paths on Zd , d ≥ 3, and that a positive parameter u measures the amount
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of trajectories that are present. A natural question is whether the vacant set (i.e. the set of vertices of Zd not visited by any path) has an infinite component, in other words whether the vacant set percolates. Sznitman [35] and Sidoravicius and Sznitman [30] prove the existence of a positive and finite critical parameter u∗ such that with probability one, the vacant set does percolate for u < u∗ and does not percolate for u > u∗ . If one can relate the random configurations given by the set of sites visited by a random walk on the torus until time uN d to the random interlacement at level u ≥ 0, then these questions and results on percolation may lead to a better understanding of the disconnection phenomena. In particular, one would expect the parameter u∗ to play a role in the transition between the two different regimes for random walk on the torus. Random interlacements were constructed by Sznitman in [39] and have subsequently been studied in several works (see [40], [41], [30], [31]). The random interlacement at level u ≥ 0 is the trace left on Zd by a cloud of paths constituting a Poisson point process on the space of doubly infinite trajectories modulo time-shift, tending to infinity at positive and negative infinite times. The parameter u is a multiplicative factor of the intensity measure of this point process. It is shown in [35] that the random interlacement is an infinite connected random subset of Zd , ergodic under translation. Its complement is referred to as the d vacant set at level u. The law on {0, 1}Z of the indicator function of the vacant set at level u ≥ 0 is denoted by Qu . An important property of Qu is the following characterization:  (2.3) Qu [ω(x) = 1, for all x ∈ A] = exp −u cap(A) ,



for all finite sets A ⊆ Zd , where we have used the following notation: d by ω(x), x ∈ Zd we denote the canonical coordinates on {0, 1}Z and by cap(A) the capacity of A. The capacity is defined as the sum over all points x in A of the probabilities that the simple random walk started at x escapes from A, in other words: X d cap(A) = PxZ [{S1 , S2 , . . .} ∩ A = ∅], x∈A



d



with PxZ denoting the law under which the process (Sn )n≥0 is a simple random walk on Zd starting at x. Given x ∈ (Z/NZ)d , the vacant configuration left by the walk in the d neighborhood of x at time t ≥ 0 is the {0, 1}Z -valued random variable (2.4)



ωx,t(.) = 1{Xm 6= π(.) + x, for all 0 ≤ m ≤ [t]},



where π denotes the canonical projection from Zd onto (Z/NZ)d and (Xn )n≥0 the simple random walk on (Z/NZ)d . In Chapter 2, we show



2. Results
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that vacant sets of random interlacements are the limiting objects of these microscopic pictures in the following sense: Theorem 3. (Theorem 1.1, Chapter 3, p. 92) For any M sequences of points x1 , . . . , xM in (Z/NZ)d , d ≥ 3, of diverging mutual distance, (ωx1 ,uN d , . . . , ωxM ,uN d ) converges in distribution to Q⊗M u ,



as N tends to infinity. In the proof of Theorem 3, we approximate the distribution of the first time when the random walk on the torus visits a small subset of sites by an exponential distribution, with the help of a result by Aldous and Brown [2]. We then exploit the analogy between random walks on graphs and electric networks, in particular the characterization of the capacity appearing in (2.3) given by the Dirichlet and Thomson principles. The Dirichlet principle characterizes cap(A) for a finite subset A of Zd as the infimum over all Dirichlet forms of real-valued functions of finite support taking the value 1 on A, while the Thomson principle asserts that 1/cap(A) equals the infimum over all L2 -energies of unit flows on the edges of Zd from the set A to infinity. According to Aldous and Fill [3], analogues on finite graphs of these variational principles characterize the expected time until the first visit of the random walk to a subset of vertices. The main part of the proof consists of the construction of optimizing objects for these variational problems. 2.4. Random walks on cylinders and random interlacements. In Chapter 4, we prove results similar to the one just described for random walks on discrete cylinders. The motivation for such results is the same as the one given in the previous section: if one can link the distribution of random walk trajectories on cylinders to random interlacements, then progress on percolation problems on random interlacements may improve the bounds on disconnection times of discrete cylinders. For disconnection times TN of (Z/NZ)d × Z, d ≥ 2 , this idea has already been fruitfully applied by Sznitman in [36], [37] and [38]. Thanks to these works, it is known that the laws of TN /N 2d on (0, ∞) are tight.



We consider random walks on more general cylinders of the form GN × Z running up to a time of order |GN |2 , where the bases GN are given by large finite weighted graphs satisfying suitable assumptions. For many examples of graphs GN , the timescale of order |GN |2 approximately corresponds to the asymptotic behavior of the disconnection time, as is known from [35]. The result we prove asserts that in the large N limit, the microscopic pictures of visited sites in distant neighborhoods are described by the model of random interlacements on transient weighted graphs of the form G × Z. Sznitman’s construction of random interlacements on Zd , d ≥ 3, has been described in the beginning of the last section and can be extended to graphs of this form,
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see [40]. We thereby generalize a result proved by Sznitman, who considers the case GN = (Z/NZ)d , d ≥ 2, in [36]. Some additional examples of graphs GN to which our result applies are for instance ddimensional boxes with reflecting boundary of side-length N, discrete Sierpinski graphs of depth N, or d-ary trees of depth N for d ≥ 2. The random walk (Xn )n≥0 on GN ×Z is defined as a Markov chain on the weighted graph GN ×Z equipped with the product graph structure. At each step, the random walk Xn moves from the current vertex to another vertex with a probability that is proportional to the weight of the edge between the two vertices, where we set the weight of every edge in the Z-direction equal to 1/2. We again consider M sequences of points xm,N = (ym,N , zm,N ), 1 ≤ m ≤ M, in GN × Z,



with mutual distance tending to infinity as N tends to infinity. We also assume that balls centered at the points ym,N ∈ GN of a radius diverging with N are isomorphic to balls in infinite graphs Gm . This assumption allows the definition of the vacant configurations ωtm (.) in the neighborhoods of xm,N at time t ≥ 0 in analogy with (2.4). An important difference to the result of Theorem 3 is that on the cylinder the dependence between local configurations in different neighborhoods does not vanish in the large N limit. To state the main result, we introduce the local time (Lzn )n≥1 of the Z-projection of the random walk at site z ∈ Z and a jointly continuous version L(v, t), v ∈ R, t ≥ 0, of the local time of the canonical Brownian motion. Theorem 4. (Theorem 1.1, Chapter 4, p. 107 ) Assume that the average weight per vertex in GN converges to some number β > 0 and that zm,N −→ vm ∈ R, as N tends to infinity, for 1 ≤ m ≤ M. |GN |



Then under suitable additional assumptions on the graphs GN (that hold for the examples mentioned above), the random variables zM,N  z1,N  Lα|G Lα|G 2 2 N| N| M 1 , α > 0, N ≥ 1, ,..., ωα|GN |2 , . . . , ωα|GN |2 , |GN | |GN | converge in joint distribution as N tends to infinity to the law of a random vector (ω1 , . . . , ωM , U1 , . . . , UM ).



This vector has the following distribution: (Um )M m=1 is distributed as M ((1 + β)L(vm , α/(1 + β)))m=1 with β as above, and conditionally on M (Um )M m=1 , the variables (ωm )m=1 have joint distribution Y m ×Z QG Um /(1+β) , 1≤m≤M



3. Organization of the thesis
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m ×Z where QG denotes the law on {0, 1}Gm×Z of the vacant set of the u random interlacement at level u ≥ 0 (as in (2.3) with Gm × Z in place of Zd ).



In the proof of this result, we rely on estimates on the spectral gap of GN and the heat kernel decay on GN and Gm , which allow us to compare the trace left by the random walk in the neighborhoods of xm,N to the trace of the independent paths of a random interlacement. One of the additional difficulties that arise with respect to the special case GN = (Z/NZ)d is that the Z-projection of the random walk is in general not a Markov process. Indeed, the Z-projection stays at every site visited for an amount of time that depends on the current position of the GN -projection of the random walk. In order to overcome this difficulty, we decouple the Z-component of the random walk from the GN -component by introducing a continuous-time process X = (Y, Z), such that the GN - and Z-components Y and Z are independent and such that the process X restricted to the jump times is the random walk X on GN × Z. By assuming bounds on the spectral gap of GN , we can prove an ergodic theorem for the process of jump times and thereby transfer results from continuous- to discrete time. 3. Organization of the thesis This thesis consists of Chapters 1-4. These four chapters correspond to the four sections 2.1-2.4 of the Introduction and to the four articles [43], [44], [45] and [46], respectively.



CHAPTER 1



Disconnection of a discrete cylinder by a biased random walk We consider a random walk on the discrete cylinder (Z/NZ)d × Z, d ≥ 3 with drift N −dα in the Z-direction and investigate the large Nbehavior of the disconnection time TN , defined as the first time when the trajectory of the random walk disconnects the cylinder into two infinite components. We prove that, as long as the drift exponent α is strictly greater than 1, the asymptotic behavior of TN remains N 2d+o(1) , as in the unbiased case considered by Dembo and Sznitman, whereas for α < 1, the asymptotic behavior of TN becomes exponential in N. 1. Introduction Informally, the object of our study can be described as follows: a particle feeling a drift moves randomly through a cylindrical object, and damages every visited point. How long does it take until the cylinder breaks apart, and how does the answer to this question depend on the drift felt by the particle? This is a variation on the problem of “the termite in a wooden beam” considered by Dembo and Sznitman [12]. We henceforth consider the discrete cylinder (1.1)



E = TdN × Z,



d ≥ 1,



where TdN denotes the d-dimensional integer torus TdN = (Z/NZ)d . The disconnection time of the cylinder E by a simple (unbiased) random walk was introduced by Dembo and Sznitman in [12], where it was shown that its asymptotic behavior is approximately N 2d = |TdN |2 as N → ∞ when d ≥ 1. This result was extended by Sznitman in [35] to a wide class of bases of E with uniformly bounded degree as N → ∞. Similar models related to interfaces created by simple random walk trajectories have been studied by Benjamini and Sznitman [6] and Sznitman [36]. The former of these two works has led Dembo and Sznitman [13] to sharpen their lower bound on the disconnection time of E for large d. Here we investigate the disconnection time for a random walk with bias into the Z-direction. We now proceed to the precise description of the problem studied in the present work. The cylinder E is equipped with the Euclidean distance |.| and the natural product graph structure, for which all vertices x1 , x2 ∈ E with |x1 − x2 | = 1 are connected by an edge. The 27
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1. Disconnection of a discrete cylinder by a biased random walk



(discrete-time) random walk with drift ∆ ∈ [0, 1) is the Markov chain (Xn )n≥0 on E with starting point x ∈ E and transition probability



1 + ∆(πZ (x2 − x1 )) 1{|x1 −x2 |=1} , x1 , x2 ∈ E, 2d + 2 where πZ denotes the projection from E onto Z. The process is defined on a suitable filtered probability space (ΩN , (Fn )n≥0 , Px∆ ) (see Section 2 for details). In particular, under P00 , X is the ordinary simple random walk on E. We say that a set K ⊆ E disconnects E if TdN × (−∞, −M] and TdN × [M, ∞) are contained in two distinct components of E \ K for large M ≥ 1. The central object of interest is the disconnection time (1.2)



pX (x1 , x2 ) =



TN = inf{n ≥ 0 : X([0, n]) disconnects E}.



(1.3)



We consider drifts of the form N −dα = |TdN |−α , α > 0. Our main result shows that the asymptotic behavior of TN as N → ∞ is the same as in the case without drift considered in [12] as long as α > 1, and becomes exponential in N when α < 1: Theorem 1.1. (d ≥ 3, α > 0, ǫ > 0) (1.4)



If α > 1, N 2d−ǫ ≤ TN ≤ N 2d+ǫ , if α < 1, exp{N d(1−α−ϕ(α))−ǫ } ≤ TN ≤ exp{N d(1−α)+ǫ },



with probability tending to 1 as N → ∞, where the piecewise linear 1 function ϕ : (0, 1) → 0, d−1 is defined by   α 1 (1.5) + − α 1{α∗ 


for α∗ =



1 . 1 d(2− d−1 )



In particular, ϕ satisfies limα→0 ϕ(α) = limα→1 ϕ(α) =



0 (see Figure 1 for an illustration of the region between 1 − α − ϕ(α) and 1 − α).



We now outline the ideas entering the proof of this result. The upper bounds on TN are derived in Theorem 3.1. The proof of this theorem is based on the simple observation that the cylinder E is disconnected as soon as a slice of the form TdN × {z} ⊆ E is completely covered by the walk. We thus show that the trajectory of the random walk X up to time N 2d+ǫ (for α > 1), or exp{N d(1−α)+ǫ } (for α < 1), does cover such a slice with probability tending to 1 as N → ∞. To this end, we fix the slice TdN × {0} and record visits made to it by X. The process recording these visits is defined as (V, 0) (cf. (3.4)). Once we have checked that V forms a Markov chain on TdN in Lemma 3.3, we can infer from the coupon-collector-type estimate (3.5) on the cover time that after a certain “critical” number of visits, the slice TdN × {0} is covered with overwhelming probability by (V, 0), hence by X. Since
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Figure 1. The shaded region lies between the exponents of the upper and lower bounds in Theorem 1.1 for α ∈ (0, 1).



the same estimates apply to any slice TdN × {z}, z ∈ Z, we are left with the one-dimensional problem of finding an upper bound on the time until sufficiently many such visits occur for some slice TdN × {z}. Let us now describe the ideas involved in the more delicate derivation of the lower bounds. In this work, we reduce the problem of finding a lower bound on TN to a large deviation problem concerning the disconnection of a certain finite subset of E by excursions of an unbiased simple random walk, and then derive estimates on this large deviation problem. Let us describe this last problem and the reduction step  in 1 more detail. For any subsets K, B ⊆ E, B finite, and κ ∈ 0, 2 , we say that K κ-disconnects B if K contains the relative boundary in B of a subset of B with relative volume between κ and 1 − κ, i.e. if there is a subset I of B (generally not unique) such that (1.6)



κ|B| ≤ |I| ≤ (1 − κ)|B| and ∂B (I) ⊆ K,



where, for sets A, B ⊆ E, |A| denotes the number of points in A and ∂B (A) the B-relative boundary of A, i.e. the set of points in B \ A with neighbors in A. The set whose disconnection concerns us is     d   dα∧1   dα∧1  N N N N B(α) = − (1.7) , , . × − 4 4 4 4 Note that in the case α ≥ d1 , B(α) becomes B∞ (0, [N/4]), the closed ball of radius [N/4] with respect to the l∞ -distance, centered at 0. We define UB(α) as the first time when the trajectory of the random walk
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f ∗ (α, β)
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Figure 2. The function f provided by 6.1, case α ∈  1 Theorem  1 0, d on the left, case α ∈ d , ∞ on the right.



1 -disconnects 3



(1.8)



B(α), that is   1 UB(α) = inf n ≥ 0 : X ([0, n]) -disconnects B(α) . 3



The random walk excursions featuring in the large deviation problem are excursions in and out of slices of the form   (1.9) Sr = TdN × −[r], [r] ⊆ E (r > 0). Finally, the crucial reduction step comes in the following theorem, proved in Section 4:



Theorem 1.2. (d ≥ 2, α > 0, β > 0) Suppose that f is a nonnegative function on (0, ∞)2 such that, for (Rn )n≥1 , (Dn )n≥1 , the successive returns to S2[N dα∧1 ] and departures from S4[N dα∧1 ] (cf. (2.19)) and the stopping time defined in (1.8) one has   1 log sup Px0 UB(α) ≤ D[N β ] < 0, (1.10) lim ξ N →∞ N x∈S2[N dα∧1 ] for 0 < ξ < f (α, β).



If f (α, β) > 0 for all α > 1, β ∈ (0, d − 1), then it follows that (1.11)



P0N



−dα



N →∞



[N 2d−ǫ ≤ TN ] −→ 1,



for any α > 1, ǫ > 0,



while for any f ≥ 0,  N →∞ −dα  (1.12) P0N exp{N ζ−ǫ } ≤ TN −→ 1,



for any α > 0, ǫ > 0,



where



(1.13)



 ζ = sup gα (β) and gα (β) = β − (dα − 1)+ ∧ f (α, β). β>0



In order to apply Theorem 1.2, one has to find a suitable nonnegative function f satisfying the fundamental large deviation estimate
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(1.10). We show in Theorem 6.1 that (1.10) holds for the function f illustrated in Figure 2. With this function f , the lower bound exponents ζ (in (1.12)) and d(1 − α − ϕ(α)) (in (1.4)) are related via   d (1 − α − ϕ(α)) = ζ ∨ d(1 − 2α)1{α< 1 } , (1.14) d



as is shown in Corollary 6.3. The fact that the lower bound on TN holds with the expression d(1 − 2α)1{α< 1 } in (1.14) follows from the d rather straightforward lower bound derived in Proposition 6.2. We now sketch some of the techniques involved in the proof of Theorem 1.2 and the subsequent derivation of the large deviation estimate (1.10). The first step in the proof of Theorem 1.2 is a purely geometric argument in the spirit of Dembo and Sznitman [12] showing that any trajectory disconnecting E must 31 -disconnect a set of the form x∗ + B(α) (see Lemma 4.1). On the event that the walk performs no c more than [N β ] excursions between x∗ + S2[N dα−1 ] and x∗ + S4[N dα−1 ] for any x∗ ∈ E until some time tN , disconnection before time tN can only occur if these at most [N β ] excursions 13 -disconnect x∗ + B(α) for some x∗ ∈ E. One can thus apply the assumed large deviation estimate (1.10) after getting rid of the drift with the help of a Girsanov-type control (see Lemma 2.1) and applying translation invariance. It then remains to bound the probability that more than [N β ] of the abovementioned excursions occur for some x∗ ∈ E. This can be achieved with standard estimates on one-dimensional random walk.



In order to derive the fundamental large deviation estimate (1.10), we begin with some more geometric lemmas. We show in Lemmas 5.1-5.3 that when 0 < γ < γ ′ < 1, for large N and any set K 31 disconnecting B∞ (0, [N/4]) (cf. (1.7) and thereafter), one can find a ′ subcube of B∞ (0, [N/4]) with size L = [N γ ], so that K contains a large set of points in each of a “well-spread” collection of sub-subcubes with size l = [N γ ] (we refer to Lemma 5.3 for the precise statement). A key ingredient for the proof of this geometric result, similar to Lemma 2.5 of [12], is an isoperimetric inequality from [14], see Lemma 5.2. A small modification of the argument shows a similar result for B(α), α < d1 (see Lemma 5.4). As a consequence of these geometric results, one finds that the event under consideration in the large deviation estimate (1.10) is included in the event that the trajectory left by the [N β ] excursions has substantial presence in many small subcubes of B(α). The key control on an event of this form is provided by Lemma 6.5. The main part of the argument there is to obtain a tail estimate on the number of points contained in the projection on one of the d-dimensional hyperplanes of the small subcubes intersected with the trajectory of the random walk stopped when exiting a large set. It follows from Kha´sminskii’s Lemma that this number of points, divided by its expectation, is a random variable whose exponential moment is uniformly bounded with N. In
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order to bound the expected number of visited points, we use standard estimates on the Green function of the simple random walk. An obvious question arising from Theorem 1.1 is whether one can prove the same result with ϕ ≡ 0 in (1.4). With Theorem 1.2, it is readily seen that this would follow if one could show that the large deviation estimate (1.10) holds with  d − (dα ∧ 1) β < d − (dα ∧ 1), ∗ (1.15) f (α, β) = 0 β ≥ d − (dα ∧ 1),



see Figure 2. In fact, the above function f ∗ can be shown to be the correct exponent associated to a large deviation problem similar to (1.10), where one replaces the time UB(α) by U, defined as the first time when the trajectory of X covers TdN × {0}. Plainly one has UB(α) ≤ U, and it follows that any function f in (1.10) satisfies f (α, β) ≤ f ∗ (α, β) for all points (α, β) of continuity of f , we refer to Remark 6.7 for more details. The crucial open question is therefore: are these two problems sufficiently similar for (1.10) to hold with f ∗ ? Organization of the article. In Section 2, we provide the definitions and the notation to be used throughout this article and prove a Girsanov-type estimate to be frequently used later on. In Section 3, we derive the upper bounds on TN of Theorem 1.1. In Section 4, we prove Theorem 1.2, thus reducing the derivation of a lower bound on TN to a large deviation estimate. In Section 5, we prove several geometric lemmas in preparation of our derivation of the latter estimate. In Section 6, we supply the key large deviation estimate in Theorem 6.1 and derive a simple lower bound on TN for large drifts. As we show, this yields the lower bounds on TN in Theorem 1.1. Constants. Finally, we use the following convention concerning constants: Throughout the text, c or c′ denote strictly positive constants which only depend on the base-dimension d, with values changing from place to place. The numbered constants c0 , c1 , . . . are fixed and refer to their first place of appearance in the text. Dependence of constants on parameters other than d appears in the notation. For example, c(γ, γ ′ ) denotes a positive constant depending on d, γ and γ ′ . Acknowledgments. The author is indebted to Alain-Sol Sznitman for suggesting the problem and for fruitful advice throughout the completion of this work. Thanks are also due to Laurent Goergen for pertinent remarks on a previous version of this article. 2. Definitions, notation and a useful estimate The purpose of this section is to set up the notation and the definitions to be used in this article and to provide a Girsanov-type estimate
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comparing the random walks with drift and without drift, to be frequently applied later on. Throughout this article, we denote, for s, t ∈ R, by s ∧ t the minimum of s and t, by s ∨ t the maximum of s and t, by [s] the largest integer satisfying [s] ≤ s and we set t+ = t ∨ 0 and t− = −(t ∧ 0). Recall that we introduced the cylinder E in (1.1). E is equipped with the Euclidean distance |.| and the l∞ -distance |.|∞ . We denote a generic element of E by x = (u, v), u ∈ TdN , v ∈ Z and the corresponding closed ball of |.|∞ -radius r > 0 centered at x ∈ E by B∞ (x, r). Note that E is the image of Zd+1 = Zd × Z by the mapping πE : Zd × Z → E, (u, v) 7→ (πN (u), v), where πN denotes the canonical projection from d+1 Zd onto the torus TdN . We write {ei }d+1 . i=1 for the canonical basis of R The projections πi , i = 1, . . . , d + 1 onto the d-dimensional hyperplanes of E are the mappings from E to (Z/NZ)d−1 × Z when i = 1, . . . , d, or to (Z/NZ)d when i = d + 1, defined by omitting the i-th component of (u, v) = (u1 , . . . , ud , v) ∈ E. These projections are not to be confused with the projection πZ from E onto Z, defined by (2.1)



πZ ((u, v)) = v.



For any subset A ⊆ E and l ≥ 1, we define the l-neighborhood of A,



(2.2)



A(l) = {x ∈ E : for some x′ ∈ A, |x − x′ |∞ ≤ l},



its l-interior, (2.3)



A(−l) = {x ∈ A : for all x′ ∈ / A, |x − x′ |∞ > l}



(so that A ⊆ B (−l) if and only if A(l) ⊆ B) and its diameter (2.4)



diam(A) = sup{|x − x′ |∞ : x, x′ ∈ A}.



Given another subset B ⊆ E, we define the B-relative boundary of A, (2.5)



∂B (A) = {x ∈ B \ A : for some x′ ∈ A, |x − x′ | = 1},



and the B-relative boundary of A in direction i ∈ {1, . . . , d + 1}, (2.6)



∂B,i (A) ={x ∈ B \ A : for some x′ ∈ A, |x − x′ | = 1 and πi (x) = πi (x′ )}.



The cube of side-length l − 1, l = 1, . . . , N is defined as (2.7)



C(l) = [0, l − 1]d+1 ⊆ E



(where [0, l − 1] = {0, . . . l − 1}) and the same cube with base-point x ∈ E as (2.8)



Cx (l) = x + C(l),



where, for x ∈ E and A ⊂ E, we set x + A = {x + x′ : x′ ∈ A} ⊆ E. We define the process (Xn )n≥0 as the canonical coordinate process on the space of nearest-neighbor paths on E with infinitely many jumps in both the TdN and the Z directions. The process X generates the canonical filtration (Fn )n≥0 and has the associated shift operators
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(θn )n≥0 . We define the process of jump times (JkY )k≥0 corresponding to the projection of X on TdN by J0Y = 0, J1Y = inf{n ≥ 1 : πd+1 (Xn ) 6= πd+1 (Xn−1 )} ∈ {1, 2, . . .} JkY = J1Y ◦ θJk−1 Y + θJk−1 Y , for k ≥ 2.



The process (JkZ )k≥0 is defined analogously, with πd+1 replaced by πZ . The process (ρYk )k≥0 is defined as the process counting the number of jumps of πd+1 (X) until time n, i.e. (2.9) ρYn = sup{k ≥ 1 : JkY ≤ n}, for n ≥ 0, where we set sup ∅ = 0. Analogously, we define (ρZk )k≥0 with J Y replaced by J Z . We can then define the processes (Yn )n≥0 and (Zn )n≥0 on TdN and Z by Yn = πd+1 (XJnY ), and Zn = πZ (XJnZ ), n ≥ 0,



(2.10)



so that we have (2.11) as well as (2.12)



Xn = (YρYn , ZρZn ), for n ≥ 0, JkY = inf{n ≥ 0 : ρYn = k}, for k ≥ 0,



and analogously for JkZ . We then construct the probability measures Px∆ , for x = (u, v) ∈ E and 0 ≤ ∆ < 1 on (E N , (Fn )n≥0 ) (and write Ex∆ for the corresponding expectations) such that, under Px∆ , (2.13) the processes (Yn )n≥0 , (Zn )n≥0 , and (ρYn , ρZn )n≥0 are independent, (2.14)



Y is a simple random walk on TdN with starting point u,



(2.15)



Z is a random walk on Z starting at v with transition , pZ (v ′ , v ′ + 1) = 1+∆ , probability pZ (v ′ , v ′ − 1) = 1−∆ 2 2



for v ′ ∈ Z (so ∆ can be interpreted as the drift of the walk in the Z-component),  ρYn − ρYn−1 , ρZn − ρZn−1 n≥0 is a sequence of iid random (2.16) 1 d δ(1,0) + d+1 δ(0,1) . variables with distribution d+1 It follows from this construction that, under Px∆ , X is a random walk on E with drift ∆ starting at x, i.e. a Markov chain on E with initial distribution δ{x} and transition probability specified in (1.2) (in particular, the notation Px∆ , x ∈ E, is consistent with its use in the introduction). We will frequently use the following stopping times: The ˜ X of the set A ⊆ E, entrance and hitting times HAX and H A (2.17)



˜ X = inf{n ≥ 1; Xn ∈ A} HAX = inf{n ≥ 0; Xn ∈ A}, and H A
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where we write HxX if A = {x}, and the cover time CAX of A ⊆ E, CAX = inf{n ≥ 0; X([0, n]) ⊇ A},



(2.18)



with obvious modifications such as H.Z for processes other than X. For the random walk X and any sets A ⊆ A¯ ⊆ E, the successive returns (Rn )n≥1 to A and departures (Dn )n≥1 from A¯ are defined as (2.19)



R1 = HAX , D1 = HAX¯c ◦ θR1 + R1 and for n ≥ 2, Rn = R1 ◦ θDn−1 + Dn−1 , Dn = D1 ◦ θDn−1 + Dn−1 ,



so that 0 ≤ R1 ≤ D1 ≤ · · · ≤ Rn ≤ Dn ≤ · · · ≤ ∞ and Px∆ -a.s. all these inequalities are strict, except possibly the first one. Finally, we also use the Green function of the simple random walk X without drift, killed when exiting A ⊆ E, defined as "∞ # X (2.20) g A (x, x′ ) = Ex0 1{Xn = x′ , n < HAXc } , x, x′ ∈ E. n=0



We conclude this section with the Girsanov-type estimate comparing Px∆ and Px0. Lemma 2.1. (d ≥ 1, N ≥ 1, ∆ ∈ (0, 1), x ∈ E) Consider any (Fn )n≥0 -stopping time T and any FT -measurable event A such that, for some b, b′ ∈ R ∪ {−∞, ∞}, and b ≤ πZ (XT − x) ≤ b′



(2.21)



T 



(2.22)



 T  (1 − ∆)b− (1 + ∆)b+ Ex0 A, (1 − ∆2 )[ 2 ]



(2.23)



Px∆ [A]



≤



′



Px0 -a.s. on A. Then ≤



Px∆ [A]



and



′



(1 − ∆)b− (1 + ∆)b+ Px0 [A],



where we set (1 − ∆)∞ = 0 and (1 + ∆)∞ = ∞. Proof. For any Fn -measurable event An , it follows directly from the definition of the transition probabilities of the walk X (cf. (1.2)) that # " n Y ∆ 0 (2.24) Px [An ] = Ex An , (1 + ∆πZ (Xi − Xi−1 ) . i=1



For any (Fn )n≥0 -stopping time T satisfying (2.21), we apply (2.24) with the Fn -measurable event An = A ∩ {T = n} for n ≥ 0 and deduce, via
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monotone convergence, (2.25)



Px∆ [A] =



X



Px∆ [An ]



X



Ex0



n≥0



=



n≥0



= Ex0



"



T Y An , (1 + ∆πZ (Xi − Xi−1 )) i=1



#



# T Y A, (1 + ∆πZ (Xi − Xi−1 )) .



"



i=1



To complete the proof, we bound the product inside the expectation on the right-hand side of (2.25) from above and from below. The contribution of the product is a factor of 1 + ∆ for every displacement of X into the positive Z-direction up to time T and a factor of 1 − ∆ for every displacement into the negative Z-direction during the same time. We now group together the factors in the product as pairs of the form (1 + ∆)(1 − ∆) = 1 − ∆2 for as many factors as possible (i.e. until all remaining factors are of the form 1+∆ or all remaining factors are of the form 1 − ∆). By (2.21), the contribution of these remaining factors is bounded from below by (1 − ∆)b− (1 + ∆)b+ and from above ′ ′ by (1 − ∆)b− (1 + ∆)b+ . For (2.23), we note that 1 − ∆2 < 1 and bound the contribution made by the pairs from above by 1. For (2.22), we  T note that the number of pairs contributed can be at most 2 . This completes the proof of the lemma.  3. Upper bound This section is devoted to upper bounds on TN . We will prove the following theorem, which is more than sufficient to yield the upper bounds in Theorem 1.1: Theorem 3.1. (d ≥ 2, α > 0, ǫ > 0) For some constant c0 > 0,  N →∞ −dα  for α > 1, P0N (3.1) TN ≤ N 2d (log N)4+ǫ −→ 1,  N →∞ −dα  for α ≤ 1, P0N (3.2) TN ≤ exp{c0 N d(1−α) (log N)2 } −→ 1.



Proof. Following the idea outlined in the introduction, we define the process V , whose purpose is to record visits of X to TdN × {0}. To this end, we introduce the stopping times (Sn )n≥0 by setting (cf. (2.17)) (3.3)



S0 = 0, and for n ≥ 1,  X ˜ H T×{0} ◦ θSn−1 + Sn−1 on {Sn−1 < ∞}, Sn = ∞ on {Sn−1 = ∞},



and on the event {Sk < ∞}, we define (3.4)



Vn = YρYS



(2.11)



n



= πd+1 (XSn ),



n = 0, . . . , k.
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Note that, as soon as V has visited all points of TdN , X has visited all points of TdN × {0}, and has therefore disconnected E. Hence, we are interested in an upper bound on the cover time CTVd (cf. (2.18)). This N desired upper bound will result from the following estimate on cover times for symmetric Markov chains. Following Aldous and Fill [3], Chapter 7 (p. 2), we call a Markov chain (Wn )n≥0 on the finite statespace G with transition probabilities pW (g, g ′), g, g ′ ∈ G symmetric, if for any states g0 , g1 ∈ G, there exists a bijection γ : G → G satisfying γ(g0 ) = g1 and pW (g, g ′) = pW (γ(g), γ(g ′)) for all g, g ′ ∈ G. Lemma 3.2. Given a symmetric, irreducible and reversible Markov chain (Wn )n≥0 on the finite state-space G whose transition matrix (pW (g, g ′))g,g′ ∈G has eigenvalues 1 = λ1 (W ) > λ2 (W ) ≥ . . . ≥ λ|G| (W ) ≥ −1, one has     W  n (3.5) Pg CG ≥ n ≤ |G| exp − , 4eu(W )



for any g ∈ G, n ≥ 1, where Pg is the canonical probability on GN governing W with W0 = g and (3.6)



u(W ) =



|G| X



1 . 1 − λm (W ) m=2



Proof. We assume that n ≥ 4eu(W ), for otherwise there is nothing to prove. The following estimate on the maximum hitting time (cf. (2.17)) is a consequence of the so-called eigentime identity (see [3], Lemma 15 and Proposition 13 in Chapter 3, and note that Eg [HgW′ ] = Eg′ [HgW ] by our assumptions on symmetry, irreducibility and reversibility, cf. [3], Chapter 3, Lemma 1): (3.7)



|G|



1 (3.6) = 2u(W ). 1 − λ (W ) m m=2



X  W max E H ≤ 2 ′ g g ′



g,g ∈G



Choosing any 1 ≤ s ≤ n, we deduce the following tail estimate on CGW with a standard application n  n   n  of the simple Markov property at the times ([s] − 1) s , . . . , 2 s , s :     Pg CGW ≥ n = Pg for some g ′ ∈ G : HgW′ ≥ n  h n ii[s] h  (Markov)  W W ≤ |G| max Pg H g ′ ≥ ≤ |G| max Pg H g ′ ≥ n g,g ′ ∈G g,g ′ ∈G s h i [s]  [s] ( n ≤2[ n ]) (Chebychev, (3.7)) s s n −1 4su(W ) ≤ |G| ≤ |G| 2u(W ) . s n With 1 ≤ s =



n 4eu(W )



≤ n, this yields (3.5).
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In order to apply Lemma 3.2, we now show that (Vn )kn=1 (cf. (3.4)) satisfies the hypotheses imposed on W , provided we take the event {Sk < ∞} as probability space, equipped with the probability measure ∆ P(u,0) [.|Sk < ∞], u ∈ TdN . d Lemma 3.3. (d ≥ 1, k ≥ 1, ∆ ∈ [0,  1), u ∈ TN ) On the proba∆ bility space {Sk < ∞}, P(u,0) [.|Sk < ∞] and the finite time interval n = 0, . . . , k, (Vn )kn=0 is a symmetric, irreducible and reversible Markov chain on TdN starting at u with transition probability



(3.8)



h i ∆ pV (u, u′) = P(u,0) YρYS = u′|S1 < ∞ , 1



u, u′ ∈ TdN .



Proof. By (2.13) and the fact that S1 and ρYS1 are both σ(Z, ρY , ρZ )measurable, it follows that Y and ρYS1 , S1 ) are independent. Hence, one can rewrite the expression for pV (u, u′) in (3.8) using Fubini’s theorem: (3.9)



′



pV (u, u ) =



1



∆ P(u,0)



  ′ YρYS = u , S1 < ∞



1 P0∆ [S1 < ∞]   1 (Fubini) ∆ ′ ∆ P [Yn = u ] Y , S1 < ∞ E = n=ρS P0∆ [S1 < ∞] (u,0) (u,0) 1   1 ∆ ∆ ′ E P(u,0) [Yn = u ] Y , S1 < ∞ , = ∆ n=ρS P0 [S1 < ∞] 0 1



where in the last line we have used that the expression inside the expectation is a function of ρYS1 and S1 and therefore does not depend on the TdN -coordinate of the starting point. From (3.9), it follows that the transition probabilities pV (., .) define an irreducible, symmetric (as defined above Lemma 3.2) and reversible process. Indeed,  for ′ d ∆ ′ ∆ Y any u, u ∈ TN such that P(u,0) [Y1 = u ] > 0, (3.9) and P0 ρS1 =    1, S1 < ∞ ≥ P0∆ X1 ∈ TdN × {0} > 0 imply that pV (u, u′) > 0, so that irreducibility follows from irreducibility of the simple random walk Y . Similarly, (3.9) shows that symmetry follows from symmetry of Y , which holds by translation invariance. Finally, reversibility follows by exchanging u and u′ in the last line of (3.9), which one can do by reversibility of Y . It thus remains to be shown that pV (., .) are in fact the correct transition probabilities for V , i.e. that for any u, u1, . . . , un ∈ TdN , 1 ≤ n ≤ k, and (3.10)



(3.11)



A = {V0 = u, . . . , Vn−1 = un−1 }, one has ∆ ∆ P(u,0) [Vn = un , A|Sk < ∞] = pV (un−1 , un )P(u,0) [A|Sk < ∞] .
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Using the strong Markov property at time Sn , one has ∆ P(u,0) [Vn = un , A|Sk < ∞] = h i ∆ ∆ V = u , A, S < ∞, P [S < ∞] E n n n (Vn ,0) k−n (u,0) (Markov) = P0∆ [Sk < ∞] P ∆ [Sk−n < ∞] ∆ = 0∆ P [Vn = un , A, Sn < ∞] , P0 [Sk < ∞] (u,0) where in the last step we have used that the distribution of Sk−n is translation invariant in the TdN direction. Applying the strong Markov property at time Sn−1 to the last probability in this expression, we find



(3.12)



∆ P(u,0) [Vn = un , A, Sn < ∞] =   (Markov) ∆ ∆ = E(u,0) A, Sn−1 < ∞, P(V [V1 = un , S1 < ∞] n−1 ,0)   ((3.8),(3.10)) ∆ ∆ = pV (un−1 , un )E(u,0) A, Sn−1 < ∞, P(u [S1 < ∞] n−1 ,0) ((3.10),(Markov))



=



∆ pV (un−1 , un )P(u,0) [A, Sn < ∞] .



Substituting this last expression into (3.12), and noting that (once more by the strong Markov property) ∆ P0∆ [Sk−n < ∞] P(u,0) [A, Sn < ∞]   ∆ ∆ = E(u,0) A, Sn < ∞, P(u [Sk−n < ∞] n−1 ,0) (Markov)



=



∆ P(u,0) [A, Sk < ∞] ,



we obtain (3.11) and finish the proof of Lemma 3.3.







With the notation of Lemma 3.2, we recall that λm (V ) and λm (Y ), m = 1, . . . , N d stand for the decreasingly ordered eigenvalues of the transition matrices (pV (u, u′))u,u′ ∈Td and (pY (u, u′))u,u′∈Td of V and Y N N respectively. The following proposition shows how these two sets of eigenvalues are related. Proposition 3.4. (d ≥ 1, ∆ ∈ [0, 1)) i h ρY ∆ S1 (3.13) λm (V ) = E0 λm (Y ) S1 < ∞ ,



1 ≤ m ≤ N d.



Proof. From (3.9), we know that, for u, u′ ∈ TdN ,   Y ρS ′ ∆ ′ 1 pV (u, u ) = E0 pY (u, u ) S1 < ∞ .



For any eigenvalue/eigenvector pair (λm (Y ), vm ), we infer that   Y ′ ∆ ′ ρS1 (pV (u, u ))u,u′ vm = E0 (pY (u, u ))u,u′ vm S1 < ∞ i h i h ρY ρY ∆ ∆ S1 S1 = E0 λm (Y ) vm S1 < ∞ = E0 λm (Y ) S1 < ∞ vm .
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Hence, (pV (u, u′))u,u′ ∈Td has the same eigenvectors as (pY (u, u′))u,u′ ∈Td N N and the corresponding eigenvalues are indeed given by (3.13).  We can thus relate the quantity u(V ) to u(Y ) (cf. (3.6)), which is well known from Aldous and Fill [3]: Proposition 3.5. (d ≥ 2, N ≥ 1)



(3.14) (3.15)



u(Y ) ≤ cN 2 log N



u(Y ) ≤ cN d



(d = 2), (d ≥ 3).



(We refer to the end of the introduction for our convention concerning constants.) Proof. The proof is contained in [3]: By the eigentime identity from Chapter 3, Proposition 13, u(Y ) is equal to the average hitting time (cf. Chapter 4, p. 1, for the definition), for which the estimates hold by Proposition 8 in Chapter 13.  As a consequence, we now obtain our desired estimate on CTVd by N an application of Lemma 3.2: Lemma 3.6. (d ≥ 2, N ≥ 2, u ∈ TdN ) For any k ≥ [c1 N d (log N)2 ], one has i h 1 ∆ (3.16) sup P(u,0) CTVd ≥ [c1 N d (log N)2 ] Sk < ∞ ≤ 10 . N N ∆∈[0,1)



Proof. We fix any ∆ ∈ [0, 1) and consider the canonical Markov chain (Wn )n≥0 , with state-space TdN , starting point u and with the same ∆ transition probability as (Vn )kn=0 under P(u,0) [.|Sk < ∞], i.e. pW (., .) = pV (., .). By Lemma 3.3, (Wn )n≥0 then satisfies the assumptions of Lemma 3.2. Moreover, (Wn )kn=0 has the same distribution as (Vn )kn=0 ∆ under P(u,0) [.|Sk < ∞]. With the help of Lemma 3.2, we see that, for d k ≥ [cN (log N)2 ], i h ∆ (3.17) P(u,0) CTVd ≥ [cN d (log N)2 ] Sk < ∞ N h  d i W 2 = Pu CTd ≥ cN (log N) N    (3.5) [cN d (log N)2 ] d ≤ N exp − . 4eu(W ) Since V and W have the same transition probability, we have u(W ) = u(V ), so once we show that d



(3.18)



u(V ) =



N X



1 ≤ c(N d + u(Y )), 1 − λ (V ) m m=2



the proof of (3.16) will be complete with (3.14), (3.15), (3.17) by choosing c = c1 a large enough constant and noting that the righthand side of (3.17) does not depend on ∆. We use the expression for
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λm (V ) of (3.13) and distinguish the two cases 0 < λm (Y ) < 1 and −1 ≤ λm (Y ) ≤ 0. If 0 < λm (Y ) < 1, then i h Y λm (V ) = E0∆ λm (Y )ρS1 |S1 < ∞ ≤ p + λm (Y )(1 − p), where



(3.19)



p = P0∆ [ρYS1 = 0|S1 < ∞]



≤ 1 − P0∆ [ρYS1 = 1, S1 < ∞]



≤ 1 − P0∆ [X1 ∈ TdN × {0}] =



1 . d+1



We deduce that for 0 < λm (Y ) < 1, 1 1 d+1 1 1 (3.20) ≤ = . 1 − λm (V ) 1 − p 1 − λm (Y ) d 1 − λm (Y )



If, on the other hand, −1 ≤ λm (Y ) ≤ 0, then λm (Y )n is non-negative only for even n ≥ 1 and not larger than 1 for all n ≥ 1, so in particular h i ¯ ∆ Y λm (V ) ≤ P0 ρS1 ≥ 2 S1 < ∞ (3.19)



≤ 1 − P0∆ [ρYS1 = 1, S1 < ∞] ≤



1 , d+1



and hence (3.21)



1 d+1 ≤ . 1 − λm (V ) d



The estimates (3.20) and (3.21) together yield (3.18), so the proof of Lemma 3.6 is completed.  In view of (3.16), we still need an upper bound on the amount of time it takes for the corresponding [c1 N d (log N)2 ] returns to occur. For simplicity of notation, we set (3.22)



aN = N d (log N)2 ,



and we treat the cases α > 1 and α ≤ 1 in Theorem 3.1 separately. Case α > 1. We observe that  −dα  (3.23) P0N TN > a2N (log N)ǫ   −dα  −dα  ≤ P0N TN > S[c1 aN ] + P0N S[c1 aN ] > a2N (log N)ǫ .



By Lemma 3.6 one has h i   N −dα N −dα X P0 TN > S[c1 aN ] ≤ P0 CTd ×{0} > S[c1aN ] N i (3.16) h −dα = P0N CTVd > [c1 aN ], S[c1 aN ] < ∞ −→ 0. N



In view of (3.23), the proof of (3.1) will thus be complete once it is shown that  N →∞ −dα  (3.24) P0N S[c1aN ] ≤ a2N (log N)ǫ −→ 1.
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Let us first remove  the drift. By (2.22) of Lemma 2.1, applied with T = S[c1 aN ] , A = S[c1aN ] ≤ a2N (log N)ǫ and b = 0, the probability in (3.24) is bounded from below by   ǫ 2 (1 − N −2dα )caN (log N ) P00 S[c1 aN ] ≤ a2N (log N)ǫ ,



and since α > 1, the factor before the probability tends to 1 as N → ∞. It therefore only remains to show that   N →∞ (3.25) P00 S[c1aN ] ≤ a2N (log N)ǫ −→ 1.



Observe that when the random walk X, started in TdN ×{0}, has entered ˜ T×{0} must the set TdN × {1} and returned to TdN × {0}, then the time H have passed. In other words, one has (3.26)



πZ (X) πZ (X) ˜X H ◦ θH πZ (X) + H{1} , P00 -a.s. T×{0} ≤ H{0} {1}



With (3.3) and the strong Markov property applied at the successive entrance times of TdN × {1} and TdN × {0}, one deduces that S[c1 aN ] is π (X) stochastically dominated by H2[cZ 1 aN ] . In particular, we infer that h i   π (X) P00 S[c1 aN ] ≤ a2N (log N)ǫ ≥ P00 H2[cZ 1 aN ] ≤ a2N (log N)ǫ . (3.27) From (2.11), we obtain further that i h π (X) (3.28) P00 H2[cZ 1 aN ] ≤ a2N (log N)ǫ   a2N (log N)ǫ Z a2N (log N)ǫ 0 Z ≥ P0 H2[c1 aN ] ≤ . , ρ[a2 (log N )ǫ ] ≥ N 2(d + 1) 2(d + 1)



The probability of the first event on the right-hand side of (3.28) tends to 1 as N → ∞ by the invariance principle for the one-dimensional simple random walk Z, cf. (2.15). Since by (2.16), ρZ[a2 (log N )ǫ ] is distributed N a sum of [a2N (log N)ǫ ] iid random variables of expectation 1/(d + 1), the probability of the second event on the right-hand side of (3.28) tends to 1 by the law of large numbers. Hence, (3.25) follows from (3.27) and (3.28) and the proof of Theorem 3.1 for α > 1 is complete. Case α ≤ 1. We claim that in order to prove (3.2), it suffices to show that for some constant c2 (c1 ) > 0 and N ≥ c(c1 ), with aN defined in (3.22),  −dα  −dα (3.29) P0N X([0, N 3d )) ⊇ TdN × {0} ≥ e−c2 N aN (recall our convention concerning constants from the end of the introduction). Indeed, suppose that (3.29) holds true. Then observe that, −dα d on the event {T ≥ ec0 N aN }, X does not cover T h N × {ZnN 3d } during i 3d 3d −3d c0 N −dα aN the time interval [nN , (n + 1)N ) for 0 ≤ n ≤ N e − 1,
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n ≥ 1, for covering of a slice of E results in the disconnection of E. We thus apply the simple Markov property inductively at times i o n h −dα nN 3d : n = N −3d ec0 N aN − 1, . . . , 2, 1 , and obtain h i −dα −dα P0N TN ≥ ec0 N aN ≤  −3d c N −dα a  N ]−1 [N e 0 \ −dα −1 3d  ≤ P0N θnN )) + TdN × {ZnN 3d }} 3d {X([0, N n=0



(Markov, transl. inv.)



P0N



−dα



X([0, N 3d )) + TdN × {0} o n (3.29) −dα ≤ exp −ce(c0 −c2 )N aN N −3d n o (3.22) (c0 −c2 )N d(1−α) (log N )2 −3d = exp −ce N , =







[N −3d e(c0 N −dα aN ) ]



so the proof of (3.2) is complete by the fact that α ≤ 1, provided we choose c0 > c2 (c1 ). It thus remains to establish the estimate (3.29). To this end, we observe that  −dα  P0N (3.30) X([0, N 3d )) ⊇ TdN × {0}  −dα  ≥ P0N X([0, ∞)) ⊇ TdN × {0}  −dα  − P0N X([N 3d , ∞)) ∩ TdN × {0} = 6 ∅ . Standard large deviation estimates allow us to bound the second probability on the right-hand side:  −dα  6 ∅ P0N X([N 3d , ∞)) ∩ TdN × {0} =  −dα  = P0N for some n ≥ N 3d , πZ (Xn ) = 0   X 1 −dα n N −dα −dα n ≤ P0 πZ (Xn ) − N . 


Now observe that (πZ (Xn ) − ∆n/(d + 1))n≥0 is a P0∆ -martingale with increments bounded by 1 + ∆/(d + 1) ≤ 2. By Azuma’s inequality (see, for instance, [4], p. 85),the expression in the last sum is therefore −2dα bounded from above by exp −cN n . This yields    −dα P0N X([N 3d , ∞)) ∩ TdN × {0} = 6 ∅ ≤ exp −cN 3d N −2dα (α≤1)  ≤ exp −cN d . Inserting this last estimate into (3.30), we see that in fact (3.29) will follow from  1 −dα  −dα (3.31) P0N X([0, ∞)) ⊇ TdN × {0} ≥ ce− 2 c2 N aN .
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By (3.16), we have  −dα  (3.32) P0N X([0, ∞)) ⊇ TdN × {0} ≥  −dα  ≥ P0N S[c1 aN ] < ∞, X([0, S[c1aN ] )) ⊇ TdN × {0} i   N −dα h V N −dα = P0 S[c1aN ] < ∞ P0 CTd ≤ [c1 aN ] S[c1 aN ] < ∞ N



((3.16),(3.22))



≥



cP0N



−dα







 S[c1 aN ] < ∞ .



We use again the estimate (3.26) and deduce that S[c1aN ] is stochastiπZ (X) cally dominated by H−2[c . In particular, we have 1 aN ] h i  −dα  −dα πZ (X) (3.33) P0N S[c1 aN ] < ∞ ≥ P0N H−2[c < ∞ 1 aN ]   −dα Z = P0N H−2[c  0. Hence, the proof of (3.2) and thus of Theorem 3.1 is complete.  4. Lower bounds: Reduction to large deviations The goal of this section is to prove Theorem 1.2 reducing the problem of finding a lower bound on TN to a large deviation estimate of the form (1.10). As a preliminary step towards this reduction, we prove the following geometric lemma in the spirit of Dembo and Sznitman [12], where we refer to (1.6) for our notion of κ-disconnection: Lemma 4.1. (d ≥ 1 α > 0, κ ∈ (0, 21 )) There is a constant c(α, κ) such that for all N ≥ c(α, κ), whenever K ⊆ E disconnects E, there is an x∗ ∈ E such that K κ-disconnects x∗ + B(α), cf. (1.7). (We refer to the end of the introduction for our convention concerning constants.) Proof. We follow the argument contained in the proof of Lemma 2.4 in Dembo and Sznitman [12]. Assuming that K disconnects E, we refer as T op to the connected component of E\K containing TdN ×[M, ∞) for large M ≥ 1. We can then define the function t : E −→ R+ x 7→ |T op∩(x+B(α))| . |B(α)| The function t takes the value 0 for x = (u, v) ∈ E with v ∈ Z a large negative number and the value 1 for v a large positive number.
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Moreover, for x = (u, v), x′ = (u, v ′ ) ∈ E such that |v − v ′ | = 1 we have (with ∆ denoting symmetric difference), |t(x) − t(x′ )| ≤



|(x + B(α))∆(x′ + B(α))| cN d c ≤ d+dα∧1 = dα∧1 . |B(α)| N N



Using these last two observations on t, we see that, for N ≥ c(α, κ), there is at least one x∗ ∈ E satisfying t(x∗ ) − 1 ≤ c ≤ 1 − κ, 2 N dα∧1 2 which can be restated as (4.1)



κ|B(α)| ≤ |T op ∩ (x∗ + B(α))| ≤ (1 − κ)|B(α)|.



If we set I = T op ∩ (x∗ + B(α)), then ∂(x∗ +B(α)) (I) ⊆ K (since K disconnects E), so that the proof is complete with (4.1).  Proof of Theorem 1.2. We claim that it suffices to prove the −dα following two estimates on P0N [TN ≤ t], valid for any t ≥ 1, ξ ∈ (0, f (α, β)) (for α, β > 0 and f as in (1.10)) and N ≥ c(α, β, ξ):  1 −dα ξ ′ β+(dα∧1) t− 2 (4.2) P0N [TN ≤ t] ≤ cN d (t + N) e−N + e−c N .



and



(4.3)



P0N



−dα



  ξ ′ β−(dα−1)+ [TN ≤ t] ≤ cN d (t + N) e−N + e−c N



Indeed, suppose that (4.2) and (4.3) both hold. In order to deduce (1.11), we then choose any α > 1, 0 < ǫ < 2d such that β = d−1− 4ǫ > 0 (note d ≥ 2) and ξ ∈ (0, f (α, β)) (which is possible by the assumption on f ). With t = N 2d−ǫ , (4.2) then yields, for N ≥ c(α, β, ξ, ǫ),  ǫ   −dα  ξ ′ P0N TN ≤ N 2d−ǫ ≤ cN 3d−ǫ e−N + e−c N 4 , and hence shows (1.11). On the other hand, choosing t = exp{N µ }, µ > 0, in (4.3), we have, for any α, β > 0, ξ ∈ (0, f (α, β)) and N ≥ c(α, β, ξ, µ), (4.4)



P0N



−dα



[TN ≤ exp{N µ }]    ≤ cN d exp N µ − N ξ + exp N µ − c′ N β−(dα−1)+ .



The right-hand side of (4.4) tends to 0 as N → ∞ for α, β, ξ as above, provided β > (dα − 1)+ and µ < ξ ∧ (β − (dα − 1)+ ). We thus obtain (1.12) by optimizing over β and ξ in (4.4). It therefore remains to establish (4.2) and (4.3). To this end, we apply the geometric Lemma 4.1, noting that, up to time t, only sets (u, v) + B(α) (in the notation of (1.7)) with |v| ≤ t + N dα∧1 can be
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entered by the discrete-time random walk, and thus deduce that, for N ≥ c(α), (4.5)



P0N



−dα



[TN ≤ t] ≤ cN d (t + N)×   1 N −dα sup P0 X([0, [t]]) -disconnects x + B(α) . 3 x∈E



For the first return time Rx1 , defined as Rx1 = HSX dα∧1 (cf. (2.17)), 2[N ] one has   1 X([0, [t]]) -disconnects x + B(α) 3   1 −1 ⊆ θRx1 X([0, [t]]) -disconnects x + B(α) . 3



Applying the strong Markov property at time Rx1 and using translation invariance, we thus obtain that (cf. (1.8))   1 N −dα P0 X([0, [t]]) -disconnects x + B(α) 3   1 N −dα X([0, [t]]) -disconnects B(α) ≤ sup Px 3 x∈S2[N dα∧1 ]   −dα = sup PxN UB(α) ≤ t . x∈S2[N dα∧1 ]



Inserted into (4.5), this yields (4.6)



P0N



−dα



[TN ≤ t] ≤ cN d (t + N)



sup x∈S2[N dα∧1 ]



PxN



−dα







 UB(α) ≤ t .



We then observe that, for any x ∈ S2[N dα∧1 ] ,  −dα  PxN (4.7) UB(α) ≤ t   −dα  −dα  ≤ PxN UB(α) < D[N β ] + PxN R[N β ] ≤ UB(α) ≤ t (def.)



= P1 + P2 .



By definition of UB(α) we know that, on the event {UB(α) < ∞}, −dα πZ (XUB(α) − x) ≤ c[N dα∧1 ], PxN -a.s., for x ∈ S2[N dα∧1 ] . We can thus apply (2.23) of Lemma 2.1 with A = {UB(α) < D[N β ] }, T = UB(α) and b′ = c[N dα∧1 ] and obtain, for P1 in (4.7), (4.8)



(2.23)   dα∧1 ] P1 ≤ (1 + N −dα )c[N Px0 UB(α) < D[N β ]   (1.10) ξ ≤ cPx0 UB(α) < D[N β ] ≤ e−N ,



for any ξ ∈ (0, f (α, β)) and all N ≥ c(α, β, ξ). Turning to P2 in (4.7), we apply (2.23) of Lemma 2.1 with A = {R[N β ] ≤ t}, T = R[N β ] and
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b′ = c[N dα∧1 ], and obtain P2 ≤ PxN



−dα



  R[N β ] ≤ t



  dα∧1 ] ≤ (1 + N −dα )c[N Px0 R[N β ] ≤ t   ≤ cPx0 R[N β ] ≤ t .



For this last probability, we make the observation that, under Px0 , R[N β ] − D1 (≤ R[N β ] ) is distributed as the sum of at least [cN dα∧1 N β ] independent random variables, all of which are distributed as the hitting time of 1 for the unbiased simple random walk πZ (X) (cf. (2.1)) 1 starting at the origin with geometric delay of constant parameter d+1 . Applying an elementary estimate on one-dimensional simple random walk for the second inequality (cf. Durrett [15], Chapter 3, (3.4)), we deduce that, for t ≥ 1, h icN β+(dα∧1) π (X) P2 ≤ cP00 H1 Z ≤t   ′ β+(dα∧1) 1 c N ≤ c 1 − c′ t− 2 n o 1 ≤ c exp −c′ N β+(dα∧1) t− 2 .



Together with (4.8), (4.7) and (4.6), this yields (4.2). In order to obtain (4.3), we use the following different method for estimating P2 in (4.7): We let A− be the event that the random walk X first exits S4[N dα∧1 ] into the negative direction, i.e. A− = {πZ (XD1 ) < 0} ∈ FD1 . One then has P2 ≤



(4.9)



sup x∈S2[N dα∧1 ]



=



sup x∈S2[N dα∧1 ]



+



PxN



−dα







R[N β ] < ∞







  −dα  PxN R[N β ] < ∞, A−



−dα PxN







R[N β ]



 < ∞, (A ) . − c







We now apply the strong Markov property at the times D1 and R2 and use translation invariance to infer from (4.9) that, for N β ≥ 2,  −dα  sup PxN R[N β ]−1 < ∞ × sup (4.10) P2 ≤ x∈S2[N dα∧1 ]







 N −dα



Px



x∈S2[N dα∧1 ]



i   − c  N −dα h πZ(X) − N −dα A + Px (A ) P0 H−c[N dα∧1] < ∞ .



Next, we apply the estimate (2.23) of Lemma 2.1 with T = D1 , A = A− and b′ = −2[N dα∧1 ], then the invariance principle for one-dimensional
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simple random walk, and obtain, for any x ∈ S2[N dα∧1 ] , (4.11)



PxN



−dα







A−



 (2.23) 0  −  (inv. princ.) ≤ (1 − c3 ), ≤ Px A



c3 > 0.



Moreover, since the projection πZ (X) of X on Z is a one-dimensional −dα random walk with drift Nd+1 and geometric delay of constant parameter 1 , standard estimates on one-dimensional biased random walk imply d+1 i  1 − N −dα (d + 1)−1 c[N dα∧1] h πZ (X) N −dα (4.12) P0 H−c[N dα∧1] < ∞ ≤ 1 + N −dα (d + 1)−1 ≤ e−cN



−dα [N dα∧1 ]



.



Inserting (4.11) and (4.12) into (4.10) and using induction, we deduce   β −dα dα∧1 ] [N ]−1 P2 ≤ 1 − c3 + c3 e−cN [N (4.13) .



Note that N −dα [N dα∧1 ] ≤ 1. If dα > 1, then the right-hand side of β −dα dα∧1 ]N β (4.13) is bounded from above by (1−cN −dα [N dα∧1 ])[N ]−1 ≤ e−cN [N , β −cN while if dα ≤ 1, the right-hand side of (4.13) is bounded by e . In any case, we infer from (4.13) that P2 ≤ e−cN



−dα N β+(dα∧1)



= e−cN



β−(dα−1)+



.



Together with (4.8), (4.7) and (4.6) this yields (4.3) and completes the proof of Theorem 1.2.  5. More geometric lemmas The purpose of this section is to prove several geometric lemmas needed for the derivation of the large deviation estimate (1.10) in Theorem 1.2. The general purpose of these geometric results is to impose restrictions on a set K 13 -disconnecting B(α). This will enable us to obtain an upper bound on the probability appearing in (1.10), when choosing K = X([0, D[N β ] ]).



Throughout this and the next section, we consider the scales L and l, defined as (5.1)



′



l = [N γ ], L = [N γ ],



for 0 < γ < γ ′ ∧ dα, 0 < γ ′ < 1.



The crucial geometric estimates come in Lemma 5.3 and its modification Lemma 5.4. These geometric results, in the spirit of Dembo and Sznitman [12], require as key ingredient an isoperimetric inequality of Deuschel and Pisztora [14], see Lemma 5.2. In rough terms, Lemmas 5.3 and 5.5 show that for any set K disconnecting C(L) or B(α) for dα < 1 (cf. (1.7), (2.7)), one can find a whole “surface” of subcubes of C(L) or B(α) such that the set K occupies a “surface” of points inside every one of these subcubes. More precisely, it is shown that there exist subcubes (Cx (l))x∈E (cf. (2.8)) of C(L) or of B(α) with the
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π∗ π∗∗



E



Figure 3. An illustration of the crucial geometric Lemma 5.3. The figure shows the set C(L), disconnected by K ⊆ C(L). The small boxes are the collection of subcubes (Cx (l))x∈E . The circles on the left are the points on the projected subgrid of side-length l, a large number of which (the filled ones) are occupied by the projected set π∗ (E) of base-points E (cf. (5.12)), (5.13)). In every subcube, the set K occupies a surface of a significant number of points, in the sense of (5.14).



following properties: for one of the projections π∗ on the d-dimensional hyperplanes, the projected set of base-points π∗ (E) is arranged on a subgrid of side-length l and is substantially large. In the case of C(L), this set of points occupies at least a constant fraction of the volume of the projected subgrid of C(L). Moreover, for one of the projections π∗∗ (possibly different from π∗ ), the π∗∗ -projection of the disconnecting set K intersected with any sub-cube Cx (l), x ∈ E, contains at least cld points, i.e. at least a constant fraction of the volume of π∗∗ (Cx (l)) (see Figure 3 for an illustration of the idea). The first lemma in this section allows to propagate disconnection of the |.|∞ -ball B∞ (0, [N/4]) to a smaller scale of size L, in the sense that, for any set K 13 -disconnecting B∞ (0, [N/4]), one can find a subbox Cx∗ (L) of B∞ (0, [N/4]) which is 14 -disconnected by K (cf. (1.6)). This result will prove useful for the case B(α) = B∞ (0, [N/4]) (i.e. if dα ≥ 1), where we use an upper  bound on the number of excursions be(L) c performed by the random walk X until tween Cx∗ (L) and Cx∗ (L) time D[N β ] . We refer to the end of the introduction for our convention concerning constants. ′



Lemma 5.1. (d ≥ 1, γ ′ ∈ (0, 1), L = [N γ ], N ≥ 1) There is a constant c(γ ′ ) > 0 such that for all N ≥ c(γ ′ ), whenever K ⊆ B∞ (0, [N/4]) 13 -disconnects B∞ (0, [N/4]), there is an x∗ ∈ B∞ (0, [N/4]) such that K 14 -disconnects Cx∗ (L) ⊆ B∞ (0, [N/4]).
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Proof. Since K 13 -disconnects B∞ (0, [N/4]), cf. (1.6), there is a set I ⊆ B∞ (0, [N/4]) satisfying 1 2 |B∞ (0, [N/4]) | ≤ |I| ≤ |B∞ (0, [N/4]) | 3 3 and ∂B∞ (0,[N/4]) (I) ⊆ K. We want to find a point x∗ ∈ E such that Cx∗ (L) ⊆ B∞ (0, [N/4]) and 3 1 (5.2) |C(L)| ≤ |Cx∗ (L) ∩ I| ≤ |C(L)|. 4 4 To this end, we introduce the subgrid BL ⊆ B∞ (0, [N/4])(−L) of sidelength L, defined as (cf. (2.3))   (5.3) BL = B∞ (0, [N/4])(−L) ∩ πE [−[N/4], [N/4]]d+1 ∩ LZd+1 .



The boxes (Cx (L))x∈BL , see (2.7), (2.8), are disjoint subsets of B∞ (0, [N/4]) , and their union covers all but at most cN d L points of B∞ (0, [N/4]). Hence, we have X X (5.4) |I ∩ Cx (L)| + cN d L, and |I ∩ Cx (L)| ≤ |I| ≤ x∈BL



(5.5)



x∈BL



|B∞ (0, [N/4]) | − cN d L ≤ |BL ||C(L)| ≤ |B∞ (0, [N/4]) |.



We now claim that, for N ≥ c(γ ′ ), there is at least one x1 ∈ BL such that 3 |I ∩ Cx1 (L)| ≤ |C(L)|. (5.6) 4 Indeed, otherwise it would follow from the definition of I and the lefthand inequalities of (5.4) and (5.5) that (5.5) 3 (5.4) 3 2 |B∞ (0, [N/4]) | ≥ |I| > |C(L)||BL | ≥ |B∞ (0, [N/4]) | − cN d L, 3 4 4 which due to the definition of L is impossible for N ≥ c(γ ′ ). Similarly, for N ≥ c(γ ′ ), we can find an x2 ∈ BL such that 1 (5.7) |C(L)| ≤ |I ∩ Cx2 (L)|, 4 for otherwise the right-hand inequalities of (5.4) and (5.5) would yield that 31 |B∞ (0, [N/4]) | ≤ 14 |B∞ (0, [N/4]) | + cN d L, thus again leading to a contradiction. Next, we note that, for any neighbors x and x′ ∈ B∞ (0, [N/4]), one has, with ∆ denoting the symmetric difference, |Cx (L) ∩ I| |Cx′ (L) ∩ I| |Cx (L)∆Cx′ (L)| c (5.8) ≤ γ′ . |C(L)| − |C(L)| ≤ |C(L)| N



Since both x1 and x2 are in BL ⊆ B∞ (0, [N/4])(−L) , we can now choose a nearest-neighbor path P = (x1 = y1 , y2 , . . . , yn = x2 ) from x1 to x2 such that Cyi (L) ⊆ B∞ (0, [N/4]) for all yi ∈ P. Consider now the
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first point x∗ = yi∗ on P such that 41 |C(L)| ≤ |Cx∗ (L) ∩ I|, which is well-defined thanks to (5.7). If x∗ = y1 , then by (5.6), x∗ satisfies (5.2). If x∗ 6= y1 , then by (5.8) and choice of x∗ , one also has 1 |C(L)| ≤ |Cx∗ (L) ∩ I| 4 c ≤ |Cyi∗ −1 (L) ∩ I| + γ ′ |C(L)| N   c 1 < + |C(L)|, 4 N γ′



(5.8)



hence again (5.2) for N ≥ c(γ ′ ). For N ≥ c(γ ′ ), we have thus found an x∗ ∈ B∞ (0, [N/4]) satisfying 41 |C(L)| ≤ |Cx∗ (L) ∩ I| ≤ 43 |C(L)| and Cx∗ (L) ⊆ B∞ (0, [N/4]). Moreover, ∂Cx∗ (L) (Cx∗ (L) ∩ I) ⊆ ∂B∞ (0,[N/4]) (I) ⊆ K. In other words, K 14 -disconnects Cx∗ (L) ⊆ B∞ (0, [N/4]).







The following lemma contains the essential ingredients for the proof of the two main geometric lemmas thereafter. Lemma 5.2. (d ≥ 1, κ ∈ (0, 1), M ∈ {0, . . . , N − 1}, N ≥ 1) Suppose A ⊆ [0, M]d+1 ⊆ E. Then there is an i0 ∈ {1, . . . , d + 1} such that |A| ≤ |πi0 (A)|



(5.9)



d+1 d



.



If A in addition satisfies (5.10)



|A| ≤ (1 − κ)(M + 1)d+1 ,



then there is an i1 ∈ {1, . . . , d + 1} and a constant c(κ) > 0 such that (cf. (2.6)) d πi1 (∂[0,M ]d+1 ,i (A)) ≥ c(κ)|A| d+1 (5.11) . 1



Proof. The estimate (5.9) follows for instance from a theorem of Loomis and Whitney [21]. The proof of (5.11) can be found in equations (A.3)-(A.6) in Deuschel and Pisztora [14], p. 480.  We now come to the main geometric lemma, which provides a necessary criterion for disconnection of the box C(L) (cf. (2.7)). A schematic illustration of its content can be found in Figure 3. ′



Lemma 5.3. (d ≥ 1, 0 < γ < γ ′ < 1, l = [N γ ], L = [N γ ], N ≥ 1) For all N ≥ c(γ, γ ′ ), whenever K ⊆ C(L) 41 -disconnects C(L) (cf. (1.6)), then there exists a set E ⊆ C(L)(−l) (cf. (2.3)) and projections π∗ and
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π∗∗ ∈ {π1 , . . . , πd+1 } such that (5.12)



(5.13) (5.14)



π∗ (E) ⊆ π∗ C(L) ∩ πE [0, L]d+1 ∩ lZd+1  d L ′ |π∗ (E)| ≥ c , and l







,



for all x ∈ E: |π∗∗ (K ∩ Cx (l))| ≥ c′′ ld (cf. (2.8)).



Proof. Since K 41 -disconnects C(L), there exists a set I ⊆ C(L) satisfying 14 Ld+1 ≤ |I| ≤ 34 Ld+1 and ∂C(L) (I) ⊆ K. We introduce here the subgrid Cl ⊆ C(L)(−l) of side-length l, i.e.  Cl = C(L)(−l) ∩ πE [0, L]d+1 ∩ lZd+1 , (5.15)



with subboxes Cx (l), x ∈ Cl . The set A is then defined as the set of all x ∈ Cl whose corresponding box Cx (l) is filled up to more than 81 th by I:   1 d+1 (5.16) . A = x ∈ Cl : |Cx (l) ∩ I| > l 8



Since the disjoint union of the boxes (Cx (l))x∈Cl contains all but at most cLd l points of C(L), we have 1 1 d+1 (5.17) L ≤ |I| ≤ ld+1 |Cl \ A| + ld+1 |A| + cLd l. 4 8 d+1 and rearranging, we deduce Using the estimate |Cl \ A| ≤ |Cl | ≤ Ll from (5.17) that   d+1  L l 1 −c ≤ |A|, 8 L l



so that for N ≥ c(γ, γ ′ ), (5.18)



1 1 |Cl | ≤ 9 9



 d+1 L ≤ |A|. l



In order to apply the isoperimetric inequality (5.11) of Lemma 5.2 with A and Cl playing the roles of A and [0, M]d+1 for N ≥ c(γ, γ ′ ), we need to keep |A| away from |Cl |. We therefore distinguish two cases, as to whether or not   4 1 3 (5.19) 1+ . |A| ≤ c4 |Cl |, with c4 = 2 5



Suppose first that (5.19) holds. Then for N ≥ c(γ, γ ′ ), the isoperimetric inequality (5.11), applied on the subgrid Cl , yields an i ∈ {1, . . . , d + 1} such that  d (5.18) d L ′ |πi (∂Cl ,i(A))| ≥ c|A| d+1 ≥ c (5.20) , l



where ∂Cl ,i (A) denotes the boundary on the subgrid Cl , defined in analogy with (2.6). In order to construct the set E, we apply the following
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procedure. Given w ∈ πi (∂Cl ,i (A)), we choose an x′ ∈ ∂Cl ,i (A) with πi (x′ ) = w. In view of (2.6), at least one of x′ + lei and x′ − lei belongs to A. Without loss of generality, we assume that x′ + lei ∈ A. We then have |Cx′ (l) ∩ I| ≤ 81 ld+1 (because x′ ∈ Cl \ A, cf. (5.16)) and |Cx′+lei (l)∩I| > 18 ld+1 (because x′ +lei ∈ A). Observe that neighboring x1 , x2 ∈ E satisfy |Cx1 (l) ∩ I| |Cx2 (l) ∩ I| ≤ c . (5.21) − Nγ d+1 d+1 l l Now consider the first point x = x′ + l∗ ei on the segment [x′ , x′ + lei ] = (x′ , x′ + ei , . . . , x′ + lei ) satisfying 81 ld+1 < |Cx (l) ∩ I|. By the above observations, this point x is well-defined and not equal to x′ . By (5.21), x then also satisfies ld+1 (5.22) < |Cx (l) ∩ I| 8 (5.21) cld+1 ≤ |Cx′ +(l∗ −1)ei (l) ∩ I| + Nγ   d+1 l c 1 ≤ + γ ld+1 ≤ , 8 N 7



for N ≥ c(γ). In addition, one has πi (x) = πi (x′ ) = w. This construction thus yields, for any w ∈ πi (∂Cl ,i (A)), a point x ∈ C(L)(−l) (note that x′ , x′ +lei ∈ C(L)(−l) and C(L)(−l) is convex), satisfying (5.22) and πi (x) = w. We define the set E ′ as the set of all such points x. Then by construction, we have πi (E ′ ) = πi (∂Cl ,i(A)), in particular (5.12) holds with E ′ in place of E and π∗ = πi , as does (5.13), by (5.20). For any x ∈ E ′ , we apply the isoperimetric inequality (5.11) of Lemma 5.2 with Cx (l) in place of [0, M]d+1 , Cx (l) ∩ I in place of A and 1 − κ = 71 , cf. (5.22). We thus find a j(x) ∈ {1, . . . , d + 1} with (5.22)  d πj(x) ∂Cx (l),j(x) (Cx (l) ∩ I) ≥ c|Cx (l) ∩ I| d+1 (5.23) ≥ c′ l d . It follows from the choice of I that ∂Cx (l),j(x) (Cx (l) ∩ I) ⊆ K ∩ Cx (l), and hence (5.24)



|πj(x) (K ∩ Cx (l))| ≥ cld .



We now let π∗∗ be the πj(x) occurring most in (5.23), where x varies over E ′ , and define E ⊆ E ′ , as the subset of those x in E ′ for which πj(x) = π∗∗ . With this choice, (5.14) holds by (5.24). Moreover, since 1 |E ′|, the same (5.12) and (5.13) both hold for E ′ and since |E| ≥ d+1 identities hold for E as well (with a different constant). Hence, the proof of Lemma 5.3 is complete under (5.19). On the other hand, let us now assume (5.19) does not hold. That is, we suppose that (5.25)



|A| > c4 |Cl |.
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We then claim that, for N ≥ c(γ, γ ′ ), {x ∈ A : |Cx (l) ∩ I| > c4 ld+1 } ≤ c4 |A|. (5.26)



Indeed, we would otherwise have (if (5.26) false) |I| ≥ {x ∈ A : |Cx (l) ∩ I| > c4 ld+1 } c4 ld+1 > c24 |A|ld+1   (5.25) (5.19) 4 4 ld+1 |Cl | 3 d+1 d+1 > c4 l |Cl | > l |Cl | = Ld+1 , 5 5 Ld+1 d+1



|Cl | only contradicting the choice of I for N ≥ c(γ, γ ′ ), because l Ld+1 ′ depends on N, γ, γ and tends to 1 as N → ∞. It follows that for N ≥ c(γ, γ ′ ), (5.25) (5.26) 1 c4 |Cl | ≤ |A| ≤ {x ∈ A : |Cx (l) ∩ I| ≤ c4 ld+1 } 1 − c4   1 1 d+1 (5.16) d+1 = x ∈ C : l < |C (l) ∩ I| ≤ c l l x 4 . 1 − c4 8  Defining E ′ = x ∈ Cl : 81 ld+1 < |Cx (l) ∩ I| ≤ c4 ld+1 , we apply the isoperimetric inequality (5.11) of Lemma 5.2 with Cx (l) in place of [0, M]d+1 and Cx (l)∩I in place of A for every x ∈ E ′ and thus obtain a projection πj(x) satisfying (5.24), as in the previous case. We then define E ⊆ E ′ as the subset containing only those x ∈ E ′ for which πj(x) in (5.24) is equal to the most frequently occurring π∗∗ . As a consequence, (5.14) holds. Moreover, (5.12) is clear by definition of E. And finally, we d+1 1 |E ′| ≥ c|Cl | ≥ c′ Ll , which yields (5.13) by have by (5.27), |E| ≥ d+1 (5.9). This completes the proof of Lemma 5.3. 



(5.27)



The last geometric lemma in this section is essentially a modification of Lemma 5.3. It provides a similar result for B(α), 0 < dα < 1 instead of C(L). The idea of the proof, illustrated in Figure 4, is to “pile up” approximately N 1−dα copies of B(α) into the Z-direction of E and to then apply the same arguments with the isoperimetric inequality (5.11) as in the proof of Lemma 5.3 to the resulting set intersected with B∞ (x, [N/4]). Lemma 5.4. (d ≥ 1, 0 < γ < dα < 1, l = [N γ ], N ≥ 1) For all N ≥ c(α, γ), whenever K ⊆ B(α) (cf. (1.7)) 13 -disconnects B(α), there exists a set E ⊆ B(α)(−l) and projections π∗ and π∗∗ ∈ {π1 , . . . , πd+1 } such that  π∗ (E) ⊆ π∗ B(α) ∩ πE [−[N/4], [N/4]]d+1 ∩ lZd+1 , (5.28)  d N ′ |π∗ (E)| ≥ c (5.29) N dα−1 , and l (5.30)



for all x ∈ E : |π∗∗ (K ∩ Cx (l))| ≥ c′′ ld .
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B∞ (0, [N/4])



A



Z



M 2



N  4



+ 1 ≍ N 1−dα M



Figure 4. An illustration of the set A′ of copies of A ⊆ Bl piled up in the (horizontal) Z-direction (cf. (5.35)), used in the proof of Lemma 5.4. The circles are the points on the subgrid Hl in (5.31), and the filled circles are the points contained in the set A′ . Each copy of Bl has thickness M , defined in (5.34), so that the larger box B∞ (0, [N/4]) contains roughly N 1−dα copies of Bl .



Proof. The proof is very similar to the one of Lemma 5.3. We choose a set I ⊆ B(α) such that 31 |B(α)| ≤ |I| ≤ 32 |B(α)| and ∂B(α) (I) ⊆ K. We then introduce the subgrids of side-length l of [−[N/4], [N/4]]d × Z and of B(α)(−l) as (cf. (2.3))    (5.31) Hl = πE [−[N/4], [N/4]]d × Z ∩ lZd+1 and Bl = B(α)(−l) ∩ Hl ,



and set 



 1 d+1 A = x ∈ Bl : |Cx (l) ∩ I| > l . 6 S Since the disjoint union x∈Bl Cx (l) contains all but at most cN d l points of B(α), we then have 1 1 |B(α)| ≤ |I| ≤ ld+1 |Bl \ A| + ld+1 |A| + cN d l 3 6 1 ≤ |B(α)| + ld+1 |A| + cN d l, 6



hence 



1 − cN γ−dα 6







|B(α)| ≤ |A|, ld+1
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and thus for N ≥ c(α, γ), c|Bl | ≤



(5.32)



c|B(α)| ≤ |A|. ld+1



Suppose now that in addition |A| ≤ c5 |Bl | with



(5.33)



c35



  3 1 1+ . = 2 4



Then we define the set A′ ⊆ Hl by “piling up” adjoining copies of the set Bl ⊇ A into the Z-direction. That is, we introduce the “thickness” M of Bl , # "  1 dα N − l (5.34) l, M= sup |v − v ′ | = 2 4 ′ ′ l (u,v),(u ,v )∈Bl and define (5.35) A′ =



[



n∈Z



(n(M + l)ed+1 + A) ⊆



[



n∈Z



(n(M + l)ed+1 + Bl ) = Hl ,



cf. (5.31), Figure 4. Observe that B∞ (0, [N/4]) ∩ A′ contains no less than cN 1−dα and no more than c′ N 1−dα copies of A. With (5.32) and (5.33) it follows that for N ≥ c(α, γ),  d+1  d+1 N N ′ ′ ′ c ≤ |B∞ (0, [N/4]) ∩ A | ≤ (1 − c ) . l l



For N ≥ c(γ ′ ), an application of the isoperimetric inequality (5.11) of Lemma 5.2 on the subgrid Hl defined in (5.31), with B∞ (0, [N/4]) ∩ Hl in place of [0, M]d+1 and B∞ (0, [N/4]) ∩ A′ in place of A, hence yields an i ∈ {1, . . . , d + 1} such that  d N ′ |πi (∂Hl ,i (A ))| ≥ c (5.36) . l



If i 6= d + 1, then the set on the left-hand side of (5.36) is contained in the at most cN 1−dα translated copies of the set πi (∂Bl ,i (A)) intersecting B∞ (0, [N/4]) (see (5.35) and Figure 4). We then deduce from (5.36) that  d N |πi (∂Bl ,i (A))| ≥ c (5.37) N dα−1 . l If i = d + 1, in (5.36), then we claim that (5.38)



πd+1 (∂Bl ,d+1 (A)) ⊇ πd+1 (∂Hl ,d+1 (A′ )) .



Indeed, suppose some u ∈ TdN does not belong to the left-hand side. Then the fiber {x ∈ Bl : πd+1 (x) = u} must either be disjoint from A or be a subset of A. Our construction of A′ in (5.35) implies that the set {x ∈ Hl : πd+1 (x) = u}
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is then either disjoint from A′ or a subset of A′ , as in the first and second horizontal lines of Figure 4 (note that the translated copies of Bl in (5.35) adjoin each other on the subgrid Hl ). But this precisely means that u is not included in the right-hand side of (5.38). In particular, by (5.36) and (5.38), (5.37) holds also with i = d + 1 (even without the N dα−1 on the right-hand side). Using (5.37), we can perform the same construction as in the proof of Lemma 5.3 below (5.20) in order to obtain the desired set E. If, on the other hand, (5.33) does not hold, i.e. if |A| > c5 |Bl |,



then the existence of the required set E follows from the argument below (5.25), where (5.29) can be deduced from |E| ≥ c|Bl | ≥ c′ (N/l)d+1 N dα−1 by applying the estimate (5.9) to [cN 1−dα ] copies of E piled-up in a box.  6. The large deviation estimate Our task in this last section is to derive the following form of the large deviation estimate (1.10): Theorem 6.1. (d ≥ 3) The 2, p. 30) (6.1)  dα  d − 1 − d−1      1   d − 1 − d−1 f (α, β) = ((d − 1)2 − 1) ×     (d − 1 − β)     0



estimate (1.10) holds with (cf. Figure   dα , on (0, 1/d) × 0, d − 1 − d−1   1 on [1/d, ∞) × 0, d − 1 − d−1 ,



h on [1/d, ∞) × d − 1 − otherwise.



1 ,d d−1



 −1 ,



Before we begin with the proof of Theorem 6.1, we examine its implications. With the function f in (6.1), the lower bound exponents d(1 −α−ϕ(α)) (in (1.4)) and ζ (in (1.13)) are related via (1.14), as will be checked in Corollary 6.3. We therefore have to justify the expression ∨d(1 − 2α)1{α< 1 } on the right-hand side of (1.14). This is the aim of d the next proposition. Proposition 6.2. (d ≥ 2, 0 < α < d1 ) For some constant c6 > 0,  N →∞ −dα  P0N exp{c6 N d(1−2α) } ≤ TN −→ 1. (6.2)



Proof. The idea is that, by our previous geometric estimates, any trajectory disconnecting E must contain at least cN d points in a box of the form x + B∞ (0, [N/4]), x ∈ E. Hence, there must be two visited points within distance N from each other, such that the random walk X spends [cN d ] time units between the visits to the two points. The
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probability of this event can be bounded from above by standard large deviation estimates. In detail: Lemma 4.1, applied with B(α) = B∞ (0, [N/4]) (i.e. with α ≥ d1 ), shows that, for t ≥ 0, N ≥ c, the event {X([0, [t]]) disconnects E} is contained in the event (6.3)



[



x∈E |xd+1 |≤[t]+N







 1 X([0, [t]]) -disconnects x + B∞ (0, [N/4]) . 3



We now choose a set I ⊆ x+B∞ (0, [N/4]) corresponding to 31 -disconnection of x + B∞ (0, [N/4]) by X([0, [t]]) (cf. (1.6)). By the isoperimetric inequality (5.11) of Lemma 5.2, applied with x + B∞ (0, [N/4]) in d+1 place and I in place of A, the event (6.3) is contained S of [0, M] A ([t]), where, for some constant c7 > 0, in x∈E x |xd+1 |≤[t]+N



 Ax ([t]) = |X([0, [t]]) ∩ (x + B∞ (0, [N/4]))| ≥ c7 N d .



We therefore have (6.4)



−dα P0N



[TN ≤ t] ≤



−dα P0N







[



Ax ([t])



x∈E |xd+1 |≤[t]+N



≤ cN d (t + N) sup P0N



−dα







[Ax ([t])] .



x∈E



X By the strong Markov property applied at Hx+B , the entrance ∞ (0,[N/4]) time of x + B∞ (0, [N/4]), and using translation invariance of X, we obtain



−dα sup P0N x∈E



[Ax ([t])] ≤



(Markov, transl. inv.)



≤



≤ P0N



−dα



−dα sup P0N x∈E



sup x:Ax ([t])∋0



P0N



 −1 θH X



−dα



(x+B∞ (0,[N/4]))



Ax ([t])







[Ax ([t])]



  for some n ≥ c7 N d : πZ (Xn ) ≤ N .



−dα



Inserting this last inequality into (6.4) and using that N ≤ N2(d+1)n for n ≥ c7 N d , N ≥ c(α) (because d − dα > d − 1 ≥ 1), we deduce that,
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for N ≥ c(α), (6.5) P0N



−dα



[TN ≤ t]



 −dα  ≤ cN d (t + N) P0N for some n ≥ c7 N d : πZ (Xn ) ≤ N   X N −dα n d N −dα ≤ cN (t + N) P0 πZ (Xn ) ≤ 2(d + 1) n≥c7 N d   X N −dα n N −dα n d N −dα = cN (t + N) P0 πZ (Xn ) − . 


 Since πZ (Xn ) −



N −dα n d+1







n≥0



is a P0N



−dα



-martingale with steps bounded



by c, Azuma’s inequality (cf. [4], p. 85) implies that   N −dα n N −dα n −2dα n N −dα ≤ e−cN . 


Applying this estimate to (6.5) with tN = exp{c6 N d−2dα } we see that for N ≥ c(α),   −dα  P0N TN ≤ exp{c6 N d−2dα } ≤ cN d+2dα exp c6 N d−2dα − c′ N d−2dα . Choosing the constant c6 > 0 sufficiently small, this yields (6.2) (recall  that dα < 1 ≤ d2 ).



We can now check that Theorem 6.1 does have the desired implications on the lower bounds on TN . Corollary 6.3. (d ≥ 3, α > 0, ǫ > 0) With ϕ defined in (1.5), one has  N →∞ −dα  for α > 1, P0N N 2d−ǫ ≤ TN −→ 1, (6.6)  N →∞ −dα  for α < 1, P0N exp{N d(1−α−ϕ(α))−ǫ } ≤ TN −→ 1. (6.7)



Proof. Since the function f of (6.1) satisfies f (α, β) > 0 for (α, β) ∈ (1, ∞)×(0, d−1), (6.6) follows immediately from Theorem 6.1 and (1.11). By (1.12) and (6.2), (6.7) holds with ϕ defined for α ∈ (0, 1) by (1.14). Let us check that the expression  1  for ϕ in (1.14) agrees with (1.5). We first treat the case α ∈ d , 1 , for which f (α, .) is illustrated on the right-hand side of Figure 2, below Theorem 1.2. We have dα ≥ 1, f (α, β) = 0 for β ≥ d−1 and the maximum of gα (cf. (1.13)) on (0, d−1) is attained at (see Figure 2)   d − dα 1 ¯ β = d−1− ∈ d−1− , d − 1 ∩ (dα − 1, d − 1) . (d − 1)2 d−1
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Hence, for α ∈



1



 , 1 , cf. (1.13), d



  1−α ¯ ζ = sup gα (β) = gα (β) = d 1 − α − , (d − 1)2 β>0 1−α and therefore ϕ(α) = (d−1) 2 , as required.  Turning to the case α ∈ 0, d1 , we refer to the left-hand side of Figure 2 for an illustration of f . We now have dα − 1 < 0, f (α, β) = 0 dα for β > d − 1 − d−1 and hence   dα β∧d−1− ζ = sup gα (β) = sup d−1 dα β>0 β∈(0,d−1− d−1 )   1 α =d 1− − . d d−1  Therefore (cf. (1.14)), for α ∈ 0, d1 ,    1 α ϕ(α) = 1 − α − 1− − (6.8) ∨ (1 − 2α) . d d−1  This expression is immediately seen to coincide with (1.5) for α ∈ 0, d1 α∗ near 0 and d1 , and α∗ is precisely the value for which 1− d1 − d−1 = 1−2α∗ , so that (6.8), and hence (1.14), agrees with (1.5). 



Thanks to Corollary 6.3, the lower bounds on TN of Theorem 1.1 will be established once we show Theorem 6.1. Let us give a rough outline of the strategy of the proof.  1 In the previous section, we have shown that if K = X [0, D[N β ] ] 3 -disconnects B(α), then there must be a wealth of subcubes of B(α) such that X [0, D[N β ] ] contains a surface of points in every subcube (see Lemmas 5.3 and 5.4 for the precise statements and Figure 3 for an illustration). The crucial upper bound on the probability of an event of this form is obtained in Lemma 6.5, using Kha´sminskii’s Lemma to obtain an exponential tail estimate on the number of points visited by X during a suitably defined excursion. This upper bound is then applied in order to find the needed large deviation estimate of the form (1.10). We begin by collecting the required estimates involving the Green function (cf. (2.20)). Lemma 6.4. (d ≥ 2, N, a ≥ 1, 100 ≤ a ≤ 4N, A ⊆ B ⊆ Sa ) (6.9)



Px0







HAX







HBXc







≤



P



inf y∈A



For any x, x′ ∈ Sa , one has (6.10)



Sa



′



g B (x, y) , for x ∈ B. B ′ y ′ ∈A g (y, y )



y∈A



′



P



g (x, x ) ≤ c (1 ∨ |x − x |∞ )



1−d







exp −c



′ |x



− x′ |∞ a







.
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a 100
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(cf. (2.4)) and A ⊆ B −( 10 ) (cf. (2.3)), then, for B ′ c|x − x′ |1−d ∞ ≤ g (x, x ).



Proof. The estimate (6.9) follows from an application of the strong Markov property at HAX . The estimate (6.10) follows from the bound on the Green function of the simple random walk on Zd+1 killed when exiting the slab Zd × [−[a], [a]] in (2.13) of Sznitman [34]. For (6.11), a we note that, by assumption, B∞ x, 10 ⊆ B. In particular, it follows from translation invariance that a g B (x, x′ ) ≥ g B∞ (0, 10 ) (0, x − x′ ). (6.12) a ≤ 2N , so the right-hand side of (6.12) can be idenBy assumption 10 5 tified with the corresponding Green function for the simple random walk on Zd+1 , and (6.11) follows from Lawler [19], p. 35, Proposition 1.5.9. 



˜ ⊆ E, the the times (R ˜ n )n≥1 and We now introduce, for sets U, U ˜ n )n≥1 as the times of return to U and departure from U˜ (cf. (2.19)) (D and denote with π∗ and π∗∗ elements of the set of projections {π1 , . . . πd+1 }.



The next lemma then provides a control on an event of the form (cf. (2.3), (2.8)) \ [ [ (6.13) AU,U,l,M = ˜ 1 ,M2 π∗ ,π∗∗



y∈E E⊆U (−l) : |y−y ′ |∞ ≥l for y,y ′ ∈E, |π∗ (E)|≥M1



n   o d ˜ π∗∗ X([0, DM2 ]) ∩ Cy (l) ≥ cl .



Our method does not produce a useful upper bound when d = 2 (note that when d = 2, the right-hand side of (6.14) is greater than 1 for N ≥ c). Although it is possible to obtain a bound for d = 2 tending to 0 as N → ∞, using estimates on the Green function in dimension 2, it does not seem to be possible to obtain an exponential decay in N with this approach. Thus, the upper bound we have for d = 2 brings little information on the large deviation problem (1.10). Lemma 6.5. (d ≥ 3, N, l, a, M1 , M2 ≥ 1, 100 ≤ a ≤ 4N, 1 ≤ l ≤ ˜ ⊆ E be sets such that U ⊆ U ( 10a ) ⊆ U˜ ⊆ x∗ +Sa (cf. (2.2), Let U, U (1.9)). Then one has the estimate   sup Px0 AU,U˜ ,l,M1,M2 (6.14) x∈E  ≤ exp c′ M2 + c′ M1 log N − c′′ M1 a−1 ld−1 a ) 100



(on the event defined in (6.13)).
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Proof. In order to abbreviate the notation, we denote the event in (6.13) by A during the proof. Furthermore, by replacing E with a subset, we may assume that |π∗ (E)| = |E| = M1 .



(6.15)



Also, translation invariance allows us to set x∗ = 0. The first step is to note that the number of possible choices of the set E in the definition of A is not larger than (6.15)



|U||E| ≤ (cN)(d+1)M1 ≤ exp{cM1 log N}. Next, we note that visits made by the random walk X to Cy (l), y ∈ E, ˜n, D ˜ n ], n ≥ 1 (because can only occur during the time intervals [R E ⊆ U (−l) ). From these observations, we deduce that supx∈E Px0 [A] is bounded by # "M 2 X   X ˜n, D ˜ n ]) ∩ Cy (l) ≥ cM1 ld , cecM1 log N sup P 0 π∗∗ X([R x



x,E,π∗ ,π∗∗



n=1 y∈E



where the supremum is taken over all x ∈ E, and all possible sets E and projections π∗ , π∗∗ entering the definition of the event A. By the exponential Chebychev inequality and the strong Markov property applied ˜M , R ˜ M −1 , . . . , R ˜ 1 , it follows from the last estimate inductively at R 2 2 0 that, for any r ≥ 1, supx∈E Px [A] is bounded by (6.16) d



cecM1 log N −crM1l ×   X M2 X   0 ˜ 1 ]) ∩ Cy (l) ◦ θ ˜ sup Ex exp r π∗∗ X([0, D Rn x,E,π∗ ,π∗∗



n=1 y∈E



(Markov)



d



cecM1 log N −crM1 l ×   X   M2 0 ˜ 1 ]) ∩ Cy (l) sup sup Ex exp r π∗∗ X([0, D .



≤



E,π∗ ,π∗∗



x∈U



y∈E



Before deriving an upper bound on this last expectation, we introduce the following notational simplification: for any point z ∈ Cy (l), we denote its fiber in Cy (l) of points of equal π∗∗ -projection by Jz , or in other words, for z ∈ Cy (l), Jz = {z ′ ∈ Cy (l) : π∗∗ (z ′ ) = π∗∗ (z)} .



The collection of all fibers in the box Cy (l) is denoted by (6.17)



F (y) = {Jz : z ∈ Cy (l)} ,
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and the collection of all fibers by (6.18)



F =



[



F (y).



y∈E



Using this notation, we have (cf. (2.17))  X X  ˜ (6.19) 1{H X 


J∈F



y∈E



By the version of Kha´sminskii’s Lemma of equation (2.46) of Dembo and Sznitman [12], see also [18], we see that for any x ∈ U and r ≥ 0,    X 0 (6.20) Ex exp r 1{H X 


J∈F



≤



X k≥0



r



k







sup Ex0 x∈U



X J∈F



1{H X 


k



.



Writing (cf. (6.17), (6.18)) X X X 1{H X 


J∈F



for any x ∈ U, the strong Markov property applied at HCXy (l) yields X  0 (6.21) Ex 1{H X 


J∈F



   X  X ˜ 1{H X 


Ex0



z∈Cy (l)



y∈E



J



J∈F (y)



To bound the right-hand side of (6.21), we note that, for any z ∈ Cy (l) and k ∈ {0, . . . , l − 1}, at most c(1 ∨ k)d−1 of the fibers J ∈ F (y) are at |.|∞ -distance 1 ∨ k from Jz and thus deduce that, for any z ∈ Cy (l),  X  0 Ez (6.22) 1{H X 


J∈F (y)



≤c



l−1 X k=0



(1 ∨ k)



d−1



sup z ′ :|π∗∗ (z−z ′ )|∞ =k



Pz0



i h X ˜ H J z ′ < D1 .



For this last probability, we use the estimate (6.9), applied with A = ˜ and x = z. With the help of (6.10) and the assumption Jz ′ , B = U that U˜ ⊆ Sa , the numerator of the right-hand side of (6.9) can then
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be bounded from above by clk 1−d , while the denominator is trivially bounded from below by 1. We thus obtain h i ˜ 1 ≤ clk 1−d . sup Pz0 HJXz′ < D z ′ :|π∗∗ (z−z ′ )|=k



With (6.22), this yields  X  0 Ez 1{H X 


J∈F (y)



Coming back to (6.21), we obtain, for any x ∈ U, X  i X h 0 ˜1 . (6.23) Px0 HCXy (l) < D Ex 1{H X 


J∈F



For this last sum, we proceed as before: Note that, by (6.15), the sum can be regarded as a sum over the set π∗ (E), which is a subset of the ddimensional lattice π∗ (E). Since moreover |y −y ′|∞ ≥ l for all y, y ′ ∈ E, there are at most c(1 ∨ k)d−1 points in π∗ (E) of |.|∞ -distance between kl and (k + 1)l from π∗ (x). We therefore have, for any x ∈ U, i X h ˜1 (6.24) Px0 HCXy (l) < D y∈E



≤c



∞ X k=0



(1 ∨ k)d−1



sup y∈E:|π∗ (y−x)|≥kl



h i ˜1 . Px0 HCXy (l) < D



In order to bound this last probability, we again use the estimate (6.9), this time with A = Cy (l) and B = U˜ . By (6.10), our assumption that U˜ ⊆ Sa then allows us to bound the numerator of the right-hand side ′ of (6.9) from above by cld+1 (1 ∨ lk)1−d e−c lk/a , while our assumptions a a l ≤ 100 and Cy (l) ⊆ U ⊆ U˜ (− 10 ) allow us to use (6.11) and find the lower bound of cl2 on the denominator. We thus have h i ˜ 1 ≤ c(1 ∨ k)1−d e−c′ lka . sup P 0 HX 


x



Cx′ (l)



With (6.24), this yields i X h a X 0 ˜ Px HCy (l) < D1 ≤ c , for any x ∈ U, l y∈E



which we insert into (6.23) to obtain X  0 sup Ex 1{H X 


J∈F



J



Choosing r = 2c18 al in (6.20), we infer that    1 X 0 ≤ 2, for any x ∈ U. 1 X ˜ Ex exp 2c8 al J∈F {HJ 
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Coming back to (6.16) with r as above and remembering (6.19), we deduce (6.14) and thus complete the proof of Lemma 6.5.  The remaining part of the proof of Theorem 6.1 is essentially an application of Lemma 6.5 together with the geometric Lemmas 5.1-5.4 showing that the event on the left-hand side of (1.10) is contained in a union of events of the form (6.13). For α < d1 , all that remains to be done is to combine Lemma 5.5 with Lemma 6.5. For α ≥ d1 , i.e. for B(α) = B∞ (0, [N/4]), we additionally use an upper bound on the probability that the random walk X makes a certain number of c excursions between Cx∗ (L) and Cx∗ (L)(L) (cf. (2.8)) until time D[N β ] for x∗ ∈ B∞ (0, [N/4]) and L as in (5.1) (cf. Lemma 6.6) before we apply the geometric Lemmas 5.1 and 5.3 and the estimate (6.14) with U = Cx∗ (L). Proof of Theorem 6.1 - case α < d1 . In this case, we have to show (1.10) with f illustrated on the left-hand side of Figure 2 (below Theorem 1.2) and [N dα∧1 ] = [N dα ]. Lemma 5.4 implies that, for l as in (5.1) and the event A.,.,.,.,. defined in (6.13),  (def.) (6.25) UB(α) ≤ D[N β ] ⊆ AS2[N dα ] ,S4[N dα ] ,l,cN d−1+dαl−d ,[N β ] = A′N . Lemma 6.5, applied with a = 4[N dα ] and x∗ = 0, yields



(6.26)



sup Px0 [A′N ]



x∈S2N dα



 ≤ exp cN β + cN d−1+dα−dγ log N − c′ N d−1−γ .



In view of (5.1), we have 0 < γ < dα, and provided d − 1 + dα − dγ < d − 1 − γ and β < d − 1 − γ, i.e. if (6.27)



dα < γ < dα, d−1



β < d − 1 − γ,



then (6.25) and (6.26) together show that    sup Px0 UB(α) ≤ D[N β ] ≤ exp −cN d−1−γ . (6.28) x∈S2[N dα ]



 dα , d ≥ 3, the constraints (6.27) are satisfied For β ∈ 0, d − 1 − d−1 dα by γ0 = d−1 + ǫ0 (d, β) for ǫ0 (d, β) > 0 sufficiently small. Moreover, (6.1)



dα − ǫ0 (d, β) = f (α, β) − ǫ0 (d, β). Since we can d − 1 − γ0 = d − 1 − d−1 make ǫ0 (d, β) > 0 arbitrarily small, (6.28) thus shows (1.10) for the case α ∈ 0, d1 . This completes the proof of Theorem 6.1 in the case α < d1 . 



Proof of Theorem 6.1 - case α ≥ d1 . Recall that in this case we have to find an estimate of the form (1.10) with the function f illustrated on the right-hand side of Figure 2 (below Theorem 1.2) and
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with B(α) = B∞ (0, [N/4]) (cf. (1.7)). In order to apply Lemma 6.5 with U = Cx∗ (L) ⊆ B(α), L as in (5.1), we consider (6.29)



˜ x∗ , D ˜ x∗ , n ≥ 1, the successive returns to Cx∗ (L) R n n and departures from Cx∗ (L)(L) (cf. (2.2), (2.19)).



The following lemma, in the spirit of Dembo and Sznitman [12], provides an estimate on the number of excursions between Cx∗ (L) and (Cx∗ (L)(L) )c occurring during the [N β ] excursions under consideration in (1.10). ′



Lemma 6.6. (d ≥ 2, α ≥ 1d , β > 0, γ ′ ∈ (0, 1), L = [N γ ], m, N ≥ 1) ˜ x∗ defined in (6.29), For x ∈ S2N , x∗ ∈ B∞ (0, [N/4]) and R m i h  x∗ ˜m (6.30) ≤ D[N β ] ≤ c exp cN 1−d Ld−1 N β − c′ m . Px0 R



Proof. We follow the proof of Lemma 2.3 by Dembo and Sznitman [12]. Since Cx∗ (L) ⊆ S2N , visits made by X to Cx∗ (L) can only occur during the time intervals [Ri , Di], i ≥ 1, cf. above (1.10). Let us denote the number of excursions between Cx∗ (L) and (Cx∗ (L)(L) )c performed by X during [Ri , Di ] by Ni , i.e. n o ˜ x∗ ≤ Di , i ≥ 1. Ni = n ≥ 1 : Ri ≤ R n



Note that one then has Ni = N1 ◦ θRi , i ≥ 1. For any λ > 0, x ∈ S2N , x∗ ∈ B∞ (0, [N/4]), we apply the strong Markov property at R2 and deduce that i h 0 ˜ x∗ Px Rm ≤ D[N β ] hn h m io n h m ioi −1 ≤ Px0 N1 ≥ ∪ θR N + . . . + N β ≥ 1 [N ]−1 2 2 2 β ]−1  [N h h m ii h m i X 0 0 ≤ Px N 1 ≥ + sup Px Ni ≥ . 2 2 x∈S2N :|xd+1 |=2N i=1



With the strong Markov property applied inductively at R[N β ]−1 , R[N β ]−2 , . . . , R1



to the second term on the right-hand side, one infers that h i ˜ x∗ ≤ D[N β ] (6.31) Px0 R m    λN1   λN1 ([N β ]−1) −λ[ m 0 0 ] ≤ e 2 Ex e . + sup Ex e x∈S2N :|xd+1 |=2N



For any x ∈ S2N , X   (6.32) Ex0 eλN1 = 1 + (eλ − 1) eλn Px0 [N1 > n] . n≥0



6. The large deviation estimate



67



Applying the strong Markov property and the invariance principle as in [12], (2.16) and below, we find that Px0 [N1 > n] ≤ (1 − c)n Px0 [N1 > 0] .



(6.33)



Choosing λ > 0 such that eλ (1 − c) < 1 with c as in (6.33), and coming back to (6.32), we see that for any x ∈ S2N ,   (6.34) Ex0 eλN1 ≤ 1 + c(λ)Px0 [N1 > 0] . If we consider |xd+1 | = 2N, then we can apply the estimate (6.9) to   Px0 [N1 > 0] = Px0 HCXx∗ (L) < D1



with A = Cx∗ (L), B = S4N , a = 4N and then use the Green function estimates (6.10) for the numerator and (6.11) for the denominator of the right-hand side of (6.9), to obtain, for N ≥ c(γ ′ ), Px0 [N1 > 0] ≤ cLd−1 N 1−d . With (6.34), this yields, for any x ∈ S2N with |xd+1 | = 2N,   Ex0 eλN1 ≤ 1 + c(λ)Ld−1 N 1−d . (6.35)



By (6.34), the first expectation on the right-hand side of (6.31) is bounded by a constant and with (6.35), the second expectation is bounded by 1 + c(λ)Ld−1 N 1−d . The estimate (6.30) follows and the proof of Lemma 6.6 is complete. 



We proceed with the proof of Theorem 6.1 when α ≥ d1 . For any x ∈ S2N and m ≥ 1, we find   (6.36) Px0 UB∞ (0,[N/4]) ≤ D[N β ] ≤ i h 0 x∗ ˜ Px for some x∗ ∈ B∞ (0, [N/4]) : Rm ≤ D[N β ] + i h ˜ x∗ > D[N β ] Px0 UB∞ (0,[N/4]) ≤ D[N β ] , ∀x∗ ∈ B∞ (0, [N/4]) : R m (def.)



= P1 + P2 .



Applying Lemma 6.6 to P1 , we obtain (6.37)



P1 ≤ cN d+1 (6.30)



sup x∗ ∈B∞ (0,[N/4])



i h x∗ ˜m ≤ D[N β ] Px0 R



 ≤ cN d+1 exp cN 1−d Ld−1 N β − c′ m .



In order order to bound P2 in (6.36), we apply the geometric Lemmas 5.1 and 5.3. Together, they imply, for N ≥ c(γ, γ ′ ), the following
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inclusions for the event A.,.,.,.,. defined in (6.13): n o ˜ x∗ > D[N β ] ⊆ UB∞ (0,[N/4]) ≤ D[N β ] , for all x∗ ∈ SN : R (6.38) m   [ (Lemma 5.1) 1 x∗ ˜ ⊆ X([0, Dm ]) -disc. Cx∗ (L) 4 x∗ ∈B∞ (0,[N/4]), Cx∗ (L)⊆B∞ (0,[N/4])



(Lemma 5.3)



⊆



[



AC



x∗ ∈B∞ (0,[N/4]), Cx∗ (L)⊆B∞ (0,[N/4])



d (L) ,l,c L ,m x∗ (L),Cx∗ (L) l



( )



.



2L



2L (cf. (5.1)) and Cx∗ (L)( 10 ) ⊆ Cx∗ (L)(L) ⊆ x∗ + S2L Since 1 ≤ l ≤ 100 for x∗ ∈ B∞ (0, [N/4]) and N ≥ c(γ, γ ′ ), we can apply Lemma 6.5 with a = 2L to obtain, for P2 in (6.36),   (6.38) d+1 0 sup Px AC (L),C (L)(L) ,l,c L d ,m P2 ≤ N x∗ x∗ (l) x∗ ∈B∞ (0,[N/4]) (Lemma 6.5, a = 2L)



≤



 N d+1 exp cm + cLd l−d log N − c′ Ld−1 l−1 .



With (6.37) and (6.36), this estimate yields   (6.39) sup Px0 UB∞ (0,[N/4]) ≤ D[N β ] x∈S2N n o ′ ≤ cN d+1 exp cN β−(d−1)(1−γ ) − c′ m n o ′ ′ + N d+1 exp cm + cN dγ −dγ log N − c′ N (d−1)γ −γ .



In view of (5.1), we have 0 < γ < γ ′ < 1, and provided β − (d − 1)(1 − γ ′ ) < (d − 1)γ ′ − γ and dγ ′ − dγ < (d − 1)γ ′ − γ, i.e. if (6.40)



0 < γ < γ ′ < 1,



β < d − 1 − γ,



γ ′ < (d − 1)γ,



then the right-hand side of (6.39) is bounded from above by o n ′ exp −cN (d−1)γ −γ  ′  for mN = c′′ N β−(d−1)(1−γ ) and N ≥ c(γ, γ ′ ), for a large enough constant c′′ > 0. Hence, for γ, γ ′ satisfying (6.40), one has, for N ≥ c(γ, γ ′ ), o n   ′ sup Px0 UB∞ (0,[N/4]) ≤ D[N β ] ≤ exp −cN (d−1)γ −γ . (6.41) x∈S2N



1 For 0 < β < d − 1 − d−1 , d ≥ 3, it is easy to check that the constraints ǫ1 (d,β) 1 − 2(d−1) and γ1′ = 1 − ǫ1 (d, β) for (6.40) are satisfied by γ1 = d−1 1 ǫ1 (d, β) > 0 small enough. Moreover, (d − 1)γ1′ − γ1 = d − 1 − d−1 − cǫ1 (d, β) = f (α, β) − cǫ1(d, β). By (6.41), this is enough to show (1.10), since we can make ǫ1 (d, β) > 0 arbitrarily small.
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1 ≤ β < d−1, the constraints (6.40) If, on the other hand, d−1− d−1 ǫ2 (d,β) are satisfied by γ2 = d−1−β− 2(d−1) and γ2′ = (d−1)(d−1−β)−ǫ2(d, β) for ǫ2 (d, β) > 0 sufficiently small and  (d − 1)γ2′ − γ2 = (d − 1)2 − 1 (d − 1 − β) − cǫ2 (d, β) (6.1)



= f (α, β) − cǫ2 (d, β),



which yields (1.10) for this range of β as well. This completes the proof of Theorem 6.1 for α ≥ d1 and hence the proof of Theorem 6.1 altogether.  Remark 6.7. It is easy to see from Theorem 1.2 that the exponents in the upper and lower bounds on TN for α < 1 in (1.4) would match if one could show that the large deviation estimate (1.10) holds with the function f ∗ defined in (1.15). It may therefore be instructive to modify (1.10) by replacing the time UB(α) by U, defined as  U = inf n ≥ 0 : X ([0, n]) ⊇ TdN × {0} .



One can then show that f ∗ is indeed the correct exponent of the corresponding large deviation problem, in the following sense: For any α, β > 0, 0 < ξ1 < f ∗ (α, β) < ξ2 , one has h i 1 (6.42) lim ξ1 log sup Px0 U ≤ D[N β ′ ] < 0, for 0 < β ′ < β, N →∞ N x∈S2[N dα∧1 ] as well as h i 1 0 (6.43) lim Px U ≤ D[N β ′ ] = 0, log inf ξ2 x∈S2[N dα∧1 ] N →∞ N



for any β ′ > β.



To show (6.42), one notes that standard estimates on one-dimensional random walk imply that the expected amount of time spent by the dα∧1 random walk X in TdN × {0} during one excursion is  of order N  . 0 With this information and the observation that P. U ≤ D[N β ′ ] ≤   P.0 |X([0, D[N β ′ ] ]) ∩ TdN × {0}| ≥ N d , one can apply Kha´sminskii’s Lemma as in the proof of Lemma 6.5 to find the claimed upper bound. For (6.43), one can follow a similar route as in the derivation of the upper bounds on TN . One can first establish Lemma 3.3 and hence the estimate (3.16) with ∞ replaced by D1 , and then show that for S. defined c a in (3.3) aN as in (3.22), P.0 S[c1 aN ] ≤ D1 ≥ 1 − cN −dα∧1 1 N ≥  and c exp −c′ N d−(dα∧1) (log N)2 , where the first inequality follows essentially from standard estimates on one-dimensional random walk. This is enough for (6.43) with β < d − (dα ∧ 1). For β ≥ d − (dα ∧ 1), one uses again that the expected number of visitsto TdN × {0} during one  dα∧1 0 excursion is of order N , and finds that P. S[c1 aN ] < D[N β ′ ] → 1 as ′ N → ∞ for any β > β ≥ d − (dα ∧ 1). Using (3.16) for the second
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inequality, one deduces that for N ≥ c(β ′),     2 P.0 CTVd > [c1 aN ] S[c1 aN ] < D[N β ′ ] ≤ 2P.0 CTVd > [c1 aN ] ≤ 10 , hence N N N       P.0 U ≤ D[N β ′ ] ≥ P.0 CTVd ≤ [c1 aN ] S¯[c1 aN ] < D[N β ′ ] P.0 S¯[c1 aN ] < D[N β ′ ] N



N →∞



−→ 1,



 thus (6.43) for β ≥ d − (dα ∧ 1). Note that (6.43) and U ≤ D[N β ′ ] ⊆  UB(α) ≤ D[N β ′ ] together imply that, for any function f in the estimate (1.10), one has f (α, β ′) ≤ f ∗ (α, β) for any α, β > 0, β ′ > β, so that f (α, β) ≤ f ∗ (α, β) whenever f (α, .) is right-continuous at β.



CHAPTER 2



Logarithmic components of the vacant set for random walk on a discrete torus This work continues the investigation, initiated in a recent work by Benjamini and Sznitman, of percolative properties of the set of points not visited by a random walk on the discrete torus (Z/NZ)d up to time uN d in high dimension d. If u > 0 is chosen sufficiently small it has been shown that with overwhelming probability this vacant set contains a unique giant component containing segments of length c0 log N for some constant c0 > 0, and this component occupies a non-degenerate fraction of the total volume as N tends to infinity. Within the same setup, we investigate here the complement of the giant component in the vacant set and show that some components consist of segments of logarithmic size. In particular, this shows that the choice of a sufficiently large constant c0 > 0 is crucial in the definition of the giant component. 1. Introduction In a recent work by Benjamini and Sznitman [6], the authors consider a simple random walk on the d-dimensional integer torus E = (Z/NZ)d for a sufficiently large dimension d and investigate properties of the set of points in the torus not visited by the walk after [uN d ] steps for a sufficiently small parameter u > 0 and large N. Among other properties of this so-called vacant set, the authors of [6] find that for a suitably defined dimension-dependent constant c0 > 0, there is a unique component of the vacant set containing segments of length at least [c0 log N] with probability tending to 1 as N tends to infinity, provided u > 0 is chosen small enough. This component is referred to as the giant component. It is shown in [6] that with overwhelming probability, the giant component is at |.|∞ -distance of at most N β from any point and occupies at least a constant fraction γ of the total volume of the torus for arbitrary β, γ ∈ (0, 1), when u > 0 is chosen sufficiently small. One of the many natural questions that arise from the study of the giant component is whether there exist also other components in the vacant set containing segments of logarithmic size. In this work, we give an affirmative answer to this question. In particular, we show that for small u > 0, there exists some component consisting of a single segment of length [c1 log N] for a dimension-dependent constant c1 > 0 with probability tending to 1 as N tends to infinity. 71
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In order to give a precise statement of this result, we introduce some notation and recall some results of [6]. Throughout this article, we denote the d-dimensional integer torus of side-length N by E = (Z/NZ)d , where the dimension d ≥ d0 is a sufficiently large integer (see (1.1)). E is equipped with the canonical graph structure, where any two vertices at Euclidean distance 1 are linked by an edge. We write P , or Px , for x ∈ E, for the law on E N endowed with the product σ-algebra F , of the simple random walk on E started with the uniform distribution, or at x respectively. We let (Xn )n≥0 stand for the canonical process on E N . By X[s,t] , we denote the set of sites visited by the walk between times [s] and [t]:  X[s,t] = X[s] , X[s]+1, . . . , X[t] , for s, t ≥ 0. We use the notation e1 , . . . , ed for the canonical basis of Rd , and denote the segment of length l ≥ 0 in the ei -direction at x ∈ E by [x, x + lei ] = E ∩ {x + λlei : λ ∈ [0, 1]} ,



where the addition is naturally understood as addition modulo N. The authors of [6] introduce a dimension-dependent constant c0 > 0 (cf. [6], (2.47)) and for any β ∈ (0, 1) define an event Gβ,t for t ≥ 0 (cf. [6], (2.52) and Corollary 2.6 in [6]), on which there exists a unique component O of E \ X[0,t] containing any segment in E \ X[0,t] of the form [x, x + [c0 log N]ei ], i = 1, . . . , d, and such that O is at an |.|∞ -distance of at most N β from any point in E. This unique component is referred to as the giant component. As in [6], we consider dimensions d ≥ d0 , with d0 defined as the smallest integer d0 ≥ 5 such that     2 2 49 (1.1) q(d − 2) < 1 for any d ≥ d0 , + 1− d d where q(d) denotes the probability that the simple random walk on Zd returns to its starting point. Note that d0 is well-defined, since q(d) ↓ 0 as d → ∞ (see [22], (5.4), for precise asymptotics of q(d)). Among other properties of the vacant set, it is shown in [6], Corollary 4.6, that for any dimension d ≥ d0 and any β, γ ∈ (0, 1),    |O| lim P Gβ,uN d ∩ (1.2) ≥γ = 1, for small u > 0. N Nd



Our main result is:



Theorem 1.1. (d ≥ d0 ) For any sufficiently small u > 0, the vacant set left by the random walk on (Z/NZ)d up to time uN d contains some segment of length  (def.)  (1.3) l = [c1 log N] = (300d log(2d))−1 log N ,
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which does not belong to the giant component with probability tending to 1 as N → ∞. That is, for any β ∈ (0, 1),



(1.4)



"



lim P Gβ,uN d ∩ N



!# [ = 1, [x, x + le1 ] ⊆ E \ (X[0,uN d ] ∪ O)



x∈E



for small u > 0.



We now comment on the strategy of the proof of Theorem 1.1. We show that for l as in (1.3), for some ν > 0 and u > 0 chosen sufficiently small,  1  the vacant set at time N 2− 10 contains at least [N ν ] (1.5) components consisting of a single segment of length l (cf. Section 3), (1.6)



with high probability some of these segments remain unvisited until time [uN d ] (cf. Section 5).



Note that these logarithmic components are distinct from the giant component with overwhelming probability in view of (1.2). Let us explain the main ideas in the proofs of the claims (1.5) and (1.6). The argument showing (1.5) consists of two steps. The first step is Lemma which proves that withhigh probability, at any two  3.2, 4 1  times until N 2− 10 separated by at least N 3 , the random walk is at distinct locations. Here, the fact that d ≥ 5 plays an important role.   1  In the second step, we partition the time interval 0, N 2− 10 into  4 1   4 subintervals of length N 3 + 100 > N 3 . We show in Lemma 3.3 that with high probability, there are at least [N ν ] such subintervals during which the following phenomenon occurs: the random walk visits every point on the boundary of an unvisited segment of length l without hitting the segment itself,and thereafter also does not visit the segment 4 for a time longer than N 3 . It then follows with the help of the previous Lemma 3.2 that the random walk does not visit the surrounded segments at all. Similarly, the segments surrounded in the [N ν ] different subintervals are seen to be distinct, and claim (1.5) is shown (cf. Lemma 3.4). The proof of Lemma 3.3 uses a result on the ubiquity of segments of logarithmic size in the vacant set from [6]. From this ubiquity result, we know that for any β > 0, with overwhelming probability, there is a segment of length l in the vacant set left until the beginning of every considered subinterval (in fact even until [uN d ] for small u > 0) in the N β -neighborhood of any point. Hence, to show Lemma 3.3, it essentially suffices to find a lower bound on the probability that for some β > 0, the random walk surrounds, but does not visit, a fixed segment in the N β -neighborhood of its starting point
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 4 1  until time N 3 + 100 /2 and does not visit the same segment until time  4+ 1   4+ 1   4  N 3 100 > N 3 100 /2 + N 3 .



The rough idea behind the proof of claim (1.6) is to use a lower bound on the probability that one fixed segment of length l survives (i.e. remains unvisited) for a time of at least [uN d ]. With estimates on hitting probabilities mentioned in Section 2, it can be shown that this probability is at least e−const ul . Since this is much larger than [N1ν ] for u > 0 sufficiently small, cf. (1.3), it should be expected that with high probability, at least one of the [N ν ] unvisited segments survives until time [uN d ]. This conclusion does not follow immediately, because of the dependence between the events that different segments survive. However, the desired conclusion does follow by an application of a technique, developed in [6], for bounding the variance of the total number of segments which survive. The article is organized as follows: Section 2 contains some estimates on hitting probabilities and exit times recurrently used throughout this work. In Section 3, we prove claim (1.5). In Section 4, we prove a crucial ingredient for the derivation of claim (1.6). In Section 5, we prove (1.6) and conclude that these two ingredients do yield Theorem 1.1. Finally, we use the following convention concerning constants: Throughout the text, c or c′ denote positive constants which only depend on the dimension d, with values changing from place to place. The numbered constants c0 , c1 , c2 , c3 , c4 are fixed and refer to their first place of appearance in the text. Acknowledgments. The author is grateful to Alain-Sol Sznitman for proposing the problem and for helpful advice. 2. Some definitions and useful results In this section, we introduce some more standard notation and some preliminary estimates on hitting probabilities and exit and return times to be frequently used later on. By (Fn )n≥0 and (θn )n≥0 we denote the canonical filtration and shift operators on E N . For any set A ⊆ E, we often consider the entrance time HA and the exit time TA , defined as HA = inf {n ≥ 0 : Xn ∈ A} , and TA = inf {n ≥ 0 : Xn ∈ / A} .



For any set B ( E, we denote the Green function of the random walk killed when exiting B as "∞ # X (2.1) g B (x, y) = Ex 1 {Xn = y, n < TB } . n=0
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We write |.|∞ for the l∞ -distance on E, B(x, r) for the |.|∞ -closed ball of radius r > 0 centered at x ∈ E, and denote the induced mutual distance of subsets A, B of E with d(A, B) = inf {|x − y|∞ : x ∈ A, y ∈ B} .



For any set A ⊆ E, the boundary ∂A of A is defined as the set of points in E \ A having neighbors in A and the number of points in A is denoted by |A|. For sequences aN and bN , we write aN ≪ bN to mean that aN /bN tends to 0 as N tends to infinity. Throughout the proof, we often use the following estimate on hitting probabilities: Lemma 2.1. (d ≥ 1, A ⊆ B ( E, x ∈ B) P P B B y∈A g (x, y) y∈A g (x, y) P P ≤ P [H ≤ T ] ≤ (2.2) . x A B sup y′ ∈A g B (y, y ′) inf y′ ∈A g B (y, y ′) y∈A



y∈A



Proof. Apply the strong Markov property at HA to " ! # X X B B g (x, y) = Ex {HA ≤ TB } , g (X0 , y) ◦ θHA . y∈A



y∈A



 Moreover, we use the following exit-time estimates: Lemma 2.2. (1 ≤ a, b < N2 , x ∈ E)   ′ b 2 Px TB(0,a) ≥ b2 ≤ ce−c ( a ) , (2.3)   ′b (2.4) P0 TB(0,b) ≤ a2 ≤ ce−c a .



Proof. We may assume that 2a ≤ b, for otherwise there is nothing to prove. To show (2.3), one uses the Chebychev inequality with λ > 0 and obtains    2   λ −λ( ab ) 2 . Px TB(0,a) ≥ b ≤ Ex exp T e B(0,a) a2



By Kha´sminskii’s Lemma (see [33], Lemma 1.1, p. 292, and also [18]), this last expectation is bounded from above by 2 for a certain constant λ > 0, and (2.3) follows. As for (2.4), we define the stopping times (Un )n≥1 as the times of successive displacements of the walk at distance a, i.e. U1 = inf {n ≥ 0 : |Xn − X0 |∞ ≥ a} , and for n ≥ 2, Un = U1 ◦ θUn−1 + Un−1 .   Since b ≥ ab a, one has TB(0,b) ≥ U[ b ] P0 -a.s., hence by the Chebychev a inequality and the strong Markov property applied inductively at the
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times U[ b ]−1 , . . . , U1 , a      1 2 P0 TB(0,b) ≤ a ≤ eE0 exp − 2 U[ b ] a a    [ ab ] (Markov) 1 ≤ e E0 exp − 2 U1 . a



By the invariance principle, the last expectation is bounded from above by 1 − c for some constant c > 0, from which (2.4) follows.  The following positive constants remain fixed throughout the article, (2.5)



β0 =



1 4 4 1 1 < α0 = < β1 = + < α1 = 2 − , 3(d − 2) 3 3 100 10



as do the quantities (2.6)



b0 = [N β0 ] ≪ a0 = [N α0 ] ≪ b1 = [N β1 ] ≪ a1 = [N α1 ].



We are now ready to begin the proof of the two crucial claims (1.5) and (1.6), starting with (1.5). 3. Profusion of logarithmic components until time a1 In this section, we show the claim (1.5). To this end, we define the F[t] -measurable random subset Jt of E for t ≥ 0, as the set of all x ∈ E such that the segment [x, x + le1 ] forms a component of the vacant set left until time [t], where l was defined in (1.3):  (3.1) Jt = x ∈ E : X[0,t] ⊇ ∂[x, x + le1 ] and X[0,t] ∩ [x, x + le1 ] = ∅ .   We then show that for small ν > 0, at least N ν segments of length l occur as components in the vacant set until time a1 with overwhelming probability: Proposition 3.1. (d ≥ 5, a1 as in (2.6), l as in (1.3)) For small ν > 0, lim P [|Ja1 | ≥ [N ν ]] = 1.



(3.2)



N



Proof. The proof of Proposition 3.1 will be split into Lemmas 3.2, 3.3 and 3.4, which we now state. Lemma 3.2 asserts that when d ≥ 5, on an event of probability tending to 1 as N tends to infinity, XI ∩XJ = ∅, for all subintervals I, J of [0, a1 ] with mutual distance at least a0 . Lemma 3.2. (d ≥ 5) "a −a # 1\ 0  (3.3) lim P X[0,n] ∩ X[n+a0 ,a1 ] = ∅ = 1. N



n=0
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We then consider the [a1 /b1 ] subintervals [(i − 1)b1 , ib1 ], i = 1, . . . [a1 /b1 ],



of the interval [0, a1 ], each of length b1 , larger than a0 , cf. (2.6). By Ai,S , S ⊆ E, we denote the event that, during the first half of the i-th time interval, the random walk produces a component consisting of a segment of length l (cf. (1.3)) at some point x ∈ S, and does not visit the same component until the end of the i-th time interval: [  Ai,S = (3.4) X[(i−1)b1 ,(i−1)b1 +b1 /2] ⊇ ∂[x, x + le1 ] ∩ x∈S



  X[0,ib1 ] ∩ [x, x + le1 ] = ∅ ∈ Fib1 ,



for i = 1, . . . , [a1 /b1 ]. For S ⊆ E, the random subset IS of {1, . . . , [a1 /b1 ]}



is then defined as the set of indices i for which Ai,S occurs, i.e.



(3.5)



IS = {i ∈ {1, . . . , [a1 /b1 ]} : Ai,S occurs} .



The next lemma then asserts that at least [N ν ] of the events Ai,E , i = 1, . . . , [a1 /b1 ], occur. Lemma 3.3. (d ≥ 4) For small ν > 0,



lim P [|IE | ≥ [N ν ]] = 1.



(3.6)



N



Finally, Lemma 3.4 shows that Lemmas 3.2 and 3.3 together do yield Proposition 3.1. Lemma 3.4. (d ≥ 2, ν > 0, N ≥ c) (3.7)



ν



{|IE | ≥ [N ]} ∩



a1\ −a0 n=0 ν



 X[0,n] ∩ X[n+a0 ,a1 ] = ∅



⊆ {|Ja1 | ≥ [N ]} .



We now prove these three Lemmas. Proof of Lemma 3.2. We start by observing that by the simple Markov property and translation invariance, the probability of the complement of the event in (3.3) is bounded by " # " # a1 X [ [ {Xn = Xm } ≤ P (3.8) P {Xn = Xm } n,m∈[0,a1 ] m≥n+a0



n=0



m∈[n+a0 ,n+a1 ]



  = (a1 + 1)P0 H{0} ◦ θa0 + a0 ≤ a1 .



The remaining task is to find an upper bound on this last probability α0 1  via the exit-time estimates (2.3) and (2.4). We put a∗ = N 2 − 100 =  2− 1  N 3 100 . Note that then a2∗ ≪ a0 and a1 ≪ N 2 . By the exit-time estimates (2.3) and (2.4), we can therefore assume that the random
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walk exits the ball B(0, a∗ ) before time a0 , but remains in B(0, N4 ) until time a1 . More precisely, one has   (3.9) P0 H{0} ◦ θa0 + a0 ≤ a1 i h ≤ P0 H{0} ◦ θa0 + a0 ≤ a1 , TB(0,a∗ ) ≤ a0 , TB(0, N ) > a1 4 h i   + P0 TB(0,a∗ ) > a0 + P0 TB(0, N ) ≤ a1 4



= P1 + P2 + P3 ,



where P1 , P2 and P3 is abbreviated notation for three terms in the previous line. By the exit-time estimate (2.3) applied with a = a∗ and √ b = a0 , one has a 1   ′ −c′ 0 P2 = P0 TB(0,a∗ ) > a0 ≤ ce a2∗ ≤ ce−c N 50 . (3.10) √ Moreover, the estimate (2.4) with a = a1 and b = N4 implies that h i 1 −c′ √Na −c′ N 20 1 ≤ ce (3.11) . P3 = P0 TB(0, N ) ≤ a1 ≤ ce 4



It thus remains to bound P1 . We obtain by the strong Markov property applied at time TB(0,a∗ ) , that i h (3.12) P1 ≤ P0 H{0} ◦ θTB(0,a∗ ) + TB(0,a∗ ) < TB(0, N ) 4 i h (Markov) ≤ sup Px H{0} ≤ TB(0, N ) 4



x∈E:|x|∞=a∗ +1



The standard Green function estimate from [19], Theorem 1.5.4. implies that for any x ∈ E with |x|∞ = a∗ + 1, h i (2.1) α0 1 N Px H{0} ≤ TB(0, N ) ≤ g B(0, 4 ) (x, 0) ≤ ca∗−(d−2) ≤ cN −(d−2)( 2 − 100 ) . 4



Inserted into (3.12), this yields (3.13)



P1 ≤ cN −(d−2)(



α0 1 − 100 2



).



Substituting the bounds (3.10), (3.11) and (3.13) into (3.9), one then finds that α0   1 P0 H{0} ◦ θa0 + a0 ≤ a1 ≤ cN −(d−2)( 2 − 100 ) .



Inserting this estimate into (3.8), one finally obtains # " [ α0 1 (3.14) {Xn = Xm } ≤ ca1 N −(d−2)( 2 − 100 ) P n,m∈[0,a1 ] m≥n+a0



≤ cN α1 −(d−2)(



α0 1 − 100 2



).
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Since d − 2 ≥ 3, we have     α0 1 7 1 2 1 α1 − (d − 2) ≤2− =− − −3 − < 0, 2 100 10 3 100 100 and the proof of Lemma 3.2 is complete with (3.14).







Proof of Lemma 3.3. The following result on the ubiquity of segments of logarithmic size from [6] will be used: Define for any constants K > 0, 0 < β < 1 and time t ≥ 0, the event n (3.15) VK,β,t = for all x ∈ E, 1 ≤ j ≤ d, for some 0 ≤ m < N β , o X[0,t] ∩ {x + (m + [0, [K log N]]) ej } = ∅ . Then for dimension d ≥ 4 and some constant c > 0, one has   1 (3.16) lim sup c log P Vcc1 ,β0,uN d < 0, for small u > 0, N N



see the end of the proof of Theorem 1.2 in [6] and note the bounds (1.11), (1.49), (1.56) in [6]. With this last estimate we will be able to assume that at the beginning of every time interval [(i − 1)b1 , ib1 ], i = 1, . . . , [a1 /b1 ], there is an unvisited segment of length l in the b0 neighborhood of the current position of the random walk. This will reduce the proof of Lemma 3.3 to the derivation of a lower bound on  P0 A1,{x} for an x in the b0 -neighborhood of 0. We denote with I the set of indices, i.e. I = {1, . . . , [a1 /b1 ]} . A rough counting argument yields the following bound on the probability of the complement of the event in (3.6): X (3.17) P [|IE | < [N ν ]] ≤ P [IEc ⊇ I] I⊆I |I|≥|I|−[N ν ]



≤ ecN



ν



log N



sup I⊆I |I|≥|I|−N ν



P [IEc ⊇ I] .



For any set I considered in the last supremum, we label its elements in increasing order as 1 ≤ i1 < . . . < i|I| . Note that the events Vc1 ,β0,t defined in (3.15) decrease with t. Applying (3.16), one obtains that (3.18)



c′



P [IEc ⊇ I] ≤ P [{IEc ⊇ I} ∩ Vc1 ,β0 ,a1 ] + ce−N .



Again with monotonicity of Vc1 ,β0,t in t, one finds (3.19)



P [{IEc ⊇ I} ∩ Vc1 ,β0 ,a1 ]   \ ≤P Aci,E ∩ Vc1 ,β0 ,(i|I| −1)b1 ∩ Aci|I| ,E  . i∈I\{i|I| }
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We now claim that for any event B ∈ F(i−1)b1 , i ∈ I, such that B ⊆ Vc1 ,β0 ,(i−1)b1 , we have −(d−2)



P [Ai,E ∩ B] ≥ cb0



(3.20)



1



N − 100 P [B] ,



for N ≥ c′ .



Before proving (3.20), we note that if one uses (3.20) in (3.19) with T i = i|I| and B = i∈I\{i|I| } Aci,E ∩ Vc1 ,β0 ,(i|I| −1)b1 ∈ F(i|I| −1)b1 , one obtains for N ≥ c,   # " \ \ P Aci,E ∩ Vc1 ,β0 ,(i|I| −1)b1  Aci,E ∩ Vc1 ,β0,a1 ≤P  i∈I



i∈I\{i|I| }



  −(d−2) − 1 × 1 − c′ b0 N 100 ,



and proceeding inductively, one has for 0 < ν < (α1 − β1 )/2 (cf. (2.5)) and N ≥ c,  |I| −(d−2) − 1 P [{IEc ⊇ I} ∩ Vc1 ,β0 ,a1 ] ≤ 1 − c′ b0 N 100 (3.21) o n 1 ≤ exp −c′ N −(d−2)β0 − 100 +α1 −β1 n o (2.5) 1 ≤ exp −c′ N 6 . As a result, (3.17), (3.18) and (3.21) together yield for 0 < ν < (α1 − β1 )/2 and N ≥ c, o n o n 1 ′′ ν c′ ν ν ′ 6 + c exp N log N − N , P [|IE | < [N ]] ≤ exp N log N − c N



hence (3.6). It therefore only remains to show (3.20). To this end, we first find a suitable unvisited segment of length l to be surrounded during the i-th time interval. We thus define the F(i−1)b1 -measurable random subsets (KS )S⊆E of E of points x ∈ S ⊆ E such that the segment of length l at site X(i−1)b1 + x is vacant at time (i − 1)b1 :   KS = x ∈ S : X[0,(i−1)b1 ] ∩ X(i−1)b1 + x + [0, le1 ] = ∅ .



For N ≥ c, on the event Vc1 ,β0 ,(i−1)b1 , for any y ∈ E there is an integer 0 ≤ m ≤ b0 such that the segment y + me1 + [0, le1 ] is contained in the vacant set left until time (i − 1)b1 . This implies in particular that with y = X(i−1)b1 (and necessarily m > 0):  Vc1 ,β0,(i−1)b1 ⊆ K[e1 ,b0 e1 ] 6= ∅ . Since the event B in (3.20) is a subset of Vc1 ,β0 ,(i−1)b1 , it follows that    P [Ai,E ∩ B] = P B ∩ K[e1 ,b0 e1 ] 6= ∅ ∩ Ai,E (3.22) X   = P B ∩ {K[e1 ,b0 e1 ] = S} ∩ Ai,E . S⊆[e1 ,b0 e1 ], S6=∅
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 −1 Observe that for any S ⊆ [e1 , b0 e1 ], K[e1 ,b0 e1 ] = S ∩ θ(i−1)b A1,S ⊆ 1 Ai,S ⊆ Ai,E , so it follows from (3.22) that h i X −1 P [Ai,E ∩ B] ≥ P B ∩ {K[e1 ,b0 e1 ] = S} ∩ θ(i−1)b1 A1,S . S⊆[e1 ,b0 e1 ], S6=∅



Note that K[e1 ,b0 e1 ] and B are both F(i−1)b1 -measurable. Applying the simple Markov property at time (i − 1)b1 to the probability in this last expression and using translation invariance, it follows that (3.23)



P [Ai,E ∩ B] ≥ ≥



inf



P0 [A1,S ] P [B]



inf



  P0 A1,{x} P [B] .



S⊆[e1 ,b0 e1 ] S6=∅ x∈[e1 ,b0 e1 ]



In the remainder of this proof, we find a lower bound on   inf P0 A1,{x} x∈[e1 ,b0 e1 ]



in three steps. First, for arbitrary x ∈ [e1 , b0 e1 ], we bound from below the probability that the random walk reaches the boundary ∂[x, x+le1 ] within time at most b1 /4. Next, we estimate the probability that the random walk, once it has reached ∂[x, x + le1 ], covers ∂[x, x + le1 ] in [3dl] ≪ b1 /4 steps. And finally, we find a lower bound on the probability that the random walk starting from ∂[x, x + le1 ] does not visit the segment [x, x + le1 ] during a time interval of length b1 . With this program in mind, note that for x ∈ [e1 , b0 e1 ] and N ≥ c′ , one has n o 1 o n A1,{x} ⊇ H∂[x,x+le1] ≤ b1 ∩ (X ◦ θH∂[x,x+le1 ] )[0,[3dl]] = ∂[x, x + le1 ] 4 n o ∩ (X ◦ θH∂[x,x+le1 ] +[3dl] )[0,b1 ] ∩ [x, x + le1 ] = ∅ ,



P0 -a.s.



By the strong Markov property, applied at time H∂[x,x+le1] + [3dl], then at time H∂[x,x+le1] , and translation invariance, one can thus infer that     1 (3.24) inf P0 A1,{x} ≥ inf P0 H∂[x,x+le1] ≤ b1 x∈[e1 ,b0 e1 ] x∈E:|x|∞ ≤b0 4   × inf Py X[0,[3dl]] = ∂[0, le1 ] y∈∂[0,le1 ]   × inf Py X[0,b1 ] ∩ [0, le1 ] = ∅ y∈∂[0,le1 ]



(def.)



= L1 L2 L3 .



We now bound each of the above factors from below. Beginning with   1 1 L1 , we fix x ∈ E such that |x|∞ ≤ b0 and define b∗ = N 2 (β1 − 100 ) =  2 N 3 (so that b0 ≪ b∗ and b2∗ ≪ b1 ). We then observe that       1 1 P0 H∂[x,x+le1] ≤ b1 ≥ P0 H∂[x,x+le1] ≤ TB(0,b∗ ) − P0 TB(0,b∗ ) ≥ b1 . 4 4
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q With (2.3), where a = b∗ and b = b41 , we infer with (2.5) that     1 (3.25) P0 H∂[x,x+le1] ≤ b1 ≥P0 H∂[x,x+le1] ≤ TB(0,b∗ ) 4 n o 1 ′ 100 − c exp −c N .



We then use the left-hand estimate of (2.2) to find that P B(0,b∗ ) (0, y)   y∈∂[x,x+le1 ] g P . P0 H∂[x,x+le1] ≤ TB(0,b∗ ) ≥ B(0,b∗ ) (y, y ′) sup y ′ ∈∂[x,x+le1] g y∈∂[x,x+le1 ]



With the Green function estimate of [19], Proposition 1.5.9 (for the numerator) and transience of the simple random walk in dimension d − 1 (for the denominator), the right-hand side is bounded from below −(d−2) by clb0 . With (3.25), this implies that for N ≥ c, −(d−2)



L1 ≥ c′ lb0



(3.26)



.



The lower bound we need on L2 in (3.24) is straightforward: We simply calculate the probability that the random walk follows a suitable fixed path in ∂[0, le1 ], starting at y ∈ ∂[0, le1 ] and covering ∂[0, le1 ] in at most d(2l + 8) ≤ 3dl steps (for N ≥ c′ ). Such a path can for instance be found by considering the paths Pi , i = 2, . . . , d, surrounding the segment [0, le1 ] in the (e1 , ei )-hyperplane, i.e. Pi = (−1e1 + 0ei , −1e1 + 1ei , 0e1 + 1ei , 1e1 + 1ei , . . . , (l + 1)e1 + 1ei ,



(l + 1)e1 + 0ei , (l + 1)e1 − 1ei , le1 − 1ei , . . . , −1e1 − 1ei , −1e1 + 0ei ),



i = 2, . . . , d. The paths Pi visit only points in ∂[0, le1 ] and their concatenation forms a path starting at −e1 and covering ∂[0, le1 ] in (d − 1)(2l + 8) steps. Finally, any starting point y ∈ ∂[0, le1 ] is linked to −e1 in ≤ 2l + 8 steps via one of the paths Pi . Therefore, we have  3dl (1.3) 1 1 L2 ≥ = e−(3d log 2d)l ≥ N − 100 . (3.27) 2d For L3 in (3.24), we note that for any y ∈ ∂[0, le1 ], i h   (3.28) Py X[0,b1 ] ∩ [0, le1 ] = ∅ ≥ Py TB(0, N ) < H[0,le1 ] , TB(0, N ) > b1 4 4 h i h i ≥ Py TB(0, N ) < H[0,le1 ] − Py TB(0, N ) ≤ b1 . 4



4



Note that the d − 1-dimensional projection of X obtained by omitting the first coordinate is a d−1-dimensional random walk with a geometric delay of constant parameter. Hence, one finds that for y ∈ ∂[0, le1 ], i d−1 h (3.29) (1 − q(d − 1)) , Py TB(0, N ) < H[0,le1 ] ≥ 4 d
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where q(.) is as below (1.1) and we have used (d − 1)/d to bound from below the probability that the projected random walk, if starting from 0, leaves 0 in its first step. By translation invariance, for N ≥ c, the second probability on the the side of (3.28) is bounded   right-hand  1 1 − from above by P0 TB(0, N ) ≤ b1 ≤ exp −cN 3 200 , with (2.4), where   8 √ a = b1 and b = N8 , cf. (2.5). Hence, we find that L3 ≥ c.



(3.30)



Inserting the lower bounds on L1 , L2 and L3 from (3.26), (3.27) and (3.30) into (3.24) and then using (3.23), we have shown (3.20) and therefore completed the proof of Lemma 3.3.  Proof of Lemma 3.4. We denote the events on the left-hand side of (3.7) by A and B, i.e. ν



A = {|IE | ≥ [N ]} ,



B=



a1\ −a0 n=0







X[0,n] ∩ X[n+a0 ,a1 ] = ∅ .



We need to show that, if A∩B occurs, then we can find [N ν ] segments of length l as components of the vacant set left until time a1 . Informally, the reasoning goes as follows: for any of the [N ν ] events Ai,E occurring on A, cf. (3.4), the random walk produces in the time interval (i − 1)b1 + [0, b1 /2] a component of the vacant set consisting of a segment of length l and this segment remains unvisited for a further duration of [b1 /2], much larger than a0 , cf. (2.6). However, when B occurs, after a time interval of length a0 has elapsed, the random walk does not revisit any point on the visited boundary of the segment appearing in any of the occurring events Ai,E . It follows that the segments appearing in the [N ν ] different occurring events Ai,E are distinct, unvisited and have a completely visited boundary. More precisely, we fix any N ≥ c such that b1 a0 ≤ , (3.31) 2 and assume that the events A and B both occur. We pick 1 ≤ i1 < i2 < . . . < i[N ν ] ≤ [a1 /b1 ] such that the events Aij ,E occur, and denote one of the segments of the form [x, x+le1 ] appearing in the definition of Aij ,E by Sj , cf. (3.4). The proof will be complete once we have shown that X[0,a1 ] ⊇ ∂Sj , X[0,a1 ] ∩ Sj = ∅ and Sj 6= Sj ′ ,



for any j, j ′ ∈ {1, . . . , [N ν ]}, j < j ′ .



The fact X[0,a1 ] ⊇ ∂Sj follows directly from the occurrence of the event Aij ,E on A, cf. (3.4). To see that X[0,a1 ] ∩ Sj = ∅, note first that by definition of Aij ,E , (3.32)



X[0,ij b1 ] ∩ Sj = ∅.
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In particular, this implies that X[ij b1 ,a1 ] * Sj and that for any x ∈ Sj ,  ′ there is a point x ∈ ∂Sj such that d x, X[ij b1 ,a1 ] ≥ d x′ , X[ij b1 ,a1 ] , hence   d Sj , X[ij b1 ,a1 ] ≥ d ∂Sj , X[ij b1 ,a1 ] . (3.33) Moreover, one has on Aij ,E that ∂Sj ⊆ X[0,ij b1 −b1 /2] , and by (3.31), X[0,ij b1 −b1 /2] ⊆ X[0,ij b1 −a0 ] .



Since B occurs, this yields (3.34)



∂Sj ∩ X[ij b1 ,a1 ] = ∅,



and hence by (3.33), Sj ∩ X[ij b1 ,a1 ] = ∅. With (3.32) we deduce that X[0,a1 ] ∩ Sj = ∅, as required. Finally, we need to show that Sj 6= Sj ′ for j < j ′ . To this end, note that on Aij′ ,E , X[ij b1 ,a1 ] ⊇ X[(ij′ −1)b1 ,a1 ] ⊇ ∂Sj ′ , and hence  (3.34) d (∂Sj , ∂Sj ′ ) ≥ d ∂Sj , X[ij b1 ,a1 ] > 0. Hence (3.7) is proved and the proof of Lemma 3.4 is complete.







The statement (3.2) is now a direct consequence of (3.3), (3.6) and (3.7), so that the proof of Proposition 3.1 is finished.  4. Survival of a logarithmic segment This section is devoted to the preparation of the second part of the proof of Theorem 1.1, that is claim (1.6). We show that at least one of the [N ν ] isolated segments produced until time a1 remains unvisited by the walk until time uN d . As mentioned in the introduction, the strategy is to use a lower bound of e−cul on the probability that one fixed segment remains unvisited until a (random) time larger than uN d . The desired statement (1.6) would  then be an easy consequence if the events X[0,uN d ] ∩ [x, x + le1 ] = ∅ were independent for different x ∈ E, but this is obviously not the case. However, a technique developed in [6] allows to bound the covariance between such events for sufficiently distant points x and x′ and with uN d replaced by the random time Dlx∗ (u) . Here, Dkx is defined as the end of the k-th excursion in and out of concentric boxes of suitable size centered at x ∈ E, and l∗ (u) is chosen such that with high probability, Dlx∗ (u) ≥ uN d , see (4.6) and (4.7) below. The variance bounds from [6] and the above-mentioned estimates yield the desired claim in Proposition 4.1. In order to state this proposition, we introduce the integer-valued random variable ΓJ[s,t] for s, t ≥ 0 and J ⊆ E, counting the number of sites x in J such that the segment [x, x + le1 ] is not visited by X[s,t] , i.e. X (4.1) ΓJ[s,t] = 1{X[s,t] ∩[x,x+le1]=∅} . x∈J



4. Survival of a logarithmic segment
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The following proposition asserts that for ν > 0 and an arbitrary set J of size at least [N ν ], when u > 0 is chosen small enough, ΓJ[0,uN d ] is not zero with P0 -probability tending to 1 as N tends to infinity. Combined with the application of the Markov property at time a1 , it will play a crucial role in the proof of (1.6), cf. (5.2) below. Proposition 4.1. (d ≥ 4, 0 < ν < 1) For l as in (1.3), h i lim inf P0 ΓJ[0,uN d ] ≥ 1 = 1, for small u > 0. (4.2) N



J⊆E |J|≥[N ν ]



Proof. Throughout the proof, we say that a statement applies “for large N” if the statement applies for all N larger than a constant depending only on d and ν. The central part of the proof is an application of a technique for estimating the covariance of “local functions” of distant subsets of points in the torus, developed in [6]. In order to apply the corresponding result from [6], we set   (4.3) L = (log N)2



and, for large N, consider any positive integer r such that  ν (4.4) 10L ≤ r ≤ N d .



Note that L and r then satisfy (3.1) of [6]. We then define the nested boxes (4.5)



˜ C(x) = B(x, L), and C(x) = B(x, r).



Finally, we consider the stopping times (Rkx , Dkx )k≥1 , the successive re˜ turns to C(x) and departures from C(x), defined as in [6], (4.8), by (4.6)



R1x = HC(x) ,



D1x = TC(x) ◦ θRx1 + R1x , and for n ≥ 2, ˜



x x Rnx = R1x ◦ θDn−1 + Dn−1 ,



x x Dnx = D1x ◦ θDn−1 + Dn−1 ,



so that 0 ≤ R1 < D1 < . . . < Rk < Dk < . . ., P -a.s. The following estimate from [6] on these returns and departures will be used: Lemma 4.2. (d ≥ 3, L = [(log N)2 ] , r ≥ 10L, N ≥ 10r) There is a constant c2 > 0, such that for u > 0, x ∈ E,     ′ d−2 (4.7) P0 Rlx∗ (u) ≤ uN d ≤ cN d e−c uL , with l∗ (u) = c2 uLd−2 .



Proof of Lemma 4.2. The statement is the same as (4.9) in [6], except that we have here replaced P by P0 and added an extra factor of N d on the right-hand side of (4.7). It therefore suffices to note that     1 P Rlx∗ (u) ≤ uN d ≥ d P0 Rlx∗ (u) ≤ uN d . N
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We now control the complement   of the event in (4.2). To this end, fix any J ⊆ E such that |J| = N ν and note that h i (4.8) P0 ΓJ[0,uN d ] = 0 hn o  i ≤ P0 ΓJ[0,uN d ] = 0 ∩ Dlx∗ (u) ≥ uN d for all x ∈ E   + P0 for some x ∈ E, Rlx∗ (u) < Dlx∗ (u) < uN d , h i (4.7) ˜ u = 0 + N c e−c′ u(log N )2(d−2) , where ≤ P0 Γ ˜u = Γ



(4.9)



X x∈J



∗



1nH



x [x,x+le1 ] >Dl∗ (u)



o (def.) =



X



h(x),



x∈J



and l (u) was defined in (4.7). In order to bound the probability in ˜ u . This estimate can be (4.8), we need an estimate on the variance of Γ obtained by using the bound on the covariance of h(x) and h(y) for x and y sufficiently far apart, derived in [6]. To this end, one first notes that !   X ˜ u = varP0 h(x) varP0 Γ x∈J  ν d 2d



≤c N r +r



+ N 2ν



sup



x,y∈E |x−y|∞ ≥2r+3 ˜ x,y ∈ / C(0)



covP0 (h(x), h(y)) .



In the proof of Proposition 4.2 in [6], the covariance in the last supred mum is bounded from above by cu Lr (cf. [6], above (4.44)). Since r d ≤ N ν (cf. (4.4)), we therefore have     N 2ν Ld d ν ˜ (4.10) varP0 Γu ≤ c r N + u . r



Below, we will show that   ′ P0 H[x,x+le1] > Dlx∗ (u) ≥ ce−c ul , (4.11)



when 0 ∈ / [x, x + le1 ].



Before we prove this claim, we show how to deduce Proposition 4.1 from the above. It follows from (4.11) that for large N, h i X   ˜u = E0 Γ P0 H[x,x+le1] > Dlx∗ (u) ≥ c3 N ν e−c4 ul . x∈J



Hence for large N, one has h i h h i c i ˜ u = 0 ≤ P0 Γ ˜ u < E0 Γ ˜ u − 3 N ν e−c4 ul (4.12) P0 Γ 2  d  (4.10) r Ld cul −2ν cul ˜ ≤ c e . ≤ c varP0 (Γu )N e +u Nν r



4. Survival of a logarithmic segment We now choose r =



h



Ld N ν



i 1  d+1
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, so that with (4.3) one has 2d



ν



cr ≤ (log N) d+1 N d+1 ≤ c′ r



and r satisfies (4.4) for large N. Inserting these choices of r, L and l from (1.3) into the estimate (4.12), one obtains h i ν ˜ P0 Γu = 0 ≤ c(1 + u)(log N)c N − d+1 +cu .



For u > 0 chosen sufficiently small, the right-hand side tends to 0 as N → ∞. With (4.8) and monotonicity of ΓJ. in J, this proves (4.2). There only remains to show (4.11). First, the strong Markov property applied at time TC(x) yields that     P0 H[x,x+le1] > Dlx∗ (u) ≥ P0 H[x,x+le1] > Dlx∗ (u) , TC(x) < H[x,x+le1]     ≥ P0 TC(x) < H[x,x+le1] inf Py H[x,x+le1] > Dlx∗ (u) . y ∈C(x) /



For x such that 0 ∈ / [x, x + le1 ], transience of simple random walk in  dimension d − 1 implies that P0 TC(x) < H[x,x+le1] ≥ c > 0, and hence,     P0 H[x,x+le1] > Dlx∗ (u) ≥ c inf Py H[x,x+le1] > Dlx∗ (u) . (4.13) y ∈C(x) /



The application of the strong Markov property at the times Rlx∗ (u) , Rlx∗ (u)−1 , . . . , R1x then yields   inf Py H[x,x+le1] > Dlx∗ (u)



(4.14)



y ∈C(x) /



≥



inf



y∈∂(C(x)c )



 l∗ (u) Py H[x,x+le1] > D1x .



From the right-hand estimate of (2.2) on the hitting probability with ˜ A = [x, x + le1 ] and B = C(x) and the trivial lower bound of 1 for the denominator of the right-hand side, one obtains that X   ˜ sup Py H[x,x+le1] ≤ D1x ≤ sup g C(x) (y, z) ≤ clL−(d−2) , y∈∂(C(x)c )



y∈∂(C(x)c )



z∈[x,x+le1 ]



with the Green function estimate from [19], Theorem 1.5.4 in the last step. Inserting this bound into (4.14), one deduces that   l∗ (u) inf Py H[x,x+le1] > Dlx∗ (u) ≥ 1 − clL−(d−2) y ∈C(x) /



′



−(d−2) l∗ (u)



≥ e−c lL



≥ e−c



′′ ul



.



With (4.13), this shows (4.11) and thus completes the proof of Proposition 4.1. 
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2. Vacant set for random walk on a discrete torus 5. Proof of the main result



Finally, we combine the results of the two previous sections to deduce Theorem 1.1 as a corollary of Propositions 3.1 and 4.1. Proof of Theorem 1.1. Note that if the giant component O has macroscopic volume, then any component consisting only of a segment of length l must be distinct from O. In other words, one has for N ≥ c, cf. (3.1), [ Gβ,uN d ∩ [x, x + le1 ] ⊆ E \ (X[0,uN d ] ∪ O) x∈E



⊇ Gβ,uN d ∩







|O| 1 ≥ d N 2







∩ {JuN d 6= ∅} .



In view of (1.2), it hence suffices to show that (5.1)



lim P [JuN d 6= ∅] = 1, for small u > 0. N



However, the event in (5.1) occurs as soon as there are at least [N ν ], ν > 0, segments of length l as components in the vacant set at time a1 , at least one of which is not visited by the random walk until time uN d . For any ν > 0 and large N (depending on ν), the probability in (5.1) is therefore bounded from below by (cf. (4.1)) oi h n Ja P {|Ja1 | ≥ [N ν ]} ∩ Γ[a11,uN d ] ≥ 1 h n oi X = P {Ja1 = J} ∩ ΓJ[a1 ,uN d ] ≥ 1 . J⊆E |J|≥[N ν ]



By the simple Markov property applied at time a1 and translation invariance, one deduces that h ′ i X J P Γ P [Ja1 = J] inf P [JuN d 6= ∅] ≥ (5.2) ≥ 1 d 0 [0,uN ] ′ J⊆E |J|≥[N ν ]



J ⊆E |J ′ |≥[N ν ]



= P [|Ja1 | ≥ [N ν ]] inf



J⊆E |J|≥[N ν ]



h i P0 ΓJ[0,uN d ] ≥ 1 .



For small ν > 0, this last quantity tends to 1 as N → ∞ if u > 0 is chosen small enough, by (3.2) and (4.2). This completes the proof of (5.1) and hence of Theorem 1.1.  Remark 5.1. 1) With only minor modifications, the proof presented in this work shows that for u > 0 chosen sufficiently small, on an event of probability tending to 1 as N tends to infinity, the vacant set left until time [uN d ] contains at least [N c(u) ] segments of length l, for a constant c(u) depending on d and u. Indeed, the proof of Proposition 4.1, with obvious changes, shows that for an arbitrary set J ⊆ E of size at least
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[N ν ], one has ΓJ[0,uN d ] ≥ c23 N ν e−c4 ul with probability tending to 1 as N tends to infinity, if u > 0 is chosen sufficiently small, and this result can be used in the above proof to show the claim just made. 2) From results of [6] and the present work, it follows that uniqueness of a connected component of E \ X[0,uN d ] containing segments of length [c log N] holds for a certain c = c0 (cf. (0.7) in [6]) and fails for a certain c = c1 with overwhelming probability, when u > 0 is chosen sufficiently small. It is thus natural to consider the value c∗ = inf{c > 0 : for small u > 0, lim P [Oc,u ] = 1}, where N



Oc,u



(def.)



 = E \ X[0,uN d ] contains exactly one connected component containing segments of length [c log N] .



The results in [6] show in particular that c∗ < ∞, and the present work shows that c∗ > 0, hence c∗ is non-degenerate for d ≥ d0 . One may then ask if it is true that for arbitrary 0 < c < c∗ < c′ , limN P [Oc,u ] = 0 and limN P [Oc′,u ] = 1, when u > 0 is chosen sufficiently small. In fact, using results from [6], one easily deals with the case c′ > c∗ . Indeed, on the event Vc′ ,1/2,uN d (defined in (3.15)), the events Oc′′ ,u increase in c′′ ≤ c′ , so that one has Vc′ ,1/2,uN d ∩ Oc′′ ,u ⊆ Oc′ ,u for c′′ ≤ c′ . Since limN P [Vc′ ,1/2,uN d ] = 1 for u > 0 chosen small enough (cf. (1.26) in [6]), this implies that if limN P [Oc′′ ,u ] = 1, then limN P [Oc′ ,u ] = 1 for any c′ > c′′ . As far as the value or the large-d-behavior of c∗ is concerned, only little follows from [6] and this work. While the upper bound from [6] (cf. (2.47) in [6]) behaves like d(log d)−1 for large d, our lower bound behaves like (d log d)−1 (cf. (1.3)), which leaves much scope for improvement. 3) This work shows a lower bound on non-giant components of the vacant set. Apart from the fact that vacant segments outside the giant component cannot be longer than [c0 log N], little is known about upper bounds on such components. Although (1.2) does imply that the volume of a non-giant component of the vacant set is with overwhelming probability not larger than (1 − γ)N d for arbitrary γ ∈ (0, 1), when u > 0 is small enough, simulations indicate that the volume of such components is typically much smaller. Further related open questions are raised in [6].



CHAPTER 3



Random walk on a discrete torus and random interlacements We investigate the relation between the local picture left by the trajectory of a simple random walk on the torus (Z/NZ)d , d ≥ 3, until uN d time steps, u > 0, and the model of random interlacements recently introduced by Sznitman [39]. In particular, we show that for large N, the joint distribution of the local pictures in the neighborhoods of finitely many distant points left by the walk up to time uN d converges to independent copies of the random interlacement at level u. 1. Introduction The object of a recent article by Benjamini and Sznitman [6] was to investigate the vacant set left by a simple random walk on the d ≥ 3dimensional discrete torus of large side-length N up to times of order N d . The aim of the present work is to study the connections between the microscopic structure of this set and the model of random interlacements introduced by Sznitman in [39]. Similar questions have also recently been considered in the context of random walk on a discrete cylinder with a large base, see [36]. In the terminology of [39], the interlacement at level u ≥ 0 is the trace left on Zd by a cloud of paths constituting a Poisson point process on the space of doubly infinite trajectories modulo time-shift, tending to infinity at positive and negative infinite times. The parameter u is a multiplicative factor of the intensity measure of this point process. The interlacement at level u is an infinite connected random subset of Zd , ergodic under translation. Its complement is the so-called vacant set at level u. In this work, we consider the distribution of the local pictures of the trajectory of the random walk on (Z/NZ)d running up to time uN d in the neighborhood of finitely many points with diverging mutual distance as N tends to infinity. We show that the distribution of these sets converges to the distribution of independent random interlacements at level u. In order to give the precise statement, we introduce some notation. For N ≥ 1, we consider the integer torus (1.1)



T = (Z/NZ)d , 91



d ≥ 3.
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3. Random walk on a discrete torus and random interlacements



We denote with Px , x ∈ T, or P , the canonical law on TN of simple random walk on T starting at x, or starting with the uniform distribution ν on T, respectively. The corresponding expectations are denoted by Ex and E, the canonical process by X. . Given x ∈ T, the vacant configuration left by the walk in the neighborhood of x at time t ≥ 0 d is the {0, 1}Z -valued random variable (1.2)



ωx,t (.) = 1{Xm 6= πT (.) + x, for all 0 ≤ m ≤ [t]},



where πT denotes the canonical projection from Zd onto T. With (2.16) d of [39], the law Qu on {0, 1}Z of the indicator function of the vacant set at level u ≥ 0 is characterized by the property (1.3)



Qu [ω(x) = 1, for all x ∈ K] = exp{−u cap(K)},



for all finite sets K ⊆ Zd , where ω(x), x ∈ Zd , are the canonical cod ordinates on {0, 1}Z , and cap(K) the capacity of K, see (2.14) below. In this note, we show that the joint distribution of the vacant configurations in M ≥ 1 distinct neighborhoods of distant points x1 , . . . , xM at time uN d tends to the distribution of M vacant sets of independent random interlacements at level u. This result has a similar flavor to Theorem 0.1 in [36], which was proved in the context of random walk on a discrete cylinder. Theorem 1.1. (u > 0, d ≥ 3) Consider M ≥ 1 and for each N ≥ 1, x1 , . . . , xM points in T such that inf



|xi − xj |∞ = ∞. Then



(1.4)



lim



(1.5)



(ωx1 ,uN d , . . . , ωxM ,uN d ) converges in distribution to Q⊗M u



N 1≤i6=j≤M



under P , as N → ∞. We now make some comments on the proof of Theorem 1.1. Standard arguments show to showS convergence of probabil that it suffices  d ities of the form P HB > uN with B = M i=1 (xi + Ki ) and finite d subsets Ki of Z , where HB denotes the time until the first visit to the set B ⊆ T by the random walk. Since the size of the set B does not depend on N, it is only rarely visited by the random walk for large N. It is therefore natural to expect that HB should be approximately exponentially distributed, see Aldous [1], B2, p. 24. This idea is formalized by Theorem 2.1 below, quoted from Aldous and Brown [2]. Assuming that the distribution of HB is well approximated by the exponential distribution with expectation E[HB ], the probability P [HB > uN d ] is approximately equal to exp{−uN d /E[HB ]}. In order to show that this expression tends to the desired limit, which by (1.3) and (1.5) is given Q exp{−u cap(Ki )}, one has to show that N d /E[HB ] tends to by M PM i=1 i=1 cap(Ki ).



1. Introduction
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This task is accomplished with the help of the variational characterizations of the capacity of finite subsets of Zd given by the Dirichlet and Thomson principles, see (2.16) and (2.17). These principles characterize the capacity of a finite subset A of Zd as the infimum over all Dirichlet forms of functions of finite support on Zd taking the value 1 on A, or as the supremum over the reciprocal of energies dissipated by unit flows from A to infinity. Aldous and Fill [3] show that very similar variational characterizations involving functions and flows on T hold for the quantity N d /E[HA ], see (2.11) and (2.12) below. In these two variational characterizations one optimizes the same quantities as in the Dirichlet and Thomson principles, over functions on the torus of zero mean, and over unit flows on the torus from A to the uniform distribution. In the proof, we compare these two variational problems with the corresponding Dirichlet and Thomson PMprinciples and thus show the cod incidence of limN N /E[HB ] with i=1 cap(Ki ). To achieve this goal, we construct a nearly optimal test function and a nearly optimal test flow for the variational problems on T using nearly optimal functions and a nearly optimal flow for the corresponding Dirichlet and Thomson principles. In the case of the Dirichlet principle, this construction is rather simple and only involves shifting the functions on Zd whose Dirichlet forms are almost cap(Ki ) to the points xi on the torus, adding and rescaling them. In the Thomson principle, we identify the torus with a box in Zd and consider the unit flow from B to infinity on Zd with dissipated energy equal to cap(B)−1 . To obtain a flow on T, we first restrict the flow to the box. The resulting flow then leaves charges at the boundary. In order to obtain a nearly optimal flow from B to the uniform distribution for the variational problem (2.12) on the torus, these charges need to be redirected such that they become uniformly distributed on T, with the help of an additional flow of small energy. The article is organized as follows: In section 2, we state the preliminary result on the approximate exponentiality of the distribution of HB and introduce the variational characterizations required. In section 3, we prove Theorem 1.1. Finally, we use the following convention concerning constants: Throughout the text, c or c′ denote positive constants which only depend on the dimension d, with values changing from place to place. Dependence of constants on additional parameters appears in the notation. For example, c(M) denotes a constant depending only on d and M. Acknowledgments. The author is grateful to Alain-Sol Sznitman for proposing the problem and for helpful advice.
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3. Random walk on a discrete torus and random interlacements 2. Preliminaries



In this section, we introduce some notation and results required for the proof of Theorem 1.1. We denote the l1 and l∞ -distances on T or Zd by |.|1 and |.|∞ . For any points x, x′ in T or Zd , we write x ∼ x′ if x and x′ are neighbors with respect to the natural graph structure, i.e. if |x − x′ |1 = 1. For subsets A and B of T or Zd , we write d(A, B) for their mutual distance induced by |.|∞ , i.e. d(A, B) = inf{|x − x′ |∞ : x ∈ A, x′ ∈ B}, intA = {x ∈ A : x′ ∈ A for all x′ ∼ x}, as well as ∂int A for the interior boundary, i.e. ∂int A = A \ intA, and |A| for the number of points in A. We obtain a continuous-time random walk (Xηt )t≥0 by defining the Poisson process (ηt )t≥0 of parameter 1, independent of X. We write d P Z for the law of the simple random walk on Zd and also denote the corresponding canonical process on Zd as X. , which should not cause any confusion. For t ≥ 0, the set of points visited by the random walk until time [t] is denoted by X[0,t] , i.e. X[0,t] = {X0 , X1 , . . . , X[t] }. For any subset A of T or of Zd , we define the discrete- and continuous-time ¯ A as entrance times HA and H ¯ A = inf{t ≥ 0 : Xηt ∈ A}, (2.1) HA = inf{n ≥ 0 : Xn ∈ A} and H as well as the hitting time ˜ A = inf{n ≥ 1 : Xn ∈ A}. (2.2) H



Note that by independence of X and η, one then has (2.3)



¯ A] = E[H



∞ X n=0



=



∞ X



P [HA = n]E[inf{t ≥ 0 : ηt = n}] P [HA = n]n = E[HA ].



n=0



The Green function of the simple random walk on Zd is defined as  X ∞ ′ Zd ′ (2.4) 1{Xn = x } , for x, x′ ∈ Zd . g(x, x ) = Ex n=0



In order to motivate the remaining definitions given in this section, we quote a result from Aldous and Brown [2], which estimates the differ¯ A and the exponential distribution. ence between the distribution of H The following theorem appears as Theorem 1 in [2] for general irreducible, finite-state reversible continuous-time Markov chains and is stated here for the continuous-time random walk (Xηt )t≥0 on T, cf. the remark after the statement. Theorem 2.1. (d ≥ 1) For any subset A of T and t ≥ 0, ¯ A > tE[HA ]] − exp{−t} ≤ cN 2 /E[HA ]. P [H (2.5)



2. Preliminaries



95



¯ A ] by Remark 2.2. In (2.5), we have used (2.3) to replace E[H E[HA ], as well as the fact that the spectral gap of the transition matrix of the random walk X on T is bounded from below by cN −2 . One of the many ways to show this last claim is to first find (by an explicit calculation of the eigenvalues, see, for example, [3], Chapter 5, Example 7) that in dimension d = 1, the spectral gap is given by ρ1 = 1 − cos(2π/N) ≥ cN −2 . The d-dimensional random walk X on T can be viewed as a d-fold product chain, from which it follows that its spectral gap is equal to ρ1 /d ≥ cN −2 , cf. [28], Lemma 2.2.11. The main aim in the proof of Theorem 1.1 will be to obtain the ¯ A > uN d ]. limit as N tends to infinity of probabilities of the form P [H In view of (2.5), it is thus helpful to understand the asymptotic behavior of expected entrance times. To this end, we will use variational characterizations of expected entrance times involving Dirichlet forms and flows, which we now define. For a real-valued function f on E = T or Zd , we define the Dirichlet form EE as 1XX 2 1 EE (f, f ) = (f (x) − f (x′ )) (2.6) . 2 x∈E x′ ∼x 2d We write Cc for the set of real-valued functions on Zd of finite support and denote the supremum norm of any function f by |f |∞ . The integral of a function f on T with respectPto the uniform distribution ν is denoted by ν(f ) (i.e. ν(f ) = N −d x∈T f (x)). A flow I = (Ix,x′ ) on the edges of E = T or Zd is a real-valued function on E 2 satisfying  −Ix′ ,x if x ∼ x′ , (2.7) Ix,x′ = 0 otherwise. Given a flow I, we write |I|∞ = supx,x′ ∈E |Ix,x′ | and define its dissipated energy as 1XX 2 (2.8) I ′ 2d. (I, I)E = 2 x∈E x′ ∈E x,x



The set of all flows on the edges of E with finite energy is denoted by F (E). For a flow I ∈ F (E), the divergence divI on E associates to every point in E the net flow out of it, X (2.9) divI(x) = Ix,x′ , x ∈ E. x′ ∼x



The net flow out of a finite subset A ⊆ E is denoted by X XX (2.10) divI(x). Ix,x′ = I(A) = x∈A x′ ∼x



x∈A



From Aldous and Fill, Chapter 3, Proposition 41, it is known that N d /E[HA ] is given by the infimum over all Dirichlet forms of functions on T of zero mean and equal to 1 on A, and by the supremum over the



96



3. Random walk on a discrete torus and random interlacements



reciprocals of energies dissipated by unit flows from A to the uniform distribution ν:  (2.11) N d /E[HA ] = inf ET (f, f ) : f = 1 on A, ν(f ) = 0  (2.12) = sup 1/(I, I)T : I ∈ F (T), I(A) = 1 − |A|N −d , divI(x) = −N −d for all x ∈ T \ A .



These variational characterizations are very similar to the Dirichlet and Thomson principles characterizing the capacity of finite subsets of Zd , to which we devote the remainder of this section. A set A ⊆ Zd has its associated equilibrium measure eA on Zd , defined as  d ˜ A = ∞] if x ∈ A, PxZ [H (2.13) eA (x) = 0 if x ∈ Zd \ A. The capacity of A is defined as the total mass of eA ,



(2.14)



cap(A) = eA (Zd ).



For later use, we record that the following expression for the hitting probability of A is obtained by conditioning on the time and location of the last visit to A and applying the simple Markov property: X d (2.15) g(x, x′ )eA (x′ ), for x ∈ Zd . PxZ [HA < ∞] = x′ ∈A



The Dirichlet and Thomson principles assert that cap(A) is obtained by minimizing the Dirichlet form over all functions on Zd of compact support equal to 1 on A, or by maximizing the reciprocal of the energy dissipated by so-called unit flows from A to infinity: Proposition 2.3. (d ≥ 3, A ⊆ Zd , |A| < ∞)



(2.16) (2.17)



cap(A) = inf {EZd (f, f ) : f ∈ Cc , f = 1 on A}



= sup{1/(I, I)Zd : I ∈ F (Zd ), I(A) = 1,



divI(x) = 0, for all x ∈ Zd \ A}.



Moreover, the unique maximizing flow I A in the variational problem (2.17) satisfies (2.18)



d



d



A −1 Ix,x (PxZ′ [HA < ∞] − PxZ [HA < ∞]), ′ = −(2d cap(A))



for all neighbors x and x′ in Zd .



Proof. By collapsing the set A to a point (see for example [3], Chapter 2, Section 7.3), it suffices to consider a general transient graph G instead of Zd and A = {a}, for a vertex a in G. The proof for this case can be found in [32]: Theorem 3.41 shows (2.16) above and Theorem 3.25 with ι = 1{a} (in the notation of [32]; allowed by Theorem 3.30 and transience of the simple random walk in dimension d ≥ 3), combined with Corollary 2.14, yields the above claims (2.17) and (2.18). 
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With the results of the last section, we are now ready to give the proof of Theorem 1.1. Proof of Theorem 1.1. Take any finite subsetsSK1 , . . . KM of Z and, using the notations of the theorem, set B = M i=1 (xi + Ki ). Note that the collection of events {ω(x) = 1 for all x ∈ K} as K varies over finite subsets of Zd forms a π-system generating the canonical d product σ-algebra on {0, 1}Z . By compactness of the set of probability d measures on ({0, 1}Z )M , our claim will follow once we show that d



(3.1)



d



lim P [HB > uN ] = N



M Y



e−u cap(Ki ) .



i=1



As we now explain, we can replace HB by its continuous-time analog ¯ B in (3.1). Indeed, assume (3.1) holds with HB replaced by H ¯ B . By H the law of large numbers, one has ηt /t → 1 a.s., as t tends to infinity (see, for example [15], Chapter 1, Theorem 7.3), and it then follows that, for 0 < ǫ < u, lim sup P [HB > uN d ] = lim sup P [X[0,uN d ] ∩ B = ∅] N



N



≤ lim sup P [X[0,η(u−ǫ)N d ] ∩ B = ∅] N



¯ B > (u − ǫ)N d ] = = lim sup P [H N



and similarly,



M Y



e−(u−ǫ) cap(Ki ) ,



i=1



lim inf P [HB > uN d ] ≥ lim inf P [X[0,η(u+ǫ)N d ] ∩ B = ∅] N



N



¯ B > (u + ǫ)N d ] = = lim inf P [H N



M Y



e−(u+ǫ) cap(Ki ) .



i=1



Letting ǫ tend to 0 in the last two estimates, one deduces the desired result. By the above observations and (2.5) with A = B and t = uN d /E[HB ], all that is left to prove is that M



(3.2)



X Nd lim cap(Ki ). = N E[HB ] i=1



The claim (3.2) will be shown by using the variational characterizations (2.11), (2.12), (2.16) and (2.17). To this end, we map the torus T to a subset of Zd in the following way: We choose a point x∗ in T as the origin and then define the bijection ψ : T → T′ = {0, . . . , N − 1}d such that πT (ψ(x∗ + x)) = x for x ∈ T, where πT denotes the canonical projection from Zd onto T. Since there are only M points xi , we can
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choose x∗ in such a way that in T′ ⊆ Zd , ψ(B) remains at a distance of order N from the interior boundary of T′ , i.e. such that for N ≥ c(M), d(ψ(B), ∂int T′ ) ≥ c′ (M)N.



(3.3)



We define the subsets C and S of T as the preimages of intT′ and ∂int T′ under ψ, i.e. C = ψ −1 (intT′ ),



(3.4)



and S = ψ −1 (∂int T′ ).



For ǫ > 0, we now consider functions fi ∈ Cc (see above (2.7)) such that fi = 1 on Ki and EZd (fi , fi ) ≤ cap(Ki ) + ǫ, for i = 1, . . . , M, cf. (2.16).



(3.5)



Defining τx : T → Zd by τx (x′ ) = ψ(x′ ) − ψ(x) for x, x′ ∈ T, we construct the function f by shifting the functions fi to the points xi , subtracting their means and rescaling so that f equals 1 on B (for large N):  P PM M f ◦ τ f ◦ τ − ν i x i x i i i=1 i=1  P f= . M f ◦ τ 1−ν i x i i=1



Note that by the hypothesis (1.4) and our choice (3.3) of the origin, the finite supports of the functions fi (. − ψ(xi )) intersect neither each other nor ∂int T′ for N ≥ c(M). One can then easily check that for N ≥ c(M, ǫ) we have f = 1 on B and ν(f ) = 0. It therefore follows from (2.11) that lim sup N d /E[HB ] ≤ lim sup ET (f, f ) N



N



(fi ∈Cc ,(1.4))



=



M X i=1



(3.5)



EZd (fi , fi ) ≤



Letting ǫ tend to 0, one deduces that (3.6)



lim sup N d /E[HB ] ≤ N



M X



M X



cap(Ki ) + Mǫ.



i=1



cap(Ki ).



i=1



In order to show the other half of (3.2), we proceed similarly, with the help of the variational characterizations (2.12) and (2.17). We consider the flow I ψ(B) ∈ F (Zd ) such that (3.7)



I ψ(B) (ψ(B)) = 1,



(3.8)



divI ψ(B) (z) = 0 for all z ∈ Zd \ ψ(B), and



(3.9)



1/(I ψ(B) , I ψ(B) )Zd = cap(ψ(B)), cf. (2.17), (2.18).



The aim is to now construct a flow of similar total energy satisfying the conditions imposed in (2.12). To this end, we first define the flow
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I ∗ ∈ F (T) by restricting the flow I ψ(B) to T′ , i.e. we set ψ(B)



∗ ′ Ix,x ′ = I ψ(x),ψ(x′ ) for x, x ∈ T.



(3.10)



We now need a flow J ∈ F (T) such that I ∗ + J is a unit flow from B to the uniform distribution on T. Essentially, J has to redirect some of the charges (divI ∗ )1S left by I ∗ on the set S, such that these charges become uniformly distributed on the torus, and the energy dissipated by J has to decay as N tends to infinity. The following proposition yields the required flow J: Proposition 3.1. (d ≥ 1) There is a flow J ∈ F (T) such that



(3.11) (3.12)



divJ(x) + (divI ∗ )1S (x) = −N −d , for any x ∈ T, and |J|∞ ≤ c(M)N 1−d .



Before we prove Proposition 3.1, we show how it enables to complete the proof of Theorem 1.1. Let us check that for large N, the flow I ∗ +J satisfies the hypotheses imposed in (2.12) with A = B. Since by (3.3), ψ(B) is contained in intT′ for N ≥ c(M), one has for such N, (3.10)



(I ∗ + J)(B) = I ψ(B) (ψ(B)) + J(B)



(3.7),(3.11)



=



Moreover, for any N ≥ c(M) and x ∈ T \ B,



1 − |B|N −d .



(3.10)



div(I ∗ + J)(x) = (divI ψ(B) )1intT′ (ψ(x)) + (divI ∗ )1S (x) + divJ(x) (3.8),(3.11)



−N −d .



=



The flow I ∗ + J is hence included in the collection on the right-hand side of (2.12) with A = B and it follows with the Minkowski inequality that  1 1 2 −d ∗ ∗ ∗ ∗ 2 2 E[HB ]N ≤ (I + J, I + J)T ≤ (I , I )T + (J, J)T . (3.13) By the bound (3.12) on |J|∞ , one has (J, J)T ≤ c(M)(N 1−d )2 N d = c(M)N 2−d . Inserting this estimate together with (3.10)



(3.9)



(I ∗ , I ∗ )T ≤ (I ψ(B) , I ψ(B) )Zd = 1/cap(ψ(B))



into (3.13), we deduce that (3.14)



E[HB ]N



−d



Finally, we claim that







≤ cap(ψ(B))



lim cap(ψ(B)) =



(3.15)



N



− 21



M X



+ c(M)N



−(d−2)/2



2



.



cap(Ki ).



i=1



Indeed, the standard Green function estimate from [19], p. 31, (1.35) implies that for d ≥ 3, d



PxZ [Hx′ < ∞] ≤ g(x, x′ ) ≤ c|x − x′ |2−d ∞ ,



x, x′ ∈ Zd ,
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and claim (3.15) follows by assumption (1.4) and the definition (2.14) of the capacity. Combining (3.14) with (3.15), one infers that for d ≥ 3, X −1 M −d lim sup E[HB ]N ≤ cap(Ki ) . N



i=1



Together with (3.6), this shows (3.2) and therefore completes the proof of Theorem 1.1.  It only remains to prove Proposition 3.1. Proof of Proposition 3.1. The task is to construct a flow J distributing the charges (divI ∗ )1S uniformly on T, observing that we want the estimate (3.12) to hold. To this end, we begin with an estimate on the order of magnitude of divI ∗ (x), for x ∈ S and N ≥ c(M), where we sum over all neighbors z of ψ(x) in Zd \ T′ : (3.16) X ψ(B) (3.10) ψ(B) ∗ divI (x) = divI Iψ(x),z (ψ(x)) − z



(3.3),(3.8)



≤



(2.18)



≤ c



(2.15)



X ψ(B) I ψ(x),z z



X z



d Zd cap(ψ(B))−1 PzZ [Hψ(B) < ∞] − Pψ(x) [Hψ(B) < ∞] 



≤ c(M)N 1−d ,



for x ∈ S,



where we have also used the estimate on the Green function of [19], Theorem 1.5.4, together with (3.3), for the last line. The required redirecting flow J will be constructed as the sum of two flows, K and L, both of which satisfy the estimate (3.12). The purpose of K is to redirect the charges (divI ∗ )1S , in such a way that the magnitude of the resulting charge at any given point is then bounded by c(M)N −d , hence decreased by a factor of N −1 , cf. (3.16). Then, the flow L will be used to distribute the resulting charges uniformly on T. The existence of the flow L will be a consequence of the following lemma (recall our convention concerning constants described at the end of the introduction and that ν denotes the uniform distribution on T, cf. above (2.7)): Lemma 3.2. (d ≥ 1) For any function h : T → R, there is a flow L ∈ F (T), such that h



(3.17) (3.18)



(divLh + h)(x) = ν(h), for any x ∈ T, and



|Lh |∞ ≤ cN|h|∞ .
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Proof of Lemma 3.2. We construct the flow Lh by induction on the dimension d, and therefore write Td rather than T throughout this proof. Furthermore, we denote the elements of Td using the coordinates of T′d as {(i1 , . . . , id ) : 0 ≤ ij ≤ N − 1}. In order to treat the case d = 1, define the flow Lh by letting the charges defined by h flow from 0 to N − 1, such that the same charge is left at any point. Precisely, we set LhN −1,0 = 0 and Lhi,i+1 = Pi j=0 (ν(h) − h(j)) for i = 0, . . . , N − 2 (the values in the opposite directions being imposed by the condition (2.7) on a flow). The flow Lh then has the required properties (3.17) and (3.18). Assume now that d ≥ 2 and that the statement of the lemma holds in any dimension < d. Applying the one-dimensional case on every fiber {(0, y), . . . , (N − 1, y)} ∼ = T1 , y ∈ Td−1 , with the function h1 1 defined by h (., y) = h(., y), one obtains the flows Ly supported by the edges of {(0, y), . . . , (N − 1, y)}, such that for any i ∈ T1 , (divLy + h)(i, y) = N −1



(3.19)



N −1 X



h(j, y) and



j=0



y



|L |∞ ≤ cN|h|∞ .



(3.20)



We now apply the induction hypothesis on the slices Si = {(i, y) : y ∈ Td−1 } ∼ = Td−1 , i ∈ T1 , with the function h2 given by



h2 (i, .) = N −1



N −1 X



h(j, .).



j=0



For any 0 ≤ i ≤ N − 1, we thus obtain a flow Li supported by the edges of Si , such that for any y ∈ Td−1 , i



(3.21) divL (i, y) + N



−1



N −1 X



h(j, y) = N −(d−1)



j=0



and (3.22)



X



h2 (i, y ′) = ν(h)



y ′ ∈Td−1



|Li |∞ ≤ cN|h|∞ .



PN −1 i Then equations (3.19)-(3.22) imply that the flow Lh = i=0 L + P y L has the required properties. Indeed, the flows Ly have y∈Td−1 disjoint supports, as do the flows Li , and therefore the estimate (3.18) on |Lh |∞ follows from (3.20) and (3.22). Finally, for any x = (i, y) ∈ T1 × Td−1 = Td , (3.19) and (3.21) together yield (divLh + h)(x) = divLi (i, y) + divLy (i, y) + h(i, y) = ν(h),
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hence (3.17). This concludes the proof of Lemma 3.2.







We now complete the proof of Proposition 3.1. To this end, we construct the auxiliary flow K described above Lemma 3.2. Set g = (divI ∗ )1S . Writing e1 , . . . , ed for the canonical basis of Rd , choose a (def.)



mapping e : S → {±e1 , . . . , ±ed } such that F′x = {ψ(x), ψ(x) + e(x), . . . , ψ(x) + (N − 1)e(x)} ⊆ T′ (whenever there are more than one possible choices for e(x), take one among them arbitrarily), and define the fiber Fx = ψ −1 (F′x ). Observe that any point x ∈ T only belongs to the d different fibers x + [0, N − 1]ei , i = 1, . . . , d. Moreover, we claim that for any F ∈ {Fx }x∈S , there are at most 2 points x ∈ S such that Fx = F. Indeed, suppose that Fx = Fx′ for x, x′ ∈ S. Then ψ(Fx ) = ψ(Fx′ ) implies that ψ(x′ ) = ψ(x) + ke(x) for some k ∈ {0, . . . , N − 1} and that either e(x) = e(x′ ) or e(x) = −e(x′ ). If e(x) = e(x′ ), then for ψ(Fx′ ) = {ψ(x) + ke(x), ψ(x) + (k + 1)e(x), . . . , ψ(x) + (k + N − 1)e(x)} to be a subset of T′ , we require k = 0 (since ψ(x) + Ne(x) ∈ / T′ ). Similarly, ′ ′ if e(x) = −e(x ) one needs k = N − 1. Hence, x can only be equal to either x or x + (N − 1)e(x). The above two observations on the fibers Fx together imply the crucial fact that any point in T belongs to a fiber Fx for at most 2d points x ∈ S. We then define the flow K x from x to x+(N −1)e(x) distributing the charge g(x) uniformly on the fiber Fx . That is, the flow K x ∈ F (T) is x supported by the edges of Fx , and characterized by Kx+(N −1)e(x),x = 0, x Kx+ie(x),x+(i+1)e(x) = −g(x)(N −(i+1))/N for i = 0, . . . , N −2. Observe that then |K x |∞ ≤ |g|∞ and |divK x + g1{x} |∞ = |g(x)|/N ≤ |g|∞ /N. Moreover, any point in T belongs to at most 2d fibers Fx , hence to the x support P of atxmost 2d flows K . If we define the flow K ∈ F (T) as K = x∈S K , then we therefore have (3.23)



|K|∞ ≤ c max |K x |∞ ≤ c|g|∞, x∈S



as well as, for x ∈ T, (3.24)



|(divK + g)(x)| ≤



X



x′ ∈S



≤ |divK x + g1{x} |∞ 1S (x) + ≤ c|g|∞/N.



′



|(divK x + g1{x′ } )(x)| X



x′ 6=x:x∈Fx′



′



|divK x (x)|



We claim that the flow J = K + LdivK+g has the required properties (3.11) and (3.12). Indeed, using the fact that ν(divI) = 0 for any flow
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I ∈ F (T),



divJ + g = divLdivK+g + divK + g (3.17)



= ν(divK + g) = ν((divI ∗ )1S ) = −ν((divI ∗ )1C ) X (3.8) (3.7) (3.10) divIzψ(B) = −N −d I ψ(B) (ψ(B)) = −N −d . = −N −d z∈intT′



Finally, the estimates (3.18), (3.23) and (3.24) imply that (3.16)



|J|∞ ≤ |K|∞ + |LdivK+g |∞ ≤ c|g|∞ ≤ c(M)N 1−d .



The proof of Proposition 3.1 is thus complete.







CHAPTER 4



Random walks on discrete cylinders and random interlacements Following the recent work of Sznitman [36], we investigate the microscopic picture induced by a random walk trajectory on a cylinder of the form GN × Z, where GN is a large finite connected weighted graph, and relate it to the model of random interlacements on infinite transient weighted graphs. Under suitable assumptions, the set of points not visited by the random walk until a time of order |GN |2 in a neighborhood of a point with Z-component of order |GN | converges in distribution to the law of the vacant set of a random interlacement on a certain limit model describing the structure of the graph in the neighborhood of the point. The level of the random interlacement depends on the local time of a Brownian motion. The result also describes the limit behavior of the joint distribution of the local pictures in the neighborhood of several distant points with possibly different limit models. As examples of GN , we treat the d-dimensional box of side length N, the Sierpinski graph of depth N and the d-ary tree of depth N, where d ≥ 2. 1. Introduction In recent works, Sznitman introduces the model of random interlacements on Zd+1 , d ≥ 2 (cf. [35], [30]), and in [36] explores its relation with the microscopic structure left by simple random walk on an infinite discrete cylinder (Z/NZ)d × Z by times of order N 2d . The present work extends this relation to random walk on GN ×Z running for a time of order |GN |2 , where the bases GN are given by finite weighted graphs satisfying suitable assumptions, as proposed by Sznitman in [36]. The limit models that appear in this relation are random interlacements on transient weighted graphs describing the structure of GN in a microscopic neighborhood. Random interlacements on such graphs have been constructed in [40]. Among the examples of GN to which our result applies are boxes of side-length N, discrete Sierpinski graphs of depth N and d-ary trees of depth N. We proceed with a more precise description of the setup. A weighted graph (G, E, w.,.) consists of a countable set G of vertices, a set E of unordered pairs of distinct vertices, called edges, and a weight w.,. , which is a symmetric function associating to every ordered pair (y, y′ ) of vertices a non-negative number wy,y′ = wy′ ,y , non-zero if and only 105
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if {y, y′ } ∈ E. Whenever {y, y′ } ∈ E, the vertices y and y′ are called neighbors. A path of length n in G is a sequence of vertices (y0 , . . . , yn ) such that yi−1 and yi are neighbors for 1 ≤ i ≤ n. The distance d(y, y′ ) between vertices y and y′ is defined as the length of the shortest path starting at y and ending at y′ and B(y, r) denotes the closed ball centered at y of radius r ≥ 0. We generally omit E and w.,. from the notation and simply refer to G as a weighted graph. A standing assumption is that G is connected. The random walk on G is defined as the irreducible reversible Markov chain on G with transition P probabilities pG (y, y′ ) = wy,y′ /wy for y and y′ in G, where wy = y′ ∈G wy,y′ . ′ , y), so a reversible measure for the random Then wy pG (y, y′ ) = wy′ pG (yP walk is given by w(A) = y∈A wy for A ⊆ G. A bijection φ between subsets B and B∗ of weighted graphs G and G ∗ is called an isomorphism between B and B∗ if φ preserves the weights, i.e. if wφ(y),φ(y′ ) = wy,y′ for all y, y′ ∈ B. This setup allows the definition of a random walk (Xn )n≥0 on the discrete cylinder GN × Z,



(1.1)



where GN , N ≥ 1, is a sequence of finite connected weighted graphs with weights (wy,y′ )y,y′ ∈GN and GN × Z is equipped with the weights 1 wx,x′ = wy,y′ 1{z=z ′ } + 1{y=y′ ,|z−z ′|=1} , (1.2) 2 ′ for x = (y, z), x = (y ′, z ′ ) in GN × Z.



We will mainly consider situations where all edges of the graphs have equal weight 1/2. The random walk X starts from x ∈ GN × Z or from the uniform distribution on GN × {0} under suitable probabilities Px and P defined in (2.3) and (2.4) below. We consider M ≥ 1 and sequences of points xm,N = (ym,N , zm,N ), 1 ≤ m ≤ M, in GN × Z with mutual distance tending to infinity. We assume that the neighborhoods around any vertex ym,N look like balls in a fixed infinite graph Gm , in the sense that (1.3) we choose an rN → ∞, such that there are isomorphisms φm,N from B(ym,N , rN ) to B(om , rN ) ⊂ Gm with φm,N (ym,N ) = om for all N.



The points not visited by the random walk in the neighborhood of xm,N until time t ≥ 0 induce a random configuration of points in the limit model Gm × Z, called the vacant configuration in the neighborhood of xm,N , which is defined as the {0, 1}Gm×Z -valued random variable (1.4)



ωtm,N (x)



=







1{Xn 6= Φ−1 m,N (x), ∀0 ≤ n ≤ t}, x ∈ B(om , rN ) × Z, 0, otherwise, for t ≥ 0,
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where the isomorphism Φm,N is defined by Φm,N (y, z) = (φm,N (y), z − zm,N ) for (y, z) in B(ym,N , rN ) × Z.



Random interlacements on Gm × Z enter the asymptotic behavior of the distribution of the local pictures ω m,N . For the construction of random interlacements on transient weighted graphs we refer to [40]. For our purpose it suffices to know that for a weighted graph Gm × Z with weights defined such that the random walk on it is transient, the m ×Z law QG on {0, 1}Gm×Z of the indicator function of the vacant set of u the random interlacement at level u ≥ 0 on Gm × Z is characterized by, cf. equation (1.1) of [40], (1.5)



m ×Z QG [ω(x) = 1, for all x ∈ V] = exp{−u capm (V)}, u for all finite subsets V of Gm × Z,



where ω(x), x ∈ Gm × Z, are the canonical coordinates on {0, 1}Gm×Z , and capm (V) the capacity of V as defined in (2.7) below. The main result of the present work requires the assumptions A1A10 on the graph GN , which we discuss below. In order to state the result, we have yet to introduce the local time of the Z-projection πZ (X) of X, defined as (1.6)



Lzn =



n−1 X l=0



1{πZ (Xl )=z} , for z ∈ Z, n ≥ 1,



as well as the canonical Wiener measure W and a jointly continuous version L(v, t), v ∈ R, t ≥ 0, of the local time of the canonical Brownian motion. The main result asserts that under suitable hypotheses the joint distribution of the vacant configurations in the neighborhoods of x1,N , . . . , xM,N and the scaled local times of the Z-projections of these points at a time of order |GN |2 converges as N tends to infinity to the joint distribution of the vacant sets of random interlacements on Gm ×Z and local times of a Brownian motion. The levels of the random interlacements depend on the local times, and conditionally on the local times, the random interlacements are independent. Here is the precise statement: Theorem 1.1. Assume A1-A10 (see below (2.9)), as well as (1.7)



w(GN ) N →∞ −→ β, for some β > 0, |GN |



and for all 1 ≤ m ≤ M, zm,N N →∞ −→ vm , for some vm ∈ R, |GN |



which is in fact assumption A4, see below. Q Then the graphs Gm ×Z are Gm transient and as N tends to infinity, the M × RM + -valued m=1 {0, 1}
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random variables z1,N zM,N   Lα|G Lα|G 2 2 1,N M,N N| N| ωα|GN |2 , . . . , ωα|GN |2 , , ,..., |GN | |GN |



α > 0, N ≥ 1,



defined by (1.4) and (1.6), with rN and φm,N chosen in (5.1) and (5.2), converge in joint distribution under P to the law of the random vector (ω1 , . . . , ωM , U1 , . . . , UM ) with the following distribution: the variables (Um )M m=1 are distributed as ((1 + β)L(vm , α/(1 + β)))M m=1 M under W , and conditionally on (Um )m=1 , the variables (ωm )M m=1 have joint distribution Y m ×Z QG Um /(1+β) . 1≤m≤M



Remark 1.2. Sznitman proves a result analogous to Theorem 1.1 in [36], Theorem 0.1, for GN given by (Z/NZ)d and Gm = Zd for 1 ≤ m ≤ M. This result is covered by Theorem 1.1 by choosing, for any y and y ′ in (Z/NZ)d , wy,y′ = 1/2 if y and y ′ are at Euclidean distance 1 and wy,y′ = 0 otherwise. Then the random walk X on (Z/NZ)d × Z with weights as in (1.2) is precisely the simple random walk considered in [36]. We then have β = d in (1.7) and recover the result of [36], noting that the factor 1/(1 + d) appearing in the law of the vacant set cancels with the factor wx = d + 1 in our definition of the capacity (cf. (2.7)), different from the one used in [36] (cf. (1.7) in [36]). We now make some comments on the proof of Theorem 1.1. In order to extract the relevant information from the behavior of the Zcomponent of the random walk, we follow the strategy in [36] and use a suitable version of the partially inhomogeneous grids on Z introduced there. Results from [36] show that the total time elapsed and the scaled local time of a simple random walk on Z can be approximated by the random walk restricted to certain stopping times related to these grids. The difficulty that arises in the application of these results in our setup is that unlike in [36], the Z-projection of our random walk X is not a Markov process. Indeed, the Z-projection is delayed at each step for an amount of time that depends on the current position of the GN -component. In order to overcome this difficulty, we decouple the Z-component of the random walk from the GN -component by introducing a continuous-time process X = (Y, Z), such that the GN and Z-components Y and Z are independent and such that the discrete skeleton of X is the random walk X on GN ×Z. It is not trivial to regain information about the random walk X after having switched to continuous time, because the waiting times of the process X depend on the
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steps of the discrete skeleton X and are in particular not iid. We therefore prove in Theorem 5.1 the continuous-time version of Theorem 1.1 first, essentially by using an abstraction of the arguments in [36] and making frequent use of the independence of the GN - and Z-components of X, and defer the task of transferring the result to discrete time to later. Let us make a few more comments on the partially inhomogeneous grids just mentioned. Every point of these grids is a center of two concentric intervals I ⊂ I˜ with diameters of order dN and hN ≫ dN , where hN is also the order of the mesh size of the grids throughout Z. The definition of the grids ensures that all points zm,N are covered by the smaller intervals, hence the partial inhomogeneity. We then consider the successive returns to the intervals I and departures from I˜ of the discrete skeleton Z of Z. According to a result from [36] (see Proposition 3.3 below) and Lemma 3.4, these excursions contain all the relevant information needed to approximate the total time elapsed zm,N and to relate the scaled local time Lα|G 2 /|GN | of Z (see (2.6)) to the N| number of returns of Z to the box containing zm,N . For these estimates to apply, the mesh size hN of the grids has to be smaller than the square root of the total number of steps of the walk, i.e. less than |GN |. At the same time, we shall need hN to be larger than the square root of the relaxation time λ−1 N of GN , so that the GN -component Y approaches its stationary, i.e. uniform, distribution between different excursions. This motivates the condition A2, see below (2.9), on the spectral gap λN of GN . Once the partially inhomogeneous grids are introduced, the law of the vacant set appears as follows: For concentric intervals ˜ z ∈ ∂(I c ) and z ′ ∈ ∂ I˜ we define the probability Pz,z ′ as the I ⊂ I, law of the finite-time random walk trajectory started at a uniformly distributed point in GN × {z} and conditioned to exit GN × I˜ through GN × {z ′ } at its final step. We have mentioned that the distribution of the GN -component of X approaches the uniform distribution between ˜ c . It follows that the different excursions from GN × I to (GN × I) law of these successive excursions of X under P , conditioned on the points z and z ′ of entrance and departure of the Z-component, can be approximated by a product of the laws Pz,z ′ . This is shown in Lemma 4.3. A crucial element in the proof of the continuous-time Theorem 5.1 is the investigation of the Pz,z ′ -probability that a set V in the neighborhood of a point xm,N in GN × I is not left vacant by one excursion. We find that up to a factor tending to 1 as N tends to infinity, this probability is equal to capm (Φm,N (V ))hN /|GN |. With the relation between the number of such excursions taking place up to time zm,N α|GN |2 and the scaled local time Lα|G 2 /|GN | from Proposition 3.3 N| m ×Z QG .
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m ×Z and Lemma 3.4, the law QG , see (1.5), appears as the limiting . distribution of the vacant configuration in the neighborhood of xm,N .



Let us describe the derivation of the asymptotic behavior of the Pz,z ′ -probability just mentioned in a little more detail. As in [36], a key step in the proof is to show that the probability that the random walk escapes from a vertex in a set V ⊂ GN × I in the vicinity of xm,N to the complement of GN × I˜ before hitting the set V converges to the corresponding escape probability to infinity for the set Φm,N (V ) in the limit model Gm × Z. This is where the required capacity appears. The assumption A5 that (potentially small) neighborhoods B(ym,N , rN ) of the points ym,N are isomorphic to neighborhoods in Gm is necessary but not sufficient for this purpose. We still need to ensure that the probability that the random walk returns from the boundary of B(xm,N , rN ) to the vicinity of xm,N before exiting GN × I˜ decays. This is the reason why we assume the existence of larger neighborhoods Cm,N containing B(ym,N , rN ) in A6. These neighborhoods Cm,N are assumed to be either identical or disjoint for points with similarly-behaved Z-components in A8. Crucially, we assume in A7 that the sets Cm,N are themselves ˆ m that are sufficiently isomorphic to neighborhoods in infinite graphs G close to being transient, as is formalized by A9. We additionally assume in A10 that X started from any point in the boundary of Cm,N ×Z typǫ ically does not reach the vicinity of xm,N until time λ−1 N |GN | , i.e. until well after the relaxation time of Y . These assumptions ensure that the random walk, when started from the boundary of B(xm,N , rN ), is ˜ For unlikely to return to a point close to xm,N before exiting GN × I. this last argument, we need the mesh size hN of the grids to be smaller ǫ 1/2 than (λ−1 , so that hN can be only slightly larger than the N |GN | ) −1/2 λN required for the homogenization of the GN -component. In order to deduce Theorem 1.1 from the continuous-time result, we need an estimate on the long term-behavior of the process of jump times of X and a comparison of the local time of X and the local time of the discrete skeleton X. This requires a kind of ergodic theorem, with the feature that both time and the process itself depend on N. To show the required estimates, we use estimates on the covariance between sufficiently distant increments of the jump process that follow from bounds on the spectral gap of GN . With the assumption (1.7), we find that the total number of jumps made by X up to a time of order |GN |2 is essentially proportional to the limit of the average weight (1 + β) per vertex in GN × Z, see Lemma 6.4. In this context, the hypothesis A1 of uniform boundedness of the vertex-weights of GN plays an important role for stochastic domination of jump processes by homogeneous Poisson processes.
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The article is organized as follows: In Section 2, we introduce notation and state the hypotheses A1-A10 for Theorem 1.1. In Section 3, we introduce the partially inhomogeneous grids with the relevant results described above. Section 4 shows that the dependence between the GN -components of different excursions related to these grids is negligible. With these ingredients at hand, we can prove the continuous-time version of Theorem 1.1 in Section 5. The crucial estimates on the jump process needed to transfer the result to discrete time are derived in Section 6. With the help of these estimates, we finally deduce Theorem 1.1 in Section 7. Section 8 is devoted to applications of Theorem 1.1 to three concrete examples of GN . Throughout this article, c and c′ denote positive constants changing from place to place. Numbered constants c0 , c1 , . . . are fixed and refer to their first appearance in the text. Dependence of constants on parameters appears in the notation. Acknowledgments. The author is grateful to Alain-Sol Sznitman for proposing the problem and for helpful advice. 2. Notation and hypotheses The purpose of this section is to introduce some useful notation and state the hypotheses A1-A10 made in Theorem 1.1. Given any sequence aN of real numbers, o(aN ) denotes a sequence bN with the property bN /aN → 0 as N → ∞. The notation a ∧ b and a ∨ b is used to denote the respective minimum and maximum of the numbers a and b. For any set A, we denote by |A| the number of its elements. For a set B of vertices in a graph G, we denote by ∂B the boundary of B, defined as the set of vertices in the complement of B with at least one neighbor in B and define the closure of B as B¯ = B ∪ ∂B.



We now construct the relevant probabilities for our study. For any weighted graph G, the path space P(G) is defined as the set of rightcontinuous functions from [0, ∞) to G with infinitely many discontinuities and finitely many discontinuities on compact intervals, endowed with the canonical σ-algebra generated by the coordinate projections. We let (Yt )t≥0 stand for the canonical coordinate process on P(G). We consider the probability measures PyG on P(G) such that Y is distributed as a continuous-time Markov chain on G starting from y ∈ G with transition rates given by the weights wy,y′ . Then the discrete skeleton (Yn )n≥0 , defined by Yn = YσnY , with (σnY )n≥0 the successive times of discontinuity of Y (where σ0Y = 0), is a random walk on G starting from y with transition probabilities pG (y, y′ ) = wy,y′ /wy . The discreteand continuous-time transition probabilities for general times n and t are denoted by pGn (y, y′ ) = PyG [Yn = y′ ] and qtG (y, y′ ) = PyG [Yt = y′ ]. The
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jump process (ηtY )t≥0 of Y is denoted by ηtY = sup{n ≥ 0 : σnY ≤ t}, so that Yt = YηtY , t ≥ 0.



Next, we adapt the notation of the last paragraph to the graphs we consider. Let G be any of the graphs Z = {z, z ′ , . . .} with weight 1/2 attached to any edge, GN = {y, y ′, . . .}, Gm = {y, y′ , . . .} or ˆ m = {y, y′ , . . .}, where GN are the finite bases of the cylinder in G ˆm (1.1), and for 1 ≤ m ≤ M, Gm are the infinite graphs in (1.3) and G ˆ m do are infinite connected weighted graphs. Unlike Gm , the graphs G not feature in the statement of Theorem 1.1. They do, however, play a crucial role in its proof. Indeed, we will assume that neighborhoods of the points ym,N that are in general much larger than B(ym,N , rN ) are ˆ m . For some examples such as the Euclidean isomorphic to subsets of G ˆ m be different box treated in Section 8, this assumption requires that G ˆ m will then allow us to control certain from Gm . Assumptions on G escape probabilities from the boundary of B(xm,N , rN ) to the comple˜ for an interval I˜ containing zm,N . See also assumptions ment of GN × I, ˆ m. A6-A10 and Remark 2.1 below for more on the graphs G Under the product measures PyG × PzZ on P(G) × P(Z), we consider the process X = (Y, Z) on G × Z. The crucial observation is that X has the same distribution as the random walk in continuous time on G × Z attached to the weights (2.1)



1 w(y,z),(y′,z ′ ) = wy,y′ 1{z=z ′ } + 1{y=y′ ,|z−z ′|=1} , 2



for any pair of vertices {(y, z), (y′ , z ′ )} in G × Z. We define the discrete skeleton (Xn )n≥0 of X by Xn = XσnX , with (σnX )n≥0 the times of discontinuity of X (where σ0X = 0) and similarly Zn = ZσnZ for the times (σnZ )n≥0 of discontinuity of Z. We will often rely on the fact that (2.2)



X is distributed as the random walk on G × Z



with weights as in (2.1).



The jump process of X is defined as ηtX = sup{n ≥ 0 : σnX ≤ t}. We write (2.3)



Gm ˆ m = P Gˆ m × P Z , Px = PyGN × PzZ , Pm × PzZ and P x = Py y z x



ˆ m ×Z. Two for vertices x = (y, z) in GN ×Z and x = (y, z) in Gm ×Z or G measures on GN are of particular interest: the reversible probability πGN (y) = wy /w(GN ) for pGN (., .) and the uniform measure µ(y) = 1/|GN |, y ∈ GN , which is reversible for the continuous-time transition
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probabilities qtGN (., .), t ≥ 0. We define X (2.4) µ(y)PyGN , P GN = y∈GN



Pz =



X



µ(y)P(y,z), and



y∈GN



P =



X



µ(y)P(y,0) .



y∈GN



On any path space P(G), the canonical shift operators are denoted by (θt )t≥0 . The shift operators for the discrete-time process X are denoted by θnX = θσnX , n ≥ 0.



For the process X, the entrance-, exit- and hitting times of a set A are defined as (2.5)



HA = inf{n ≥ 0 : Xn ∈ A}, TA = inf{n ≥ 0 : Xn ∈ / A} ˜ A = inf{n ≥ 1 : Xn ∈ A}. and H



˜ x . We also use the In the case A = {x}, we simply write Hx and H same notation for the corresponding times of the processes Y and Z. The analogous times for the continuous-time processes X, Y and Z are denoted HA and TA . Recall the definition of the local time of the Zprojection of the random walk on G × Z from (1.6). The local times of Z and its discrete skeleton Z are defined as Z t n−1 X z z ˆ Lt = (2.6) 1{Zs =z} ds and Ln = 1{Zl =z} . 0



l=0



ˆ zn should not be confused with the local time Lzn of the Note that L Z-projection of X, defined in (1.6). The capacity of a finite subset V of Gm × Z is defined as X ˜ (2.7) capm (V) = Pm x [HV = ∞]wx . x∈V



For an arbitrary real-valued function f on GN , the Dirichlet form DN (f, f ) is given by 1 X wy,y′ DN (f, f ) = (f (y) − f (y ′))2 (2.8) , 2 y,y′ ∈G |GN | N



and related to the spectral gap λN of the continuous-time random walk Y on GN via   DN (f, f ) (2.9) : f is not constant , λN = min varµ (f )  where varµ (f ) = µ (f − µ(f ))2 .
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The inverse λ−1 N of the spectral gap is known as the relaxation time of the continuous-time random walk, due to the estimate (4.1). We now come to the specification of the hypotheses for Theorem 1.1. Recall that (GN )N ≥1 is a sequence of finite connected weighted graphs. We consider M ≥ 1, sequences xm,N = (ym,N , zm,N ), 1 ≤ m ≤ M, in GN × Z and an 0 < ǫ < 1 such that the assumptions A1-A10 below hold. The first assumption is that the weights attached to vertices of GN are uniformly bounded from above and below, i.e. (A1)



there are constants 0 < c0 ≤ c1 such that c0 ≤ wy ≤ c1 , for all y ∈ GN .



A frequently used consequence of this assumption is that the jump process of Y under P G can be bounded from above and from below by a Poisson process of constant parameter, see Lemma 2.4 below. Moreover, by taking a function f vanishing everywhere except at a single vertex in (2.9), A1 implies that λN ≤ c. If in addition also the edge-weights wy,y′ of GN are uniformly elliptic, it follows from Cheeger’s inequality (see [28], Lemma 3.3.7, p. 383) that the relaxation time λ−1 N is bounded from above by c|GN |2 . We assume a little bit more, namely that for ǫ as above, 2−ǫ λ−1 , N ≤ |GN |



(A2)



which in particular rules out nearly one-dimensional graphs GN . We further assume that the mutual distances between different sequences xm,N diverge, (A3)



lim



min



N 1≤m


d(xm,N , xm′ ,N ) = ∞,



and that in scale |GN |, the Z-components of the sequences zm,N converge: zm,N lim (A4) = vm ∈ R, for 1 ≤ m ≤ M. N |GN | The key assumption is the existence of balls of diverging size centered at the points ym,N that are isomorphic to balls with fixed centers om in the infinite graphs Gm : (A5)



For some rN → ∞, there are isomorphisms φm,N from



B(ym,N , rN )to B(om , rN ) ⊂ Gm , such that φm,N (ym,N ) = om for all N, m.



In the proof of Theorem 1.1, we want to show the decay of the probability that the random walk X under P returns to the close vicinity of the center xm,N from the boundary of each of the balls B(xm,N , rN ) ⊂ GN × Z before exiting a large box. With this aim in mind, we make the
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remaining assumptions. For any m, N, we assume that there exists an associated subset Cm,N of GN such that B(ym,N , rN ) ⊆ Cm,N ,



(A6)



ˆ m, and C¯m,N are isomorphic to a subset of the auxiliary limit model G i.e. ¯m ⊂ G ˆ m, (A7) there is an isomorphism ψm,N from C¯m,N with a set C such that ψm,N (∂Cm,N ) = ∂Cm,N ,



where the last condition is to ensure that the distributional identity ˆ m to (2.13) below holds. Note that we are allowing the infinite graphs G be different from Gm . For an explanation, we refer to Remark 2.1 below (see also Remark 8.4). We further assume that the sets Cm,N as m varies are essentially either disjoint or equal (unless the corresponding Z-components zm,N are far apart), i.e. (A8)



whenever vm = vm′ , then for all N either Cm,N = Cm′ ,N , or Cm,N ∩ Cm′ ,N = ∅.



ˆ m , we require that the measure of a Concerning the limit model G (def.)



constant-size ball centered at oˆm,N 1 ˆ Yn ◦ P.Gm decays faster than n− 2 −ǫ , (A9)



1



lim n 2 +ǫ sup



n→∞



=



ψm,N (ym,N ) under the law



ˆ



sup



ˆ m y∈B(ˆ om,N ,ρ0 ),N ≥1 y0 ∈G



m pG n (y0 , y) = 0, for any ρ0 > 0.



This assumption is only used to prove Lemma 2.3 below. Let us mention that A9 typically holds whenever the on-diagonal transition densities decay at the same rate, see Remark 2.2 below. Finally, we assume that the random walk on GN × Z, started at the interior boundary of Cm,N × Z, is unlikely to reach the vicinity of xm,N until well after the relaxation time of Y : (A10)



lim



sup



N y0 ∈∂(C c ),z0 ∈Z m



P(y0 ,z0 ) [H(φ−1



m,N (y),zm,N +z)



ǫ < λ−1 N |GN | ] = 0,



for any (y, z) ∈ Gm × Z (note that φ−1 m,N (y) is well-defined for large N by A5). ˆ m in A7 can be different from Remark 2.1. The infinite graphs G the graphs Gm describing the neighborhoods of the points ym,N . The reason is that for A10 to hold, the sets Cm,N will generally have to be of much larger diameter than their subsets B(ym , rN ). Hence, C¯m is not necessarily isomorphic to a subset of the same infinite graph as B(ym , rN ). This situation occurs, for example, if GN is given by a Euclidean box, see Remark 8.4.
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ˆm Remark 2.2. Typically, the weights attached to the vertices of G are uniformly bounded from above and from below, as are the weights in GN (see (A1)). In this case, assumption A9 holds in particular whenever one has the on-diagonal decay ˆ



1



m lim n 2 +ǫ sup pG n (y, y) → 0,



n



ˆm y∈G



see [42], Lemma 8.8, p. 108, 109. From now on, we often drop the N from the notation in GN , Cm,N , xm,N , φm,N and ψm,N . We extend the isomorphisms φm and ψm in A5 and A7 to isomorphisms Φm and Ψzm0 defined on B(ym , rN ) × Z and on C¯m × Z by (2.10) (2.11)



Φm : (y, z) 7→ (φm (y), z − zm ), and



Ψzm0 : (y, z) 7→ (ψm (y), z − z0 ), for z0 ∈ Z.



A crucial consequence of (A5) and (A7) is that for rN ≥ 1, (2.12)



(Xt : 0 ≤ t ≤ TB(ym ,rN −1)×Z ) under Px has the same



distribution as (Φ−1 m (Xt ) : 0 ≤ t ≤ TB(om ,rN −1)×Z ) m under PΦm (x) , and (2.13)



(Xt : 0 ≤ t ≤ TCm ×Z ) under Px has the same distribution ˆ mz0 . as ((Ψzm0 )−1 (Xt ) : 0 ≤ t ≤ TCm ×Z ) under P Ψm (x)



The assumption A9 only enters the proof of the following lemma showing the decay of the probability that the random walk on the ˆ m × Z returns from distance ρ to a constantcylinders Gm × Z or G size neighborhood of (om , 0) or (ψm (ym ), 0) as ρ tends to infinity. Note that this in particular implies that these cylinders are transient and the random interlacements appearing in Theorem 1.1 make sense. Lemma 2.3. (1 ≤ m ≤ M) Assuming A1-A10, for any ρ0 > 0, (2.14)



lim



sup



ˆ m [Hx < ∞] = 0, and P x0



lim



sup



Pm x0 [Hx < ∞] = 0.



ρ→∞ d(x,(ˆ om ,0))≤ρ0 d(x0 ,x)≥ρ ρ→∞ d(x,(o ,0))≤ρ m 0 d(x0 ,x)≥ρ



The proof of Lemma 2.3 requires the following two lemmas of frequent use. Lemma 2.4. Let G be a weighted graph such that 0 < inf wy ≤ sup wy < ∞. y



y
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Y Under PyG , en = (σnY − σn−1 )wYn−1 , n ≥ 1, is a sequence of



iid exp(1) random variables, independent of Y, and (2.16)



inf y wy



ηt



supy wy



≤ ηtY ≤ ηt



, for t ≥ 0,



where ηtν = sup{n ≥ 0 : e1 + . . . + en ≤ νt}, t ≥ 0, with (en )n≥1 as defined above, is a Poisson process with rate ν ≥ 0. Proof. The assertion (2.15) follows from a standard construction of the continuous-time Markov chain Y, see for example [23], pp. 88, 89. For (2.16), note that for any k ≥ 0, w Yk w Yk (2.17) ≤1≤ , supy wy inf y wy hence for t ≥ 0, n n o X Y Y Y ηt = sup n ≥ 0 : (σk − σk−1 ) ≤ t k=1



n n o X (2.17) wYk−1 sup wy Y ) ≤ sup n ≥ 0 : (σkY − σk−1 ≤ t = ηt y , sup w y y k=1



as well as



n o n X (2.17) wY inf w Y (σkY − σk−1 ) k−1 ≤ t = ηt y y . ηtY ≥ sup n ≥ 0 : inf y wy k=1







Lemma 2.5. (2.18)



PzZ [z ′ ∈ Z[s,t]] ≤ c



1+t−s √ , for 0 < s ≤ t < ∞, z, z ′ ∈ Z. s



Proof. By the strong Markov property applied at time s+Hz ′ ◦θs , Z  t+1  Z (2.19) Ez 1{Zr =z ′ } dr s Z t+1   Z ≥ Ez s + Hz ′ ◦ θs ≤ t, 1{Zr =z ′ } dr ≥ ≥



s+Hz ′ ◦θs Z  1  Z Z Pz [Hz ′ ◦ θs ≤ t − s]Ez ′ 1{Zr =z ′ } dr 0 PzZ [z ′ ∈ Z[s,t] ]EzZ′ [σ1Z ∧ 1] ≥ cPzZ [z ′ ∈ Z[s,t] ].



It follows from the local central limit theorem, see [19], (1.10), p. 14, (or from a general upper bound on heat kernels of random walks, see Corollary 14.6 in [47]) that √ (2.20) PzZ [Zn = z ′ ] ≤ c/ n, for all z and z ′ in Z and n ≥ 1.
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Using an exponential bound on the probability that a Poisson variable of intensity 2t is not in the interval [t, 4t], it readily follows that PzZ [Zt = √ z ′ ] ≤ c/ t for all t > 0, hence Z Z t+1  t+1  1+t−s 1 Z √ dr ≤ c √ . Ez 1{Zr =z ′ } dr ≤ c r s s s



With (2.19), this implies (2.18).







ˆm Proof of Lemma 2.3. Denote by G either one of the graphs G ˆ m and Pm . Assume or Gm and by P the corresponding probabilities P for the moment that for all n ≥ c(ǫ, ρ0 ), (2.21)



sup



sup



y0 ∈G y∈B(o,ρ0 )



1



− 2 −ǫ , pG n (y0 , y) ≤ c(ρ0 )n



where o denotes the corresponding vertex oˆm,N or om . For any points x = (y, z) in B((o, 0), ρ0) and x0 = (y0 , z0 ) in G×Z such that d(x0 , x) ≥ ρ, we have ∞ X (2.22) P(y0 ,z0 ) [Yn = y, z ∈ Z[σnY ,σn+1 Y Px0 [Hx < ∞] ≤ ] ], n=[ρ]



By independence of (Y, σ Y ) and Z, the probability in this sum can be rewritten as i h Z G Ey0 Yn = y, Pz0 [z ∈ Z[s,t]] s=σnY , Y t=σn+1



which by the estimate (2.18) and the strong Markov property at time σnY is smaller than h 1 + σ1 ◦ θσnY i (A1) G h 1 i G p ≤ cEy0 Yn = y, p . cEy0 Yn = y, σnY σnY By (2.15) and A1, the sum in (2.22) can be bounded by ∞ ∞ h i X X 1 1 G (2.23) c pn (y0 , y)E √ ≤c pG n (y0 , y) √ , e1 + . . . + en n n=[ρ]



n=[ρ]



where we have used that E[1/(e1 + . . . + en )] = 1/(n − 1) for n ≥ 2 (note that e1 + . . . + en is Γ(n, 1)-distributed), together with Jensen’s inequality. By the bound assumed in (2.21), this implies with (2.22) that ∞ X sup Px0 [Hx < ∞] ≤ c(ρ0 ) n−1−ǫ . d(x,(o,0))≤ρ0 d(x0 ,x)≥ρ



n=[ρ]



Since the right-hand side tends to 0 as ρ tends to infinity, this proves ˆ m and Gm in place both claims in (2.14), provided (2.21) holds for G ˆ of G. In fact, (2.21) does hold for G = Gm by assumption A9, and also holds for G = Gm by the following argument: Consider any y0 ∈
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Gm , y ∈ B(om , ρ0 ) and n ≥ 0. Choose N sufficiently large such that rN − d(y0 , om ) > n and both y0 and y are contained in B(om , rN ) (cf. A5). Using the isomorphism ψˆ = ψm ◦ φ−1 m from B(om , rN ) to ˆ B(ˆ om , rN ) ⊂ Gm , we deduce that (2.24)



Gm m pG n (y0 , y) = Py0 [Yn = y, TB(om ,rN −1) ≥ rN − d(y0 , om )].



ˆm G ˆ = Pψ(y om ,rN −1) ≥ rN − d(y0 , om )] ˆ ) [Yn = ψ(y), TB(ˆ 0



≤



ˆm ˆ ˆ pG n (ψ(y0 ), ψ(y))



1



≤ c(ρ0 )n− 2 −ǫ ,



using A9 in the last step. This concludes the proof of Lemma 2.3.  3. Auxiliary results on excursions and local times In this section we reproduce a suitable version of the partially inhomogeneous grids on Z introduced in Section 2 of [36]. These grids allow to relate excursions of the walk Z associated to the grid points ˆ of Z. This is essento the total time elapsed and to the local time L tially the content of Proposition 3.3 below, quoted from [36]. We then ˆ of Z complement this result with an estimate relating the local time L to the local time L of the continuous-time process Z in Lemma 3.4. ∗ For integers 1 ≤ dN ≤ hN and points zl,N , 1 ≤ l ≤ M, in Z (to be specified below), we define the intervals



(3.1)



Il = [zl∗ − dN , zl∗ + dN ] ⊆ I˜l = (zl∗ − hN , zl∗ + hN ),



∗ dropping the N from zl,N for ease of notation. The collections of these intervals are denoted by



(3.2)



I = {Il , 1 ≤ l ≤ M}, and I˜ = {I˜l , 1 ≤ l ≤ M}.



The anisotropic grid GN ⊂ Z, is defined as in [36], (2.4): (3.3)



∗ ∗ GN = GN ∪ G 0 , where GN = {zl∗ , 1 ≤ l ≤ M} and



0 GN = {z ∈ 2hN Z : |z − zl∗ | ≥ 2hN , for 1 ≤ l ≤ M}.



It remains to choose dN , hN and zl∗ . In [36], no upper bound other than o(|GN |) is needed on the distance between neighboring grid points, but −1/2 we want an upper bound not much larger than λN . A consequence of this requirement is that unlike in [36], we may attach several points zl∗ to the same limit vm in A4. We satisfy this requirement by a judicious choice such that (3.4) (3.5) (3.6)



−1/2



λN



−1/2



|GN |ǫ/8 ≤ dN , dN = o(hN ), hN ≤ λN



min



1≤l


|zl∗ − zl∗′ | ≥ 100hN , and



|GN |ǫ/4 ,



∗ ∗ {z1 , . . . , zM } ⊆ ∪M l=1 [zl − [dN /2], zl + [dN /2]],



for all N ≥ c(ǫ, M).



120



4. Random walks on cylinders and random interlacements



∗ Proposition 3.1. Points z1∗ , . . . , zM in Z and sequences dN , hN in N satisfying (3.4)-(3.6) exist.



The proof of Proposition 3.1 is a consequence of the following simple lemma, asserting that for prescribed numbers a, b and q ≥ 2, any M points in a metric space can be covered by balls of radius between a and b2M a, such that the balls with radius multiplied by b are disjoint and no more than M balls are required. Lemma 3.2. Let X be a metric space and x1 , . . . , xM , M ≥ 1, points in X . Consider real numbers a ≥ 1 and b ≥ 2. Then for some M∗ ≤ M and a ≤ p ≤ b2M a, there are points {x∗1 , . . . , x∗M∗ } in X such that [ B(x∗i , p) ⊇ {x1 , . . . , xM }, 1≤i≤M∗



∗ and the balls (B(x∗i , bp))M i=1 are disjoint,



where B(x, r) denotes the closed ball of radius r ≥ 0 centered at x ∈ X . Proof of Proposition 3.1. Lemma 3.2, applied with X = Z and the points z1 , . . . , zM with −1/2



a = [λN



|G|ǫ/8] and b = [(|G|ǫ/8 )1/(2M +1) ],



∗ in Z and a p between a and b2M a such that yields points z1∗ , . . . , zM ∗ (3.4)-(3.6) hold for dN = [2p], hN = [bp/100] and M∗ in place of M. ∗ ∗ The additional points zM , . . . , zM can be chosen arbitrarily subject ∗ +1 only to (3.5). 



Proof of Lemma 3.2. For m ≥ 0, set



km = min{k ≥ 0 : for some x′1 , . . . , x′k in X ,



∪ki=1 B(x′i , b2m a) ⊇ {x1 , . . . , xM }},



m and denote points for which the minimum is attained by xm 1 , . . . , xkm . The first observation on km is that clearly 1 ≤ km ≤ M. The second observation is that for m ≥ 0,



2m+1 either the balls B(xm a), 1 ≤ i ≤ km , are disjoint, or km+1 < km . i ,b



2m+1 2m+1 a) ∩ B(xm a) for 1 ≤ i < Indeed, assume that x¯ ∈ B(xm j ,b i ,b 2(m+1) j ≤ km . Then since b ≥ 2, the km − 1 balls of radius b a centered m m m } ∪ {¯ x }) \ {x , x } still cover {x , . . . , x }. Thanks at ({xm , . . . , x 1 M i j 1 km to these two observations, we may define 2m+1 m∗ = min{m ≥ 0 : B(xm a), 1 ≤ i ≤ km , are disjoint} ≤ M, i ,b



∗ and set M∗ = km∗ , x∗i = xm for 1 ≤ i ≤ M∗ and p = b2m∗ a. i







The grids GN we consider from now on are specified by (3.1)-(3.6). In order to define the associated excursions, we define the sets C and
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O, whose components are intervals of radius dN and hN , centered at the points in the grid GN , i.e. (3.7)



C = GN + [−dN , dN ] ⊂ O = GN + (−hN , hN ).



The times Rn and Dn of return to C and departure from O of the process Z are defined as (3.8)



R1 = HC , D1 = TO ◦ θR1 + R1 , and for n ≥ 1, Rn+1 = R1 ◦ θDn + Dn , Dn+1 = D1 ◦ θDn + Dn ,



so that 0 ≤ R1 < D1 < . . . < Rn < Dn , PzZ -a.s. For later use, we denote for any α > 0, (3.9)



tN = E0Z [T(−hN +dN ,hN −dN ) ] + EdZN [T(−hN ,hN ) ] = (hN − dN )2 + h2N − d2N ,



3/4



3/4



(3.10) σN = [α|G|2/tN ], k∗ (N) = σN − [σN ], k ∗ (N) = σN + [σN ],



where we will often drop the N from now on. We come to the crucial result on these returns and departures from [36], relating the times Dk ˆ of Z ((3.12)to the total time elapsed (3.11) and to the local time L (3.14)). Proposition 3.3. Assuming A2, (3.11)



lim P0Z [Dk∗ ≤ α|GN |2 ≤ Dk∗ ] = 1.



(3.12)



ˆz ˆz lim sup E0Z [(|L [α|GN |2 ] − LDk∗ |/|GN |) ∧ 1] = 0.



(3.13)



sup max



(3.14)



N



N z∈C



i hN Z h X 1{ZRk ∈I} < ∞. E0 N I∈I |GN | 1≤k≤k∗ i h X ˆ z − hN 1 lim max sup E0Z L /|GN | = 0. {Z ∈I} Dk∗ Rk N



I∈I z∈I



1≤k≤k∗



Proof. The above statement is proved by Sznitman in [36]. Indeed, in [36], the author considers three sequences of non-negative integers (aN )N ≥1 , (hN )N ≥1 , (dN )N ≥1 , such that (3.15)



limN aN = limN hN = ∞, and dN = o(hN ), hN = o(aN ) (cf. (2.1) in [36]),



∗ as well as sequences zl,N of points in Z satisfying (3.5) (cf. (2.2) in [36]). The grids GN are then defined as in (3.3) (cf. (2.4) in [36]) and the corresponding sets C and O as in (3.7) (cf. (2.5) in [36]). For any γ ∈ (0, 1], z ∈ Z, Sznitman in [36] then introduces the canonical law Qγz on ZN of the random walk on Z which jumps to one of its two neighbors with probability γ/2 and stays at its present location with probability 1 − γ. The times (Rn )n≥1 and (Dn )n≥0 of return to C and departure from O are introduced in (2.9) of [36], exactly as in (3.8) above. The sequences tN , σN , k∗ (N), k ∗ (N) are defined in (2.10)-(2.12) of [36] as
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in (3.9) and (3.10) above, with |GN | replaced by aN and E.Z replaced by the Qγ. -expectation E.γ . Under these conditions, the statements (3.11)(3.14) are proved in [36], Proposition 2.1, with |GN | replaced by aN and P0Z and E0Z replaced by P0γ and E0γ . All we have to do to deduce the above statements is to choose γ = 1 and aN = |GN | in Proposition 2.1 of [36], noting that (3.15) is then satisfied, by (3.4) and A2.  We now relate the local time of Z to the local time of the continuoustime process Z. Lemma 3.4.  z  ˆ sup E0Z L [α|GN |2 ] ≤ c(α)|GN |, for α > 0.



(3.16)



z∈Z



ˆz lim sup E0Z [(|Lzα|GN |2 − L [α|GN |2 ] |/|GN |) ∧ 1] = 0.



(3.17)



N



z∈Z



√ Proof. For (3.16), apply the bound P0 [Zn = z] ≤ c/ n (cf. (2.20)), see (2.34) in [36]. We write T = α|G|2 . By the strong Markov property applied at Z time σ[T ] ∧ T, Z ∨T hZ σ[T i ] Z z z Z E0 [|LσZ − LT |] = E0 (3.18) 1{Zs =z} ds [T ]



Z ∧T σ[T ]



≤ sup



z0 ∈Z



≤



Z



EzZ0



T 2/3



0



hZ



Z −T | |σ[T ]



0



1{Zs =z} ds



i



Z 2 2/3 sup PzZ0 [Zs = z]ds + E0Z [(σ[T , ] − T ) ]/T



z0 ∈Z



using the Chebyshev inequality in the last step. By the bound (2.18) on PzZ0 [Zs = z] and a bound of cT on the variance of the Γ([T ], 1)Z distributed variable σ[T ] , the right-hand side of (3.18) is bounded by 1/3 cT . Hence, the expectation in (3.17) is bounded by (3.19)



ˆ z |/|G|) ∧ 1]. c(α)|G|−1/3 + E0Z [(|LzσZ − L [T ] [T ]



The strategy is to now split up the last expectation into expectations on the events ˆ z > θ|G|}, ˆ z < δ|G|}, A3 = {L ˆ z ≤ θ|G|}, A2 = {L A1 = {δ|G| ≤ L [T ] [T ] [T ] for 0 < δ < θ. In this way, one obtains the following bound on (3.19): (3.20)



c(α)|G|−1/3 +



E0Z



]−1  i h  [TX Z (σn+1 − σnZ − 1)1{Zn =z} /|G| ∧ 1 A1 , 



+ 2δ +



n=0 Z P0 [A3 ],



3. Auxiliary results on excursions and local times
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Z where we have used the fact that (σn+1 − σnZ )n≥0 are iid exp(1) variables independent of Z to bound the expectation on A2 by 2δ. By Chebyshev’s inequality and (3.16),  z  ˆ P0Z [A3 ] ≤ E0Z L [α|G|2 ] /(θ|G|) ≤ c(α)/θ.



In order to bound the expectation in (3.20), we apply Fubini’s theorem to obtain E0Z



]−1  i h  [TX Z Z (σn+1 − σn − 1)1{Zn =z} /|G| ∧ 1 A1 , n=0



≤



E0Z







ˆz ) A1 , f (L [T ]



ˆz  L [T ] |G|



,



where for any l ≥ 1, f (l) =



E0Z



l−1  h X i Z Z (σn+1 − σn − 1) /l ∧ (|G|/l) . n=0



Collecting the above estimates and using the definition of A1 , we have found the following bound on the expectation in (3.17) for any z ∈ Z: c(α)|G|−1/3 + θ sup f (l) + 2δ + l≥δ|G|



c(α) . θ



Note that this expression does not depend on z, so it remains unchanged after taking the supremum over all z ∈ Z. Since moreover supl≥δ|G| f (l) tends to 0 as |G| tends to infinity by the law of large numbers and dominated convergence, this shows that the left-hand side of (3.17) (with lim replaced by lim sup) is bounded from above by 2δ + c(α)/θ. The result follows by letting δ tend to 0 and θ to infinity.  Consider now the times Rn and Dn , defined as the continuous-time analogs of the times Rn and Dn in (3.8): Z , for n ≥ 1, Rn = σRZ n and Dn = σD n



so that the times Rn and Dn coincide with the successive times of return to C and departure from O for the process Z. We record the following observation: Lemma 3.5. For any sequence aN ≥ 0 diverging to infinity, (3.21)



lim sup EzZ [|DaN /DaN − 1| ∧ 1] = 0. N



z∈Z



P Proof. We define the function g : N → R by g(n) = ni=1 (σiZ − Z σi−1 )/n, so that DaN /DaN = g(DaN ). By independence of the two
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sequences (σnZ )n≥1 and (Dn )n≥1 , Fubini’s theorem yields (3.22)



sup EzZ [|DaN /DaN − 1| ∧ 1] z∈Z   = sup EzZ E0Z [|g(n) − 1| ∧ 1] n=Da , N



z∈Z



where we have used that the distribution of (σnZ )n≥1 is the same under all measures PzZ , z ∈ Z. Fix any ǫ > 0. By the law of large numbers, the E0Z -expectation in (3.22) is less than ǫ for all n ≥ c(ǫ). Hence, for any N such that c(ǫ) ≤ aN , we have c(ǫ) ≤ aN ≤ DaN and the expression in (3.22) is less than ǫ.  4. Excursions are almost independent The purpose of this section is to derive an estimate on the continuoustime excursions (X[Rk ,Dk ] )1≤k≤k∗ between C and the complement of O. The main result is Lemma 4.3, showing that these excursions can essentially be replaced by independent excursions after conditioning on the Z-projections of the successive return and departure points. The reason is that the GN -component of X has enough time to mix and become close to uniformly distributed between every departure and subsequent return, thanks to the choice of hN in the definition of the grids GN , see (3.4). The following estimate is the crucial ingredient: Proposition 4.1. G 1 ′ N sup qt (y, y ) − (4.1) ≤ e−λN t , for t ≥ 0. ′ |G | y,y ∈GN N



Proof. If wy = 1 for all y ∈ G, then the statement is immediate from [28], Corollary 2.1.5, page 328. As we now show, the argument given in [28] extends to the present context. For any |G| × |G| matrix A and real-valued function f on G, we define the function Af by X Af (y) = Ay,y′ f (y ′). y ′ ∈G



We define the matrices K and W by Ky,y′ = pG (y, y ′) and Wy,y′ = wy δy=y′ , for y, y ′ ∈ G. Then we claim that for any real-valued function f on G, (4.2)



Ey [f (Yt )] = Ht f (y), where Ht = e−tW (I−K) , t ≥ 0.



In words, this claim asserts that the infinitesimal generator matrix Q of the Markov chain (Yt )t≥0 is given by Q = −W (I − K), an elementary fact that is proved in [23], Theorem 2.8.2, p. 94. Recall the definition of the Dirichlet form D from (2.8). Let us also define the inner product of real-valued functions f and g on G by X hf, gi = f (y)g(y)|G|−1. y∈G



4. Excursions are almost independent



125



Then elementary computations show that d µ((Ht f )2 ) = −2 hW (I − K)Ht f, Ht f i = −2D(Ht f, Ht f ). dt This equation implies that the function u, defined by u(t) = varµ (Ht f ), t ≥ 0, satisfies (2.9)



u′ (t) = −2D(Ht (f − µ(f )), Ht(f − µ(f ))) ≤ −2λN u(t), t ≥ 0,



hence by integration of of u′ /u, (4.3)



varµ (Ht f ) = u(t) ≤ e−2λN t u(0) = e−2λN t varµ (f ).



Using symmetry of qtG (., .), (4.2) and the Cauchy-Schwarz inequality for the first estimate, we obtain for any t ≥ 0 and y, y ′ ∈ G,   1 X G ′′ G ′′ ′ G ′ |G|q (y, y ) − 1 = |G|qt/2 (y, y ) − 1 |G|qt/2 (y , y ) − 1 t |G| y ′′ ∈G



1/2



1/2 varµ Ht/2 |G|δy′ (.) (4.3) 1/2 1/2 ≤ e−λN t varµ |G|δy (.) varµ |G|δy′ (.)



≤ varµ Ht/2 |G|δy (.) = e−λN t (|G| − 1).



Dividing both sides by |G|, we obtain (4.1).







Next, we show that the time between any departure and successive return indeed is typically much longer than the relaxation time λ−1 N of Y: Lemma 4.2. (4.4)



ǫ lim sup |GN |−ǫ/16 log sup P0Z [Rk − Dk−1 ≤ λ−1 N |GN | ] < 0. N



k≥2



Proof. By (3.4), we may assume that N is large enough so that dN < hN /2. We put ǫ/8 γ = 2λ−1 , N |GN | so that γ diverges as N tends to infinity (see below A1), and define the stopping times (Un )n≥1 as the times of successive displacements of Z at √ distance [ γ], i.e. √ U1 = inf{t ≥ 0 : |Zt − Z0 | ≥ [ γ]}, and for n ≥ 2, Un = U1 ◦ θUn−1 + Un−1 . To get from a point in O c to C, Z has to travel a distance of at least √ √ hN /2 ≥ [hN /(2 γ)][ γ]. As a consequence, Rk − Dk−1 ≥ U[hN /(2√γ)] ◦ θDk−1 and it follows from the strong Markov property applied at time Dk−1 , then inductively at the times U[hN /(2√γ)]−1 , . . . , U1 that (4.5)



P0Z [Rk − Dk−1 ≤ γ] ≤ eE0Z [exp{−U[hN /(2√γ)] /γ}] [h /(2√γ)] . ≤ e E0Z [exp{−U1 /γ}] N
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Since U1 = T(−[√γ],[√γ]) = σTZ(−[√γ],[√γ]) , we find with independence of (σnZ )n≥0 and T(−[√γ],[√γ]) ,   √ √ E0Z [exp{−U1 /γ}] = E0Z (1 − 1/γ)T(−[ γ],[ γ]) ,



by computing the moment generating function of the Γ(n, 1)-distributed variable σnZ . By the invariance principle, the last expectation is bounded from above by 1 − c for some constant c > 0. Inserting this bound √ into (4.5) and using the bound hN ≥ c γ|GN |ǫ/16 from (3.4), we find (4.4).  We finally come to the announced result, which is similar to Proposition 3.3 in [36]. We introduce, for G any one of the graphs GN , Z or GN × Z, the spaces P(G)f of right-continuous functions from [0, ∞) to G with finitely many discontinuities, endowed with the canonical σ-algebras generated by the finite-dimensional projections. The measurable functions (.)ss10 from P(G) to P(G)f are defined for 0 ≤ s0 < s1 by ((w)ss10 )t = w(s0 +t)∧s1 , t ≥ 0.



(4.6)



Given z ∈ C and z ′ with Pz [ZD1 = z ′ ] > 0, for Pz defined in (2.4) (in other words z ′ ∈ ∂ I˜ if ∂ I˜ is the connected component of O containing z), we set Pz,z ′ = Pz [.|ZD1 = z ′ ].



(4.7)



Lemma 4.3. For any measurable functions fk : P(GN )f × P(Z)f → [0, 1], 1 ≤ k ≤ k∗ , h Y i i h Y Dk D1 Z (4.8) lim E EZRk ,ZDk [fk ((X)0 )] = 0. fk ((X)Rk ) − E0 N



1≤k≤k∗



1≤k≤k∗



Proof of Lemma 4.3. Consider first arbitrary measurable functions gk : P(G)f → [0, 1], 1 ≤ k ≤ k∗ , real numbers 0 ≤ s1 < s′1 < . . . < sk∗ < s′k∗ < ∞ and set s′



Hk = gk ((Y)skk ). With the simple Markov property applied at time sk∗ , then at time sk∗ −1 , one obtains h Y i i  h Y s′ −sk Hk = E G Hk EYGs [gk∗ ((Y)0k∗ ∗ )] EG 1≤k≤k∗ −1



1≤k≤k∗



=E



G







Y



1≤k≤k∗ −1



Hk



X y∈G



k∗



qsGk∗ −s′k −1 (Ysk∗ −1 , y) ∗



 s′ −sk EyG [gk∗ ((Y)0k∗ ∗ )].



With the estimate (4.1) on the difference between the transition probability of Y inside the expectation and the uniform distribution and the



4. Excursions are almost independent fact that gk ∈ [0, 1], it follows that h h Y i G Y G E H − E k 



i s′k∗ −sk∗ G )] Hk E [gk∗ ((Y)0



1≤k≤k∗ −1 c|G| exp{−(sk∗ − s′k∗ −1 )λN }.



1≤k≤k∗



≤
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By induction, we infer that h i Y G Y s′k −sk s′k G (4.9) )] E [gk ((Y)0 gk ((Y)sk ) − E 1≤k≤k∗



1≤k≤k∗



≤ c|G|



X



−(sk −s′k−1 )λN



e



.



2≤k≤k∗



Let us now consider the first expectation in (4.8). By Fubini’s theorem, we find that i i h h Y i h Y s′k s′k G Z k ′ ) , (¯ z ) f ((Y) E ) = E fk ((X)D E sk s sk k Dk . 0 Rk k (¯ z )sk =(Z)R



k



1≤k≤k∗



1≤k≤k∗



Observe that (4.9) applies to the E G -expectation with s′



gk (.) = fk (., (¯ z )skk ), and yields h Y i h Y i  s′k −sk Dk Dk Z G fk ((X)Rk ) − E0 (4.10) E , (Z)Rk ) E fk ((Y)0 1≤k≤k∗



≤ c|G|



1≤k≤k∗



X



E0Z [e−(Rk −Dk−1 )λN ].



2≤k≤k∗



Note that for large N, the last term can be bounded with the estimate (4.4) on Rk − Dk−1 : X E0Z [e−(Rk −Dk−1 )λN ] ≤ ck∗ exp{−c′ |G|cǫ } (4.11) 2≤k≤k∗



(3.10)



≤ c(α)|G|c exp{−c′ |G|cǫ }.



It thus only remains to show that the second expectation on the lefthand side of (4.10) is equal to the second expectation in (4.8). Note that for any measurable functions hk : P(Z)f → [0, 1], 1 ≤ k ≤ k∗ and points z1 , . . . , zk∗ , z1′ , . . . , zk′ ∗ in Z such that PzZk [ZD1 = zk′ ] > 0 for 1 ≤ k ≤ k∗ , one has by two successive inductive applications of the strong Markov property at the times Rk∗ , Dk∗ −1 , Rk∗ −1 , . . . , D1 , with the
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convention Pz0′ = P , h \ i Y k E0Z {ZRk = zk , ZDk = zk′ }, ) hk ((Z)D Rk 1≤k≤k∗



1≤k≤k∗



 Y  D1 Z ′ Z ′ [ZR1 = zk ]Ezk ,zk [hk ((Z)0 )]Pzk [ZD1 = zk ] Pzk−1 = ′ 1≤k≤k∗



= P0Z



h \



1≤k≤k∗



{ZRk = zk , ZDk = zk′ } zk , zk′



i Y



1 Ezk ,zk′ [hk ((Z)D 0 )].



1≤k≤k∗



Summing this last equation over all as above, one obtains i h Y i h Y D1 Z k [h ((Z) )] . E ) = E hk ((Z)D E0Z k ,Z Z 0 0 Rk Dk Rk 1≤k≤k∗



1≤k≤k∗



Applying this equation with  s′k  s′k −sk G k ) , (¯ z ) ) = E f ((Y) hk ((Z)D s k k 0 Rk



s′



D



(¯ z )s.. =(Z)R k



,



k



substituting the result into (4.10) and remembering (4.11), we have shown (4.8).  5. Proof of the result in continuous time



The purpose of this section is to prove in Theorem 5.1 the continuoustime version of Theorem 1.1. Let us explain the role of the crucial estimates appearing in Lemmas 5.2 and 5.3. Under the assumptions A1-A10, these lemmas exhibit the asymptotic behavior of the Pz,z ′ probability (see (4.7)) that an excursion of the path X visits vertices in the neighborhoods of the sites xm contained in a box GN × I. It is in particular shown that the probability that a set Vm in the neighborhood of xm is visited equals capm (Φm (Vm ))hN /|GN |, up to a multiplicative factor tending to 1 as N tends to infinity. This estimate is similar to a more precise result proved by Sznitman for GN = (Z/NZ)d in Lemma 1.1 of [37], where an identity is obtained for the same probability, if the distribution of the starting point of the excursion is the uniform distribution on the boundary of GN × I˜ (rather than the uniform distribution on GN × {z}). According to the characterization (1.5), these crucial estimates show that the law of the vertices in the neighborhood of xm not visited by m ×Z such an excursion is comparable to QG hN /|GN | . In Lemma 4.3 of the prek vious section, we have seen that different excursions of the form (X)D Rk , conditioned on the entrance and departure points of the Z-projection, are close to independent for large N. According to the observation outlined in the last paragraph, the level of the random interlacement appearing in the neighborhood of xm at time α|GN |2 is hence approximately equal to hN /|GN | times the number of excursions to the interval I performed until time α|GN |2 . As we have seen in Proposition 3.3



5. Proof of the result in continuous time
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ˆ zm 2 /|GN | and Lemma 3.4, this quantity is close to the local time L α|GN | for large N. An invariance principle for local times due to R´ev´esz [25] (with assumption A4) serves to identify the limit of this quantity, hence the level of the random interlacement appearing in the large N limit, as L(vm , α). This strategy will yield the following result: Theorem 5.1. Assume that A1-A10 are satisfied. Q Then the graphs Gm × Gm × Z are transient and as N tends to infinity, the M m=1 {0, 1} M R+ -valued random variables  ωη1,N X



α|GN |



, . . . , ωηM,N X 2



α|GN |2



,



1 Lzα|G 2 N|



|GN |



,...,



M  Lzα|G 2 N|



|GN |



, α > 0,



defined by (1.4), (2.6), with rN and φm,N chosen in (5.1) and (5.2), converge in joint distribution under P to the law of the random vector (ω1 , . . . , ωM , U1 , . . . , Um ) with the following distribution: (Um )M m=1 is distributed as (L(vm , α))M m=1 M under W , and conditionally on (Um )M m=1 , the random variables (ωm )m=1 have joint distribution Y m ×Z QG . Um 1≤m≤M



Proof. The transience of the graphs Gm × Z is an immediate consequence of Lemma 2.3. To define the local pictures in (1.4), we choose the rN in (1.3) as   (5.1) rN = min′ d(xm,N , xm′ ,N ) ∧ rN ∧ dN /3, 1≤m


cf. A3, A5, (3.4)



(5.2)



and φm,N as the restriction of the isomorphism in A5 to B(ym,N , rN ).



Then the local pictures in (1.4) are defined. We set (5.3) Bm,N = B(xm,N , rN − 1) and Bm,N = Φm,N (Bm,N ), for rN ≥ 1. From now on, we drop N from the notation in φm,N , Bm,N and Bm,N for simplicity. Our present task is to show that for arbitrarily chosen finite subsets Vm of Gm × Z, (5.4) AN (α|GN |2 , α|GN |2 ) → A(α), for any θm ∈ R+ , 1 ≤ m ≤ M.
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where for times s, s′ ≥ 0 and Vm = Φ−1 m Vm (well-defined for large N, see (2.10)), h Y n θ oi m zm ′ 1{HVm >s} exp − (5.5) AN (s, s ) = E , and L′ |GN | s 1≤m≤M h n oi X (5.6) A(α) = E W exp − L(vm , α)(capm (Vm ) + θm ) . 1≤m≤M



Theorem 5.1 then follows, as a result of the equivalence of weak convergence and convergence of Laplace transforms (see for example [7], p. the compactness of the set of probability measures on Q 189-191), Gm ×Z on Qm {0, 1}Gm×Z , and the fact that the canonical product σ-algebra M {0, 1} is generated by the π-system of events ∩ {ω(x) = m=1 m 1, for all x ∈ Vm }, with Vm varying over finite subsets of Gm × Z. We first introduce some additional notation and state some inclusions we shall use. For any interval I ∈ I (cf. (3.2)), we denote by JI the set of indices m such that zm ∈ I: (5.7)



JI = {1 ≤ m ≤ M : zm,N ∈ I} / = ∅ if no zm,N belongs to I.



Note that the set JI depends on N. Indeed, so does the labelling of the intervals Il in I. It follows from the definition of rN that ¯m )1≤m≤M are disjoint, cf. (5.3). (5.8) the balls (B Since the sets Vm are finite, we can choose a parameter κ > 0 such that Vm ⊂ B((om , 0), κ) for all m and N. Since rN tends to infinity with N, there is an N0 ∈ N such that for all N ≥ N0 , we have rN ≥ 1 as well as for all I ∈ I and m ∈ JI , (5.9) Vm ⊂ B((om , 0), κ) ⊂ Bm ⊂ −1 −1 ↓ Φ−1 ↓ Φ ↓ Φ m m m Vm



⊂ B(xm , κ)



⊂ Bm



(5.1)



⊂



B(om , rN − 1) × Z B(ym , rN − 1) × I.



Since dN = o(|GN |) (cf. (3.4), A2), any two sequences zm that are contained in the same interval I ∈ I infinitely often, when divided by |GN |, must converge to the same number vm , cf. (A4). By A8, we can hence increase N0 if necessary, such that for all N ≥ N0 , (5.10)



for m and m′ in JI , either Cm = Cm′ or Cm ∩ Cm′ = ∅.



We use VI,m to denote the union of all sets Vm′ included in Cm × I and VI for the union of all Vm included in GN × I, i.e. [ VI,m = (5.11) Vm′ ⊂ Cm × I, and m′ ∈JI :Cm′ =Cm



VI =



[



m∈JI



(5.9)



Vm ⊂ GN × I,



5. Proof of the result in continuous time
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with the convention that the union of no sets is the empty set. The proof of (5.4) uses three additional Lemmas that we now state. The first two lemmas show that the probability that the continuoustime random walk X started from the boundary of GN × I hits a point in the set VI ⊂ GN × I (cf. (5.11)) before exiting G × I˜ behaves like hN /|GN | times the sum of the capacities of those sets Vm whose preimages under Φm are subsets of GN × I. Lemma 5.2. Under A1-A10, for N ≥ N0 (cf. (5.9), (5.10)), any ˜ z1 ∈ ∂(I c ) and z2 ∈ ∂ I, ˜ I ∈ I, I ⊂ I˜ ∈ I, −1  hN  dN dN (5.12) 1 − c ≤ Pz1 ,z2 HVI < TB˜ capB˜ (VI ) ≤1+c , hN |GN | hN X ˜ V ]wx . ˜ = GN × I˜ and cap ˜ (VI ) = Px [T ˜ < H where B B



B



I



x∈VI



Lemma 5.3. With the assumptions and notation of Lemma 5.2, X m lim max capB˜ (VI ) − (5.13) cap (Vm ) = 0. N



I∈I



m∈JI



The next lemma allows to disregard the the effect of the random walk trajectory until time D1 , cf. (5.15), as well as the difference between Dk∗ and Dk∗ , cf. (5.16). Lemma 5.4. Assuming A1, Pz [Hx ≤ Dk∗ −k∗ ] = 0.



(5.14)



lim



(5.15)



lim sup Pz [H∪I VI ≤ D1 ] = 0. N z∈Z i h Y Y lim E 1{HVm >Dk∗ } = 0. 1{HVm >Dk∗ } −



sup



N z∈Z,x∈GN ×Z



(5.16)



N



1≤m≤M



1≤m≤M



Before we prove Lemmas 5.2-5.4, we show that they allow us to deduce Theorem 5.1. Throughout the proof, we set T = α|GN |2 and say that two sequences of real numbers are limit equivalent if their difference tends to 0 as N tends to infinity. We first claim that in order to show (5.4), it is sufficient to prove that A′N = AN (Dk∗ , T ) → A(α), for α > 0.



(5.17)



Indeed, by (5.16), the statement (5.17) implies that also (5.18)



lim AN (Dk∗ , T ) = A(α), for α > 0. N



Now recall that Dk∗ ≤ T ≤ Dk∗ with probability tending to 1 by (3.11). Together with (3.21), it follows that lim P0Z [(1 − δ)Dk∗ ≤ T ≤ (1 + δ)Dk∗ ] = 1, for any δ > 0. N
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Monotonicity in both arguments of AN (., .), (5.17) and (5.18) hence yield  lim sup AN T /(1 − δ), T /(1 − δ) ≤ lim sup AN (Dk∗ , T ) = A(α) and N N  lim inf AN T /(1 + δ), T /(1 + δ) ≥ lim inf AN (Dk∗ , T ) = A(α), N



N



for 0 < δ < 1. Replacing α by α(1 − δ) and α(1 + δ) respectively, we deduce that A(α(1 + δ)) ≤ lim inf AN (T, T ) ≤ lim sup AN (T, T ) ≤ A(α(1 − δ)), N



N



for α > 0 and 0 < δ < 1, from which (5.4) follows by letting δ tend to 0 and using the continuity of A(.). Hence, it suffices to show (5.17). By (3.17) A′N is limit equivalent to n h oi X θm ˆ zm , E 1∩m {HVm >Dk∗ } exp − L (5.19) |GN | [T ] 1≤m≤M which by (5.15) remains limit equivalent if the event ∩m {HVm > Dk∗ } is replaced by n o A = for all 2 ≤ k ≤ k∗ , if ZRk ∈ I for some I ∈ I, X[Rk ,Dk ] ∩ VI = ∅ ,



cf. (3.2). Making use of (3.12) and (3.14) (together with ZRk = ZRk ) we find that A′N is limit equivalent to (cf. (5.7)) P h n X hN ( m∈J θm ) X oi Il E 1A exp − (5.20) 1{ZRk ∈Il } . |GN | 1≤l≤M 1≤k≤k ∗



Since hN = o(|GN |) (cf. (3.4), A2), this expectation remains limit equivalent if we drop the k = 1 term in the second sum. In other words, the expression in (5.20) is limit equivalent to (recall the notation from (4.6)) E



k∗ hY



k=2



i f f k ) f ((X)D Rk , with f : P(GN ) × P(Z) → [0, 1] defined by



 Y  1 − 1{w0 ∈GN ×Il } 1{w[0,∞) ∩VIl 6=∅} f (w) = 1≤l≤M



 hN ( exp −



P



m∈JIl



|GN |



θm )



1{w0 ∈GN ×Il}







.



By Lemma 4.3 with f1 = 1, fk = f for 2 ≤ k ≤ k∗ , A′N is hence limit equivalent to i h Y D1 Z EZRk ,ZDk [f ((X)0 )] . E0 2≤k≤k∗
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The above expression equals "  Y  Z (5.21) 1 − 1{ZRk ∈Il } gl (ZRk , ZDk ) E0 2≤k≤k∗ 1≤l≤M



n hN ( exp −



P



m∈JIl



|GN |



θm )



 where gl (z, z ′ ) = Pz,z ′ X[0,D1 ] ∩ VIl 6= ∅ . 



From (5.12), we know that (5.22)



1−c



# o 1{ZRk ∈Il} ,



−1  h dN dN N ≤ gl (ZRk , ZDk ) capG×I˜l (VI ) ≤1+c . hN |GN | hN



With the inequality 0 ≤ e−u − 1 + u ≤ u2 for u ≥ 0, one obtains that Y  n o  Y exp −1{ZRk ∈Il } g 1 − 1{ZRk ∈Il } g − 2≤k≤k∗ 1≤l≤M



2≤k≤k∗ 1≤l≤M



≤



X



1{ZRk ∈Il } g 2,



2≤k≤k∗ 1≤l≤M



where we have witten g in place of gl (ZRk , ZDk ). The expectation of the right-hand side in the last estimate tends to 0 as N tends to infinity, thanks to (5.22) and (3.13). The expression in (5.21) thus remains limit equivalent to A′N if we replace 1 − 1{ZRk ∈Il } gl (ZRk , ZDk ) by  exp −1{ZRk ∈Il} gl (ZRk , ZDk ) . Using again (3.13), together with (5.13) P and (5.22), we may then replace gl (ZRk , ZDk ) by |GhNN | m∈JI capm (Vm ). l We deduce that the following expression is limit equivalent to A′N : h n X X hN oi E0Z exp − 1{ZRk ∈Il } capm (Vm ) + θm . |G N| 1≤k≤k m∈J ∗



1≤l≤M



Il



By (3.14) and (3.12), this expression is also limit equivalent to h n X oi 1 ˆ zm m Z (5.23) . L cap (Vm ) + θm E0 exp − |GN | [T ] 1≤m≤M



With Proposition 1 in [25], one can construct a coupling of the simple random walk Z on Z with a Brownian motion on R such that for any ρ > 0, z ˆ − L(z, n) n→∞ n−1/4−ρ sup L −→ 0, a.s., n z∈Z



where L(., .) is a jointly continuous version of the local time of the canonical Brownian motion. It follows that (5.23), hence A′N is limit
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equivalent to h n X W (5.24) E exp −



1≤m≤M



oi 1 2 m L(zm , [α|GN | ]) cap (Vm ) + θm . |GN |



By Brownian scaling, L(zm , [α|G|2])/|G| has the same distribution as L(zm /|G|, [α|G|2]/|G|2 ). Hence, the expression in (5.24) converges to A(α) in (5.6) by continuity of L and convergence of zm /|G| to vm , see A4. We have thus shown that A′N → A(α) and by (5.17) completed the proof of Theorem 5.1. 



We still have to prove Lemmas 5.2-5.4. To this end, we first show that the random walk X started at ∂Cm × I typically escapes from GN × I˜ before reaching a point in the vicinity of xm . Here, the upper bound on hN in (3.4) plays a crucial role. Lemma 5.5. Assuming A1-A10, for any fixed vertex x = (y, z) ∈ Gm × Z, intervals I ∈ I, I ⊂ I˜ ∈ I˜ (cf. (3.2)) and zm ∈ I, (5.25)



lim



sup



N y0 ∈∂(C c ),z0 ∈Z m



P(y0 ,z0 ) [HΦ−1 < TGN ×I˜] = 0. m (x)



(Note that Φ−1 m (x) is well-defined for large N by A5.) c Proof of Lemma 5.5. Consider any x0 = (y0 , z0 ) with y0 ∈ ∂(Cm ) and z0 ∈ Z. In order to bound the expectation of TG×I˜, recall that TI˜ denotes the exit time of the interval I˜ by the discrete-time process Z, so that TG×I˜ can be expressed as TI˜ plus the number of jumps Y makes until TI˜. Since Y and Z, hence η Y and σ.Z , are independent under Px0 , this implies with Fubini’s theorem and stochastic domination of η Y by the Poisson process η c1 (cf. (2.16)) that   Ex0 [TG×I˜] = EzZ0 TI˜ + EyG0 [ησYZ ] T˜ I



≤



EzZ0 [TI˜]



+



c1 EzZ0 [σTZI˜]



= (1 + c1 )EzZ0 [TI˜] ≤ ch2N ,



using a standard estimate on one-dimensional simple random walk in the last step. Hence by the Chebyshev inequality and the bound (3.4) on hN , ǫ −ǫ Px0 [TG×I˜ ≥ λ−1 ≤ ch2N λN |G|−ǫ ≤ c|G|−ǫ/2 . N |G| ] ≤ Ex0 [TG×I˜]λN |G|



The claim (5.25) thus follows from A10.







Proof of Lemma 5.2. With z1 , z2 as in the statement, we have by the strong Markov property applied at the hitting time of VI ⊂ G×I (cf. (5.9)), Pz1 ,z2 [HVI < TB˜ ] = Pz1 [HVI < TB˜ , ZTB˜ = z2 ]/PzZ1 [ZTI˜ = z2 ]   = Ez1 HVI < TB˜ , PZZH [ZTI˜ = z2 ] /PzZ1 [ZTI˜ = z2 ]. VI
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˜ it follows that From (3.4) and the definition of the intervals I ⊂ I, sup P Z[ZT = z2 ] − 1/2 ≤ cdN /hN , z∈I



z



I˜



hence from the previous equality that



(5.26)



(1 − cdN /hN )Pz1 [HVI < TB˜ ] ≤ Pz1 ,z2 [HVI < TB˜ ], and



Pz1 ,z2 [HVI < TB˜ ] ≤ Pz1 [HVI < TB˜ ](1 + cdN /hN ).



Note that {HVI < TB˜ } = {HVI < TB˜ }, Pz1 -a.s. Summing over all possible locations and times of the last visit of X to the set VI , one thus finds ∞ XX   ˜x > T ˜} . Pz1 [HVI < TB˜ ] = Pz1 {Xn = x, n < TB˜ } ∩ (θnX )−1 {H B x∈VI n=1



After an application of the simple Markov property to the probability on the right-hand side, this last expression becomes X



Ez1



TB˜ hX n=1



x∈VI



=



i ˜x > T ˜] 1{Xn =x} Px [H B



X



x=(y,z)∈VI



wx Ez1



hZ



0



∞



i ˜ x > T ˜ ], 1{Yt =y} 1{Zt =z,t


because the expected duration of each visit to x by X is 1/wx . Exploiting independence of Y and (Z, TI˜) and the fact that Yt is distributed according to the uniform distribution on G under Pz1 , one deduces that hZ ∞ i X wx Z (5.27) 1{Zt =z,t


˜ x > T ˜ ]. × Px [H B



Since the expected duration of each visit of Z to any point is equal to 1, we also have TI˜ hZ ∞ hX i i Z Z Ez1 1{Zt =z,t


=



n=0 Z Pz1 [Hz 



˜ z > T ˜], TI˜]/PzZ[H I



where we have applied the strong Markov property at Hz and computed the expectation of the geometrically distributed random variable ˜ z > T ˜] in the last step. Standard arguwith success parameter PzZ [H I ments on one-dimensional simple random walk (see for example [15], Section 3.1, (1.7), p. 179) show with (3.4) that the right-hand side of (5.28) is bounded from below by hN (1 − cdN /hN ) and from above by hN (1 + cdN /hN ). Substituting what we have found into (5.27) and remembering (5.26), we have proved (5.12). 
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Proof of Lemma 5.3. In order to prove (5.13) it suffices to show that ˜ V ] − Pm [H ˜ Vm = ∞] = 0. (5.29) lim max P −1 [T ˜ < H x Φm (x)



N m∈JI ,x∈Vm



B



I



Indeed, since the sets Vm are disjoint by (5.8) and (5.9), assertion (5.29) implies that X m cap (Vm ) max capB˜ (VI ) − I∈I



m∈J



X XI  m ˜ ˜ = ∞] wx −→ 0, PΦ−1 [T < H ] − P [ H = max ˜ VI Vm x B m (x) I∈I



m∈JI x∈Vm



as N → ∞. The statement (5.29) follows from the two claims ˜ Vm ] = 0 ˜ V ] − P −1 [TBm < H (5.30) lim max PΦ−1 [T < H ˜ I B (x) Φ (x) m m N m∈JI ,x∈Vm



and



(5.31)



lim



max



N m∈JI ,x∈Vm



m ˜ Vm ] = 0. ˜ Vm = ∞] − P −1 [TBm < H Px [H Φm (x)



We first prove (5.30). It follows from the inclusions (5.9) that PΦ−1 -a.s., m (x) TB˜ = TBm + TCm ×I˜ ◦ θTXBm + TB˜ ◦ θTXC



m ×I˜



◦ θTXBm .



Since the sets Bm are disjoint (cf. (5.8)), the strong Markov property applied at the exit times of Bm and Cm × I˜ shows that for x = Φ−1 m (x) ∈ Vm , (5.32) ˜V ] Px [TB˜ < H I h  i ˜ Vm , EX = Ex TBm < H T < H , P [T < H ] ˜ VI,m XT VI TB Cm ×I˜ B ˜ m



≥ Px [TBm ×



˜ Vm ] inf 


inf



x0 ∈∂Bm



˜ x0 ∈∂(Cm ×I)



Cm ×I



Px0 [TCm ×I˜ < HVI,m ]



Px0 [TB˜ < HVI ].



We now show that a1 and a2 tend to 1 as N tends to infinity, where we have set (5.33)



a1 = a2 =



inf



x0 ∈∂Bm



Px0 [TCm ×I˜ < HVI,m ],



inf



˜ x0 ∈∂(Cm ×I)



Px0 [TB˜ < HVI ].



Concerning a1 , note first that (5.34)



a1 ≥ 1 − M



max



sup Px0 [HVm′ < TCm′ ×I˜].



m′ :Cm′ =Cm x0 ∈∂Bm



¯m′ , With the strong Markov property applied at the entrance time of B ¯ ¯ recall that Bm is either identical to or disjoint from Bm by (5.8), we can replace ∂Bm by ∂Bm′ on the right-hand side of (5.34). With this
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remark and the application of the isomorphism Ψmm′ ′ , one finds with (2.13) and oˆm = ψm (ym ) that sup Px0 [HVm′ < TCm′ ×I˜]



x0 ∈∂Bm



≤ ≤



sup x0 ∈∂B((ˆ om′ ,0),rN −1)



sup x0 ∈∂B((ˆ om′ ,0),rN −1)



ˆ m′ [H zm′ P x0 Ψ (V



< TΨzm′ (C



ˆ m′ [H zm′ P x0 Ψ (V



< ∞].



m′



m′



m′ )



˜ m′ ×I)



m′



m′ )



]



From Ψzmm (Vm ) ⊂ Ψzmm (B(xm , κ)) = B((ˆ om , 0), κ), see (5.9), and the left-hand estimate in (2.14), we see that the right-hand side tends to 0, and hence a1 tends to 1 as N tends to infinity. We now show that a2 tends to 1 as well. The infimum defining a2 can only be attained for ˜ the probability is equal points x0 = (y0 , z0 ) with y0 ∈ ∂Cm (if z0 ∈ ∂ I, to 1). Hence, we see that (5.35)



a2 ≥ 1 − |VI | max max ′ ′



m ∈JI x ∈Vm′



sup y0 ∈∂Cm ,z0 ∈I˜



P(y0 ,z0 ) [HΦ−1′ (x′ ) < TB˜ ]. m



By applying the strong Markov property at the entrance time of the set Cm′ × I˜ (which is either identical to or disjoint from Cm × I˜ by (5.10)), it follows that the supremum on the right-hand side of (5.35) is bounded from above by sup c ),z ∈I˜ y0 ∈∂(Cm 0 ′



P(y0 ,z0 ) [HΦ−1′ (x′ ) < TB˜ ], m



which tends to 0 by the estimate (5.25) of Lemma 5.5. Thus, both a1 and a2 in (5.33) tend to 1 as N tends to infinity. With (5.32) and ˜ Vm }, we have shown the ˜ V } ⊆ {TBm < H the Px -a.s. inclusion {TB˜ < H I announced claim (5.30). To show (5.31), we apply the strong Markov property at the exit time of Bm and obtain for any x ∈ Vm ⊂ Bm ,   ˜ Vm = ∞] = Em TBm < H ˜ Vm , Pm [HVm = ∞] . Pm [H x



XTB



x



m



The right-hand side can be bounded from above by ˜ Vm ], cf. (2.12), ˜ [TBm < H Pm x [TBm < HVm ] = PΦ−1 m (x)



and using Vm ⊂ B((om , 0), κ) (cf. (5.9)) from below by ˜ Vm ](1 − |Vm | sup sup Pm PΦ−1 [TBm < H x0 [Hx′ < ∞]). m (x) x0 ∈∂Bm x′ ∈B((om ,0),κ)



The right-hand estimate in (2.14) shows that this last supremum tends to 0, hence (5.31). This completes the proof of Lemma 5.3.  Proof of Lemma 5.4. Following the argument of Lemma 4.1 in [36], we begin with the proof of (5.14). To this end, it suffices to show that for (5.36)



3/4



γ = tN σN , cf. (3.9), (3.10),
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and some constant c2 > 0, N →∞



sup PzZ [Dk∗ −k∗ > c2 γ] −→ 0 and



(5.37)



z∈Z



(5.38)



N →∞



sup z∈Z,x∈G×Z



Pz [Hx ≤ c2 γ] −→ 0.



Observe first that by the definition of the grid in (3.3), the random variables TO and R1 are both bounded from above by an exit-time T[z−chN ,z+chN ] , PzZ -a.s. With EzZ [T[z−chN ,z+chN ] ] ≤ ch2N ≤ ctN , it follows from Kha´sminskii’s Lemma (see [33], Lemma 1.1, p. 292, and also [18]) that for some constant c3 > 0,   sup EzZ exp{c3 (TO ∨ R1 )/tN } ≤ 2. (5.39) z∈Z



With the exponential Chebyshev inequality and the strong Markov property applied at the times Rk∗ −k∗ , Dk∗ −k∗ −1 , . . . , D1 , R1 , one deduces that   3/4 sup PzZ [Dk∗ −k∗ > cγ] ≤ exp{−cc3 σN } sup EzZ exp{c3 Dk∗ −k∗ /tN } z∈Z



z∈Z



 2(k∗ −k∗ ) 3/4 ≤ exp{−cc3 σN } sup EzZ exp{c3 (TO ∨ R1 )/tN } 



(5.39)



z∈Z



3/4



3/4



≤ exp{−cc3 σN + 2(log 2)2[σN ]}.



Hence, the claim (5.37) with D replaced by D follows for a suitably chosen constant c. The claim with D for a slightly larger constant c2 is then a simple consequence of Lemma 3.5, applied with aN = k ∗ − k∗ . To prove (5.38), note that the expected amount of time spent by the random walk X at a site x during the time interval [Hx , Hx + 1] is bounded from below by (1 ∧ σ1X ) ◦ θHx . Hence, for z ∈ Z and x = (y ′, z ′ ) ∈ G × Z, the Markov property at time Hx yields hZ c2 γ+1 i A1 Ez 1{Xt =x} dt ≥ Pz [Hx ≤ c2 γ] ′ inf Ex′ [1 ∧ σ1X ] ≥ cPz [Hx ≤ c2 γ]. x ∈G×Z



0



Using the fact that Yt is distributed according to the uniform distribution on G under Pz , and the bound (2.18) on the heat kernel of Z, the left-hand side is bounded by Z c2 γ+1 √ γ c Z ′ Pz [Zt = z ]dt ≤ c . |G| 0 |G| We have therefore found that √ sup Pz [Hx ≤ c2 γ] ≤ c γ|G|−1 z∈Z,x∈E



√ ≤ c tN σ 3/8 |G|−1



(5.36)



(3.10),(3.9)



≤



c(α)(hN /|G|)1/4 ,
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and by (3.4) and A2, we know that hN /|G| is bounded by |G|−ǫ/4. This completes the proof of (5.38) and hence (5.14). Note that (5.15) is a direct consequence of (5.14), since the probaP bility in (5.15) is smaller than ( m |Vm |) supz∈Z,x∈E Pz [Hx ≤ D1 ]. Finally, the expectation in (5.16) is smaller than     P θD−1k∗ {H∪I VI ≤ Dk∗ −k∗ } = E PZDk [H∪I VI ≤ Dk∗ −k∗ ] , ∗



and hence (5.16) follows from (5.15).







6. Estimates on the jump process In this section, we provide estimates on the jump process η X = η Y + η Z of X that will be of use in the reduction of Theorem 1.1 to the continuous-time result Theorem 5.1 in the next section. There, the number [α|G|2 ] of steps of X will be replaced by a random number X ηαX′ |G|2 of jumps and this will make the local time Lz (ηα|G| 2 ) appear. X We hence prove results on the large N behavior of ηα|G|2 (Lemma 6.4) X and Lz (ηα|G| 2 ) (Lemma 6.5), for α > 0. Of course, there is no difficulty in analyzing the Poisson process η Z of constant parameter 1. The crux of the matter is the N-dependent and inhomogeneous component η Y . Let us start by investigating the expectation of ηtY . Lemma 6.1. (6.1)



sup EyG [ηtY ] ≤ max wy t, and y∈G



(6.2)



y∈G



E G [ηtY ] = tw(G)/|G|, for t ≥ 0 and all N.



Proof. Under PyG , y ∈ G, the process Z t Mt = ηt − (6.3) w(Ys ) ds, t ≥ 0, 0



is a martingale, see Chou and Meyer [8], Proposition 3. A proof of a slightly more general fact is also given by Darling and Norris [9], Theorem 8.4. In order to prove (6.1), we take the EyG -expectation in (6.3). If we take the E G -expectation in (6.3) and use that E G [w(Ys )] = E G [w(Y0 )] = w(G)/|G| by stationarity, we find (6.2).  We next bound the covariance and variance of increments of η Y . Let us denote the compensated increments of η Y as (6.4)



Y Is,t = ηtY − ηsY − (t − s)w(G)/|G|, for 0 ≤ s ≤ t.



Lemma 6.2. Assuming A1, one has for 0 ≤ s ≤ t ≤ s′ ≤ t′ ,



(6.5)



(6.6)



Y , IsY′,t′ )| ≤ c21 (t − s)(t′ − s′ )|G| exp{−(s′ − t)λN }, |covP G (Is,t



Y varP G (Is,t ) ≤ c1 (t − s) + c21 (t − s)2 .
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Proof. In Lemma 6.1, we have proved that E G [Ir,r′ ] = 0 for 0 ≤ r ≤ r ′ , so that by the Markov property applied at time s′ , the left-hand side of (6.5) can be expressed as |E G [Is,t Is′ ,t′ ]| = |E G [Is,t (EYGs′ [I0,t′ −s′ ] − E G [I0,t′ −s′ ])]|.



With an application of the Markov property at time t, this last expression becomes X   G G G −1 ′ ′ ] E I (q (Y , y) − |G| ) E [I s,t s′ −t t 0,t −s y y∈G



≤



X y∈G



  E G |Is,t ||qsG′−t (Yt , y) − |G|−1 | |EyG [I0,t′ −s′ ]|.



The claim (6.5) thus follows by applying the estimate (4.1) inside the expectation, then (6.1) and w(G)/|G| ≤ c1 in order to bound the remaining terms. To show (6.6), we apply the Markov property at time s and domY ination of ηt−s by a Poisson random variable of parameter c1 (t − s) (cf. (2.16)): Y Y varP G (Is,t ) ≤ E G [(ηtY − ηsY )2 ] = E G [(ηt−s )2 ] ≤ c1 (t − s) + c21 (t − s)2 .







In the next Lemma, we transfer some of the previous estimates to the process ησYZ . .



Lemma 6.3. Assuming A1, E[ησYZ ] = w(G)/|G|.



(6.7)



1



sup Ex [ησYZ ] ≤ c1 .



(6.8)



1



x∈G×Z



sup Ex [(ησYZ )2 ] ≤ c1 + 2c21 .



(6.9)



1



x∈G×Z



Proof. All three claims are shown by using independence of η Y and σ Z and applying Fubini’s theorem. To show (6.7), note that   (6.2) E[ησYZ ] = E E G [ηtY ] t=σZ = E[σ1Z ]w(G)/|G| = w(G)/|G|. 1



1



The statements (6.8) and (6.9) are shown similarly, using additionally stochastic domination of ηtY by a Poisson random variable of parameter c1 t (cf. (2.16)).  We now come to the two main results of this section. As announced, X we now analyze the asymptotic behavior of ηα|G| 2 , where the whole Y difficulty comes from the component ηα|G|2 . The method we use is to split the time interval [0, α|G|2] into [|G|ǫ/2 ] increments of length longer than λ−1 N . This is possible by A2 and ensures that the bound from (6.5) on the covariance between different increments of η Y becomes
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useful for non-adjacent increments. The following lemma follows from the second moment Chebyshev inequality and the covariance bound applied to pairs of non-adjacent increments. Lemma 6.4. Assuming A1 and (1.7),   X 2 (6.10) lim E |ηα|G| 2 /(α|G| ) − (1 + β)| ∧ 1 = 0, for α > 0. N



Z 2 Proof. The law of large numbers implies that ηα|G| 2 /(α|G| ) converges to 1, P0Z -a.s. (see, for example [15], Chapter 1, Theorem 7.3). Moreover, limN w(G)/|G| = β by (1.7). Since η X = η Y + η Z , it hence suffices to show that   Y 2 (6.11) lim E G (|ηα|G| 2 /(α|G| ) − w(G)/|G||) ∧ 1 = 0. N



To this end, put a = [|G|ǫ/2 ], τ = α|G|2 /a, and write X X Y Y 2 Y (6.12) ηα|G| I(n−1)τ,nτ I(n−1)τ,nτ + 2 − α|G| (w(G)/|G|) = 1≤n≤a, n even



1≤n≤a, n odd



(def.)



= Σ1 + Σ2 ,



for I Y as in (6.4). Fix any δ > 0 and Σ ∈ {Σ1 , Σ2 }. By Chebyshev’s inequality, (6.13) P G [|Σ| ≥ δα|G|2] ≤ =



1 δ 2 α2 |G|4



E G [Σ2 ]



X  X 1 G Y 2 G Y Y E [(I ) ] + E [I I ] (i−1)τ,iτ (i−1)τ,iτ (j−1)τ,jτ , δ 2 α2 |G|4 i i6=j



where the two sums are over unordered indices i and j in {1, . . . , a} that are either all even or all odd, depending on whether Σ is equal to Σ1 or to Σ2 . The right-hand side of (6.13) can now be bounded with the help of the estimates on the increments of η Y in Lemma 6.2. Indeed, with (6.6), the first sum is bounded by caτ 2 ≤ c(α)|G|4−ǫ/2 . For the second sum, we observe that |i − j| ≥ 2 for all indices i and j, apply (6.5) and A2 and bound the sum with (|G|τ )c exp{−c(α)τ λN } ≤ |G|c exp{−c(α)|G|ǫ/2}. Hence we find that P G [|Σ| ≥ δα|G|2 ] ≤ c(α, δ)(|G|−ǫ/2 + |G|c exp{−c(α)|G|ǫ/2}) → 0,



as N → ∞, from which we deduce with (6.12) that for our arbitrarily chosen δ > 0,   Y 2 G 2 P G |ηα|G| 2 /(α|G| ) − w/|G|| ≥ 2δ ≤P [|Σ1 | ≥ δα|G| ] + P G [|Σ2 | ≥ δα|G|2 ] → 0,



as N tends to infinity, showing (6.11). This completes the proof of Lemma 6.4. 
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In the final lemma of this section, we apply a similar analysis to X the local time of the process πZ (X) evaluated at time ηα|G| 2 . The proof is similar to the preceding argument, although the appearance of η Y evaluated at the random times σnZ complicates matters. We recall the ˆ for the local times of πZ (X) and Z from (1.6) and notation L and L (2.6). Lemma 6.5. Assuming A1, A2 and (1.7),  (6.14) lim sup E (|LzηX N



α|G|2



z∈Z



ˆzZ − (1 + β)L η



α|G|2



 |/|G|) ∧ 1 = 0, for α > 0.



Proof. Set T = α|G|2 . By independence of η Z and Z, we have



ˆ ηZ ] = E E[L T



X n≥0



 (2.20) hq Z i (Jensen) 1{n


From this estimate and the assumption w(G)/|G| → β made in (1.7), it follows that it suffices to prove (6.14) with w(G)/|G| in place of β. It follows from the definition of Lz in (1.6) that Z −1 ηT



X n=0



Z



1{Zn =z} (1 + ησYZ



n+1



− ησYnZ ) ≤ LzηX ≤ T



ηT X n=0



1{Zn =z} (1 + ησYZ



n+1



− ησYnZ ),



hence, Z



(6.15)



ηT −1 h X z 1{Zn =z} (1 + ησYZ sup E LηX − T



z∈Z



≤1+



n=0 E[ησYZ Z



η +1 T



n+1



− ησYZ ]. ηZ T



−



i



ησYnZ ) 



By independence of η Y and (σ Z , η Z ) and the simple Markov property (under P G ) applied at time σηZZ , the expectation on the right-hand side T



is with (6.1) bounded by cE[σηZZ +1 −σηZZ ]. This last expectation is equal T T to the sum of two independent exp(1)-distributed random variables, so it follows that the right-hand side of (6.15) is bounded by a constant. By these observations, the proof will be complete once we show that



(6.16)



Z T −1  i h ηX 1{Zn =z} Sn /|G| ∧ 1 = 0, where lim sup E 



N



z∈Z



Sn =



ησYZ n+1



−



n=0 ησYnZ



− w(G)/|G|, for n ≥ 0.



6. Estimates on the jump process
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To this end, we will prove that (6.17)



Z [T ] T −1 h ηX  i X 1{Zn =z} Sn − lim sup E 1{Zn =z} Sn /|G| ∧ 1 = 0,



N



z∈Z



n=0



n=0



and (6.18)



[T ] i h X 1{Zn =z} Sn /|G| = 0. lim sup E N



z∈Z



n=0



In order to show (6.17), we note that by the Chebyshev inequality, (6.19)



P [|ηTZ − T | ≥ T 3/4 ] ≤ cT −3/2 E[(ηTZ − T )2 ] = T −1/2 .



The expectation in (6.17), taken on the complement of the event {|ηTZ − T | ≥ T 3/4 }, is bounded by (6.20)



1 |G|



X



T −cT 3/4 ≤n≤T +cT 3/4



E[1{Zn =z} |Sn |].



Using independence of Z and ησYZ and the heat-kernel bound (2.20), we . √ find that the last expectation is bounded by cE[|Sn |]/ n, which by the strong√Markov property applied at time σnZ , (6.7) and A1 is bounded by c/ n. The expression in (6.20) is thus bounded by cT 3/8 /|G| = cα|G|−1/4 and with (6.19), we have proved (6.17). We now come to (6.18). By the Cauchy-Schwarz inequality, we have for all z ∈ Z, (6.21)



[T ] [T ] 2 i i2 h X 1 h X 1 S E 1{Zn =z} Sn /|G| ≤ E {Zn =z} n . 2 |G| n=0 n=0



We will now expand the square and respectively sum over identical indices, indices of distance at most [|G|2−ǫ/2 ], indices of distance greater than [|G|2−ǫ/2 ]. Proceeding in this fashion, the right-hand side of (6.21) equals (6.22)



1 |G|2



X



0≤n≤T



+2



  E Zn = z, Sn2 X



0≤n


+2



X



0≤n, n+b


where b = [|G|2−ǫ/2].



  E Zn = Zn′ = z, Sn Sn′



!   E Zn = Zn′ = z, Sn Sn′ ,
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We now treat each of these three sums separately, starting with the first one. By the strong Markov property, (6.9) and A1, X



(6.23)



X     E Zn = z, Sn2 = E Zn = z, EXσZ [S02 ] n



0≤n≤[T ]



0≤n≤[T ]



≤c



X



P [Zn = z].



0≤n≤[T ]



By √ the heat-kernel bound (2.20), this last sum is bounded by c T . We have thus found that X



(6.24)



0≤n≤[T ]



P



n



√ c/ n ≤



  E Zn = z, Sn2 ≤ c(α)|G|.



For the second sum in (6.22), we proceed in a similar fashion. The Z and the estimate strong Markov property applied at time σnZ′ ≥ σn+1 (6.8) together yield X



0≤n


=



  E Zn = Zn′ = z, Sn Sn′



X   E Zn = Zn′ = z, Sn EXσZ [S0 ] n′



n,n′



≤c



X



0≤n≤[T ]



n+b i h X 1{Zn′ =z} . E Zn = z, |Sn | n′ =n+1



Z Applying the strong Markov property at time σn+1 , we bound the righthand side by



c



X 



0≤n≤[T ]



E[Zn = z, |Sn |]



b−1 X



n′ =0



 sup PzZ′ [Zn′ = z]



z ′ ∈Z



√ X E[Zn = z, |Sn |]. ≤ c b



(2.20)



0≤n≤[T ]



The sum on the right-hand side can be bounded by c(α)|G| with the same arguments as in (6.23)-(6.24), the only difference being the use of the estimate (6.8) rather than (6.9). Inserting the definition of b from (6.22), we then obtain (6.25)



X



0≤n


  E Zn = Zn′ = z, Sn Sn′ ≤ c(α)|G|2−ǫ/4 .



7. Proof of the result in discrete time
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For the expectation in the third sum in (6.22),we first use independence of Z and S. , then (6.7) and the fact that the process σ Z has iid exp(1)distributed increments for the second line and thus obtain       E Zn = Zn′ = z, Sn Sn′ = P [Zn = Zn′ = z] E Sn Sn′ ≤ E Sn Sn′  = E (ησYZ − ησYnZ )(ησYZ ′ − ησYZ ′ )] n+1 n +1 n 2  w(G) Z Z Z Z − ) E[(σ − σ )(σ − σ . ′ ′ n+1 n n +1 n |G|2 Independence of η Y and σ Z and an application of Fubini’s theorem then allows to bound the the third sum in (6.22) by X Z E [h(σ Z , σ Z , σ Z′ , σ Z′ )] , n +1 0 n n+1 n 0≤n, n+b


where h(s, t, s′ , t′ ) = covP G (ηtY − ηsY , ηtY′ − ηsY′ ).



Via the estimate (6.5) on the covariance, this expression is bounded by X   Z Z )λN } . c|G| E0Z (σn+1 − σnZ )(σnZ′ +1 − σnZ′ ) exp{−(σnZ′ − σn+1 0≤n, n+b


Since the process σ Z has iid exp(1)-distributed increments, this sum can be simplified to X X X  1 n′ −n−1  n′ −n−1 E exp{−σ1Z λN } ≤ 1 + λN 0≤n, n+bn+b A2 1 + λN  1  b ≤ c(α)|G|ce−cbλN ≤ c(α)|G|c exp{−c|G|ǫ/2 }. = [T ] λN 1 + λN Combining this bound on the third sum in (6.22) with the bounds (6.24) and (6.25) on the first and second sums, we have shown (6.18), hence (6.16). This completes the proof of Lemma 6.5.  7. Proof of the result in discrete time In this section, we prove Theorem 1.1. We assume that A1-A10 and (1.7) hold. The proof uses the estimates of the previous section to deduce Theorem 1.1 from the continuous-time version stated in Theorem 5.1. Proof of Theorem 1.1. The transience of the graphs Gm × Z follows from Theorem 5.1. Consider again finite subsets Vm of Gm × Z, 1 ≤ m ≤ M and set Vm = Φ−1 m (Vm ). We show that for θm ∈ R+ , α > 0, h Y n θ oi m zm lim E 1{HVm >T } exp − L (7.1) = B(α), N |G| T 1≤m≤M where T = α|G|2 and
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h n oi X m B(α) = E exp − L(vm , α/(1 + β))(cap (Vm ) + (1 + β)θm ) . W



1≤m≤M



This implies Theorem 1.1, by the standard arguments described below (5.6). Recall that two sequences are said to be limit equivalent if their difference tends to 0 as N tends to infinity. If we apply Theorem 5.1 with α/(1 + β) in place of α, we obtain h Y n θ (1 + β) oi m zm lim E exp − 1{HVm >ηX L = B(α). } T /(1+β) T /(1+β) N |G| 1≤m≤M



By (3.17), the expression on the left-hand side is limit equivalent to ˆ Hence, we have the same expression with L replaced by L. h Y n θ (1 + β) oi m ˆ zm lim E 1{HVm >ηTX /(1+β) } exp − L = B(α). T /(1+β) N |G| 1≤m≤M



By the law of large numbers, limN ηTZ/(1+β) (T /(1 + β))−1 = 1, P -a.s. Making use of the monotonicity of the left-hand side in the local time and continuity of B(.), we deduce that h Y n θ (1 + β) oi m zm ˆ lim E exp − 1{HVm >ηX L = B(α). Z } ηT /(1+β) T /(1+β) N |G| 1≤m≤M The estimate (6.14) then shows that the expression on the left-hand ˆ zm side is limit equivalent to the same expression with (1 + β)L ηZ replaced by Lzηm X



T /(1+β)



, i.e.



T /(1+β)



lim E N



h Y



1≤m≤M



oi n θ m zm L = B(α). exp − X } T /(1+β) |G| ηT /(1+β)



1{HVm >ηX



Applying the estimate (6.10), with the same monotonicity and continuity arguments as in the beginning of the proof, we can replace ηTX/(1+β) by T , hence infer that (7.1) holds.  8. Examples In this section, we apply Theorem 1.1 to three examples of graphs G: The d-dimensional box of side-length N, the Sierpinski graph of depth N, and the d-ary tree of depth N (d ≥ 2). In each case, we check assumptions A1-A10, stated after (2.9). In all examples it is implicitly understood that all edges of the graphs have weight 1/2. We begin with a lemma from [28] asserting that the continuous-time spectral gap has the same order of magnitude as its discrete-time analog λdN . This result will be useful for checking A2. Lemma 8.1. Assume A1 and let λdN bet the smallest non-zero eigenvalue of the matrix I −P (G), where P (G) = (pG (y, y ′)) is the transition
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matrix of Y under P G . Then there are constants c(c0 , c1 ), c′ (c0 , c1 ) > 0 (cf. A1), such that for all N, c(c0 , c1 )λdN ≤ λN ≤ c′ (c0 , c1 )λdN .



(8.1)



Proof. We follow arguments contained in [28]. With the Dirich|G| let form Dπ (., .) defined as Dπ (f, f ) = DN (f, f ) w(G) , for f : G → R (cf. (2.8)), one has (cf. [28], Definition 2.1.3, p. 327)   Dπ (f, f ) d λN = min (8.2) : f is not constant . varπ (f ) From A1, it follows that, for any f : G → R, −1 c−1 1 DN (f, f ) ≤ Dπ (f, f ) ≤ c0 DN (f, f ), and c0 c−1 ≤ π(y) ≤ c1 c−1 for any y ∈ G. 1 µ(y) 0 µ(y), P Using varπ (f ) = inf θ∈R y∈G (f (y) − θ)2 π(y) and the analogous statement for varµ , the estimate in the second line implies that



(8.3)



(8.4)



−1 c0 c−1 1 varµ (f ) ≤ varπ (f ) ≤ c1 c0 varµ (f ), for any f : G → R.



Lemma 8.1 then follows by using (8.3) and (8.4) to compare the definition (2.9) of λN with the characterization (8.2) of λdN .  The following lemma provides a sufficient criterion for assumption A10. Lemma 8.2. Assuming A1-A9 and that ǫ [λ−1 N |G| ]



(8.5)



lim N



X n=1



sup



c ) y0 ∈∂(Cm y∈B(ym ,ρ0 )



1 pG n (y0 , y) √ = 0, for any ρ0 > 0, n



A10 holds as well. Proof. For x = (y, z), the probability in A10 is bounded from above by (8.6)



ǫ [λ−1 N |G| ]



X n=1



P(y0 ,z0 ) [Yn = φ−1 ], Y ,σ Y m (y), zm + z ∈ Z[σn n+1 ]



using that y0 6= φ−1 m (y) for large N (cf. A6) in order to drop the term n = 0. With the same estimates as in the proof of Lemma 2.3, see (2.22)-(2.23), the expression in (8.6) can be bounded by a constant times the sum on the left-hand side of (8.5). 



148



4. Random walks on cylinders and random interlacements



8.1. The d-dimensional box. The d-dimensional box is defined as the graph with vertices GN = Zd ∩ [0, N − 1]d , for d ≥ 2, and edges between any two vertices at Euclidean distance 1. In contrast to the similar integer torus considered in [36], the box admits different limit models for the local pictures, depending on how many coordinates i ym of the points ym are near the boundary. Theorem 8.3. Consider xm,N , 1 ≤ m ≤ M, in GN × Z satisfying A3 and A4, and assume that for any 1 ≤ m ≤ M, there is a number 0 ≤ d(m) ≤ d, such that (8.7)



i i ym,N ∧ (N − ym,N ) is constant for 1 ≤ i ≤ d(m) and all large N ,



(8.8)



i i lim ym,N ∧ (N − ym,N ) = ∞ for d(m) < i ≤ d. N



d(m)



Then the conclusion of Theorem 1.1 holds with Gm = Z+ and β = d.



× Zd−d(m)



Proof. We check that assumptions A1-A10 and (1.7) are satisfied and apply Theorem 1.1. Assumption A1 is checked immediately. With Lemma 8.1 and standard estimates on λdN for simple random walk on [0, N − 1]d (cf. [28], Example 2.1.1. on p. 329 and Lemma 2.2.11, p. 338), we see that cN −2 ≤ λN , and A2 follows. We have assumed A3 and A4 in the statement. For A5, we define the sequence rN , the vertices om ∈ Gm and the isomorphisms φm by  1 i i rN = M ∧ (N − ym )) ∧ N , min′ |xm − xm′ |∞ ∧ min min (ym m d(m)


φm (y) = (y 1 ∧ (N − y 1), . . . , y d(m) ∧ (N − y d(m) ), d(m)+1 d y d(m)+1 − ym , . . . , y d − ym ).



Then rN → ∞ by A3 and (8.8), om remains fixed by (8.7), φm is an isomorphism from B(ym , rN ) to B(om , rN ) for large N, and A5 follows. Recall that a crucial step in the proof of Theorem 1.1 was to prove that the random walk, when started at the boundary of one of the balls Bm , does not return to the close vicinity of the point xm before exiting G×[−hN , hN ], see Lemma 5.3, (5.33) and below. In the present context, hN is roughly of order N, see (3.4). However, the radius rN of the ball Bm can be required to be much smaller if the distances between different points diverge only slowly, cf. (5.1). We therefore needed to assume that larger neighborhoods Cm × Z of the points xm are sufficiently transient by requiring that the sets C¯m are isomorphic ˆ m . In the present context, we to subsets of suitable infinite graphs G
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ˆ m = Zd for all m, see Remark 8.4 below on why a choice choose G + different from Gm is required. We choose the sets Cm with the help of Lemma 3.2. Applied to the points y1 , . . . , ym , with a = 4M110 N ∗ and b = 2, Lemma 3.2 yields points y1∗ , . . . , yM (some of them may be 1 1 identical) and a p between 4M 10 N and 10 N, such that for 1 ≤ m ≤ M, (8.9)



∗ , 2p), either Cm = Cm′ or Cm ∩ Cm′ = ∅ for Cm = B(ym



and such that the balls with the same centers and radius p still cover {y1 , . . . , yM }. Since rN ≤ p, we can associate to any m one of the sets Cm such that A6 is satisfied. The diameter of C¯m is at most 2N/5 + 3, so each of the one-dimensional projections πk (C¯m ), 1 ≤ k ≤ d, of C¯m on the d different axes contains at most one of the two integers 0 and N − 1 for large N. Hence, there is an isomorphism ψm from C¯m into Zd+ such that A7 is satisfied. Assumption A8 directly follows from from (8.9). We now turn to A9. By embedding Zd+ into Zd , one has for any y and y′ in Zd+ , Zd



d



pn+ (y, y′ ) ≤ 2d sup pZn (y, y′ ) ≤ c(d)n−d/2 , y,y′ ∈Zd



using the standard heat kernel estimate for simple random walk on Zd , see for example [19], p. 14, (1.10). Since d ≥ 2, this is more than enough for A9. In order to check A10, it is sufficient to prove the hypothesis (8.5) of Lemma 8.2. To this end, we compare the probability PyG0 with d PyZ0 under which the canonical process (Yn )n≥0 is a simple random walk on Zd . We define the map π : Zd → GN by π((yi )1≤i≤d ) = (mink∈Z |yi − 2kN|)1≤i≤d , i.e. in each coordinate, π is a sawtooth map. Then (Yn )n≥0 under PyG0 has the same distribution as (π(Yn ))n≥0 under d c PyZ0 . It follows that for y0 ∈ ∂(Cm ), y ∈ B(ym , ρ0 ), (8.10)



pG n (y0 , y) =



X



d



pZn (y0 , y ′),



y ′ ∈Sy d



where Sy = 2NZ +



nX



1≤i≤d



o li ei y : l ∈ {−1, 1} , i



d



The probability in this sum is bounded by c nd/2



n c′ |y − y ′ |2 o 0 , exp n



as follows, for example, from Telcs [42], Theorem 8.2 on p. 99, combined with the on-diagonal estimate from the local central limit theorem (cf. [19], p. 14, (1.10)). If we insert this bound into (8.10) and split the sum into all possible distances between y0 and y ′ (necessarily
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this distance is at least p − ρ0 ≥ cN, cf. (8.9)), we obtain pG n (y0 , y)



n c′ k 2 N 2 o X c ≤ k d−1 exp − d/2 n n k≥1 Z ∞ n c′ x2 N 2 o c c ≤ d/2 dx ≤ d . xd−1 exp − n n N 0



By cN −2 ≤ λN , checked under A2 above, this is more than enough to imply (8.5), hence A10. Finally, one immediately checks that (1.7) holds with β = d. Hence, Theorem 1.1 applies and yields the result.  Remark 8.4. In the last proof, we have used the possibility of ˆ m in assumption A7 different from the choosing the auxiliary graphs G graphs Gm in A5. This is necessary for the following reason: To check assumption A10, we need the diameter of each set C¯m to be of order N in the above argument. Hence, the set C¯m can look quite different from the ball B(ym , rN ). Indeed, C¯m may touch the boundary of the box G in more dimensions than its much smaller subset B(ym , rN ). As a result, C¯m may not to be isomorphic to a neighborhood in the same graph Gm as B(ym , rN ). However, our chosen C¯m is always isomorphic to a neighborhood in Zd+ for all m. 8.2. The Sierpinski graph. For y ∈ R2 and θ ∈ [0, 2π), we denote by ρy,θ the anticlockwise rotation around y by the angle θ. The vertex-set of the Sierpinski graph GN of depth N is defined by the following increasing sequence (see also the top of Figure 1): G0 = {s0 = (0, 0), s1 = (1, 0), s2 = ρ(0,0),π/3 (s1 )} ⊂ R2 ,



GN +1 = GN ∪ (ρ2N s1 ,4π/3 GN ) ∪ (ρ2N s2 ,2π/3 GN ), for N ≥ 0.



G3 :



2 3 s2 22 (s1 + s2 )



2 2 s2



s0 = (0, 0) 22 s1 G+ ∞ :



om



2 3 s1



G∞ :



om



Figure 1. An illustration of G3 (top) and the infinite limit models G+ ∞ (bottom left) and G∞ (bottom right).
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The edge-set of GN contains an edge between every pair of vertices in GN at Euclidean distance 1. Note that the vertices in 2N G0 ⊂ GN have degree 2 and all other vertices of GN have degree 4. Denoting the reflection around the y-axis by σ, i.e. σ((y1 , y2)) = (−y1 , y2 ) for (y1 , y2 ) ∈ R2 , the two-sided infinite Sierpinski graph has vertices + + G∞ = G+ ∞ ∪ σG∞ , where G∞ = ∪N ≥0 GN ,



+ and an edge between any pair of vertices in G+ ∞ or in σG∞ at Euclidean distance 1. We refer to the bottom of Figure 1 for illustrations. For N ≥ 0, we define the surjection sN : GN +1 → GN by  for y ∈ GN ,  y ρ2N s1 ,2π/3 (y) for y ∈ ρ2N s1 ,4π/3 (GN ) \ GN sN (y) =  ρ2N s2 ,4π/3 (y) for y ∈ ρ2N s2 ,2π/3 (GN ) \ GN .



We then define the mapping πN from G+ ∞ onto GN by



πN (y) = sN ◦ sN +1 ◦ · · · ◦ sm−1 (y) for y ∈ Gm with m > N.



Note that πN is well-defined: Indeed, the vertex-sets GN are increasing in N and if y ∈ Gm1 ⊂ Gm2 for N < m1 < m2 , then sk (y) = y for k ≥ m1 , so that sN ◦ · · · ◦ sm2 −1 (y) = sN ◦ · · · ◦ sm1 −1 (y). We will use the following lemma: Lemma 8.5. For any y ∈ G+ ∞ , the distribution of the random walk GN (Yn )n≥0 under PπN (y) is equal to the distribution of the random walk (πN (Yn ))n≥0 G+ ∞



under Py . Proof. The result follows from the Markov property once we check that for any y, y ′ ∈ GN , y ∈ G+ ∞ with y = πN (y), X + pGN (y, y ′) = (8.11) pG∞ (y, y1′ ). y1′ ∈πN −1 (y ′ )



We choose m ≥ N such that y ∈ Gm . Then the right-hand side equals X X X X Gm+1 Gm+1 ′ p (y, ym ). p (y, y1′ ) = ···



y1′ ∈πN −1 (y ′ )



−1 ′ ′ ′ y1′ ∈s−1 N (y ) y2 ∈sN+1 (y1 )



′ ∈s−1 (y ′ ym m m−N )



By induction on m, it hence suffices to show that for y, y ′ ∈ Gm and yˆ ∈ s−1 m (y), X Gm+1 pGm (y, y ′) = (8.12) p (ˆ y , y1′ ). ′ y ,1)⊂Gm+1 y1′ ∈s−1 m (y )∩B(ˆ



If yˆ ∈ Gm+1 \ {2m s1 , 2m s2 , 2m (s1 + s2 )}, then (8.12) follows from the observation that sm maps the distinct neighbors of yˆ in Gm+1 to the distinct neighbors of y in Gm . If yˆ ∈ {2m s1 , 2m s2 , 2m (s1 + s2 )}, then yˆ has four neighbors in Gm+1 , two of which are mapped to each of the
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two neighbors of y ∈ {2m s1 , 2m s2 , (0, 0)} in Gm and this implies again (8.12).  In the following theorem, we consider points ym that are either the corner (0, 0) or the vertex (2N −1 , 0) and obtain the two different limit models G+ ∞ × Z and G∞ × Z for the corresponding local pictures. Theorem 8.6. Consider 0 ≤ M ′ ≤ M and vertices xm,N , 1 ≤ m ≤ M, in GN × Z satisfying A3 and A4 and assume that (8.13)



ym,N = (0, 0), for 1 ≤ m ≤ M ′ , and



ym,N = (2N −1 , 0), for M ′ < m ≤ M.



Then the conclusion of Theorem 1.1 holds with Gm = G+ ∞ for 1 ≤ m ≤ M ′ , Gm = G∞ for M ′ < m ≤ M and β = 2. Proof. Let us again check that the hypotheses A1-A10 and (1.7) are satisfied. One easily checks that A1 holds with c0 = 1 and c1 = 2. Using Lemma 8.1 and the explicit calculation of λdN by Shima [29], we find that c5−N ≤ λN ≤ c′ 5−N . Indeed, in the notation of [29], Propo(N ) sition 3.3 in [29] shows that λdN is given by φ− (3) for the function φ− defined above Remark 2.16, using our N in place of m and setting (N ) the N of [29] equal to 3. Then λdN = φ− (3) is decreasing in N and converges to the fixed point 0 of φ− . With Taylor’s theorem it then P n N follows that λdN 5N converges to 1. Since |GN | = 3 + N n=1 3 ≤ c3 , A2 holds. We have assumed A3 and A4 in the statement. For A5, we define the radius 1 min d(xm , xm′ )), and set rN = (2N −1 ∧ 1≤m M ′ and A5 follows. As in the previous example, the radius rN defined in (5.1) can be small compared with the square root of the relaxation time, so it is essential for the proof that larger neighborhoods Cm × Z of the points xm are sufficiently transient. In the present case, ˆ m = Gm and Cm = B(ym , 2N −1 /3) we define the auxiliary graphs as G for 1 ≤ m ≤ M. Then A6 holds, because rN < 2N −1 /3 for large N and the isomorphisms ψm required for A7 can be defined in a similar fashion as the isomorphisms φm above. Assumption A8 is immediate. We now check A9. It is known from [5] (see also [17]) that for any y and y′ in G∞ , n  d(y, y′ )dw 1/(dw −1) o G∞ ′ −ds /2 pn (y, y ) ≤ cn exp −c′ (8.14) , n
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for ds = 2 log 3/ log 5, dw = log 5/ log 2 and n ≥ 1. Since (8.15)



+



G∞ G∞ ∞ pG n (y0 , y) = pn (y0 , y) + pn (y0 , σy)



and log 3/ log 5 > 1/2, this is enough for A9. To prove A10, we use Lemma 8.2 and only check (8.5). To this end, note that B(ym , ρ0 ) ⊆ K ⊆ GN , for K = ∪y′ ∈2N−1 G1 B(y ′, ρ0 ) and that the preimage of the vertices in 2N −k Gk ⊂ GN under πN is 2N −k G+ ∞ for 0 ≤ k ≤ N. It c follows from Lemma 8.5 that for y0 ∈ ∂(Cm ), y ∈ B(ym , ρ0 ) ⊆ K and N ≥ c(ρ0 ), X ′ N N (8.16) pG pG n (y0 , y) ≤ n (y0 , y ) y ′ ∈K



=



X



y′ ∈K



+



′ ∞ pG n (y0 , y ), for K =



[



B(y, ρ0 ).



y∈2N−1 G+ ∞



Observe now that for any given vertex y′ in G∞ , the number of vertices k−N in B(y′ , 2k ) ∩ K is less than c(ρ0 )|B(y′ , 2k ) ∩ 2N −1 G+ . ∞ | ≤ c(ρ0 )3 N −1 + N Also, it follows from the choice of Cm that d(y0 , 2 G∞ ) ≥ c2 , so the distance between y0 and any point in K is at least c(ρ0 )2N . Summing over all possible distances in (8.16), we deduce with the help of (8.14) and (8.15) that ∞ n  2(N +l)dw 1/(dw −1) o X GN 3l n−ds /2 exp −c′ (ρ0 ) pn (y0 , y) ≤ c(ρ0 ) n l=1 Z ∞ n  5N +x 1/(dw −1) o −ds /2 x ′ dx. ≤ c(ρ0 )n 3 exp −c (ρ0 ) n 0



After substituting x = y − N + log n/ log 5, this expression is seen to be bounded by Z ∞  −N c(ρ0 )3 3y exp −c′ (ρ0 )5y/(dw −1) dy ≤ c(ρ0 )3−N . √



−∞



By 5 < 3 and c5−N ≤ λN , as we have seen under A2, this is more than enough for (8.2), hence A10. Finally, it is straightforward to check that (1.7) holds with β = 2. Hence, Theorem 1.1 applies and yields the result. 



8.3. The d-ary tree. For a fixed integer d ≥ 2, we let Go be the infinite d+1-regular graph without cycles, called the infinite d-ary tree. We fix an arbitrary vertex o ∈ Go and call it the root of the tree. See Figure 2 (left) for a schematic illustration in the case d = 2. We choose GN as the ball of radius N centered at o ∈ Go . For any vertex y in GN , we refer to the number |y| = N − d(y, o) as the height of y. Vertices in GN of depth N (or height 0) are called leaves. The boundary-tree G♦ contains the vertices G♦ = {(k; s) : k ≥ 0, s ∈ Sd },
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Figure 2. A schematic illustration of Go (left) and G♦ (right) for d = 2.



where Sd is the set of infinite sequences s = (s1 , s2 , . . .) in {1, . . . , d}[1,∞) with at most finitely many terms different from 1. The graph G♦ has edges {(k; s), (k + 1; s′ )} for vertices (k; s) and (k + 1; s′ ) whenever sn+1 = s′n for all n ≥ 1. In this case, we refer to the number k = |(k; s)| as the height of the vertex (k; s) and to all vertices at height 0 as leaves. See Figure 2 (right) for an illustration of G♦. The following rough heatkernel estimates will suffice for our purposes: Lemma 8.7. (8.17) (8.18) (8.19)



−c(d)n o , pG n (y0 , y) ≤ e



−3/5 ♦ pG + c(d, |y|) exp{−c′ (d, |y|)nc(d) } and n (y0 , y) ≤ n  −N −3/5 −c(d)d(y0 ,y) N 3 + c(d) d + n 1n>N 3 . pG (y , y) ≤ ce 1 0 n≤N n



(We refer to the end of the introduction for our convention on constants.) Proof. The estimate (8.17) can be shown by an elementary estimate on the biased random walk (d(Yn , y))n≥0 on N. More generally, (8.17) is a consequence of the non-amenability of Go , see [47], Corollary 12.5, p. 125. G



We now prove (8.18). Under Py0♦ , the height |Y | of Y is distributed as a random walk on N starting from |y0 | with transition probabilities 1 d wk,k+1 = d+1 , wk,k−1 = d+1 for k ≥ 1 and reflecting barrier at 0. We set for n ≥ 1, i h 3 (8.20) log n + 1, L= 5 log d and define the stopping time S as the first time when Y reaches the level |y| + L: Then we have



S = inf{n ≥ 0 : |Yn | ≥ |y| + L}. G



G♦ ♦ ♦ pG n (y0 , y) ≤ Py0 [S ≤ n, Yn = y] + P|y0 | [S > n], for n ≥ 0.
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Observe that the second probability on the right-hand side can only increase if we replace |y0 | by 0. We now apply the simple Markov property and this last observation at integer multiples of the time |y|+L to the second probability and the strong Markov property at time S to the first probability on the right-hand side and obtain   G (8.21) pG♦ (y0 , y) ≤E G♦ S ≤ n, P ♦ [Ym = y] n



y0



+



G P0 ♦ [S



YS



m=n−S



n [ |y|+L ]



> |y| + L]



.



The second probability on the right-hand side is equal to 1 − (d + 1)−(|y|+L) . In order to bound the expectation, note that by definition of S, there are dL descendants y′ of YS at the same height as y, and the G PYS♦ -probability that Ym equals y′ is the same for all such y′ . Hence, the expectation on the right-hand side of (8.21) is bounded by d−L . We have hence shown that n  1 L   1 |y|+L[ |y|+L ] ♦ pG (y , y) ≤ + 1 − . 0 n d d+1 Substituting the definition of L from (8.20) and using that log 3 < 35 for the second term, one finds (8.18). log 2



log(d+1) log d



≤



We now come to (8.19) and first treat the case n ≤ N 3 . By uniform boundedness and reversibility of the measure y 7→ wy , we have GN N pG n (y0 , y) ≤ cpn (y, y0), so we can freely exchange y0 and y in our estimates. In particular, we can assume that d(y0 , o) ≤ d(y, o). Now we denote by y1 the first vertex at which the shortest path from y0 to o meets the shortest path from y to o. Then any path from y0 to y must pass through y1 . From the strong Markov property applied at time Hy1 , it follows that   GN GN N (8.22) pG n (y0 , y) = Ey0 {Hy1 ≤ n}, PHy [Yk = y] k=n−Hy . 1



1



The PHGyN -probability on the right-hand side remains unchanged if y is 1 replaced by any of the dd(y1 ,y) descendants y ′ of y1 at the same height as y. Moreover, the assumption d(y0, o) ≤ d(y, o) implies that d(y1 , y) ≥ d(y1 , y0), hence 2d(y1 , y) ≥ d(y0 , y). In particular, there are at least dd(y0 ,y)/2 different vertices y ′ for which PHGyN [Yk = y] = PHGyN [Yk = y ′ ]. 1 1 By (8.22), this proves the estimate (8.19) for n ≤ N 3 . We now treat the case n > N 3 . The argument used to prove (8.18) with (|y| + L) ∧ N playing the role of |y| + L yields c(d)  −N N pG (8.23) ∨ n−3/5 + e−c(d,|y|)n . n (y0 , y) ≤ c(d, |y|) d



The assumption n > N 3 will now allow us to remove the dependence on |y| of the right-hand side. By applying the strong Markov property at the entrance time H∂B(o,N −1) of the random walk into the set ∂B(o, N −
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1) of leaves of GN , we have GN 3 N pG n (y0 , y) ≤Py0 [H∂B(o,N −1) > N /2]



+ sup



y ′ :|y ′ |=0



sup



n−N 3 /2≤k≤n



′ 3 N pG k (y , y), for n > N .



Applying reversibility to exchange y ′ and y, then (8.23) to the second term, we infer that (8.24)



3 GN N pG n (y0 , y) ≤Py0 [H∂B(o,N −1) > N /2]  + c(d) d−N + n−3/5 , for n > N 3 , c(d)



where we have used that e−c(d)n ≤ c(d)n−2/3 . In order to bound the first term on the right-hand side, we apply the Markov property at integer multiples of 10N and obtain 2



(8.25) PyG0 N [H∂B(o,N −1) > N 3 /2] ≤ sup PyGN [H∂B(o,N −1) > 10N]cN . y∈GN



Note that the random walk on Go ⊃ GN , started at any vertex y in GN = B(o, N), must hit ∂B(o, N − 1) before exiting B(y, 2N). Applying this observation to the probability on the right-hand side of (8.25), we deduce with (8.24) that  Go cN 2 N pG + c(d) d−N + n−3/5 , for n > N 3 . n (y0 , y) ≤ Po [TB(o,2N ) > 10N] The probability on the right-hand side is bounded by the probability that a random walk on Z with transition probabilities pz,z+1 = d/(d+1) and pz,z−1 = 1/(d + 1) starting at 0 is at a site in (−∞, 2N] after 10N steps. From the law of large numbers applied to the iid increments with expectation (d − 1)/(d + 1) ≥ 1/3 of such a random walk, it follows that this probability is bounded from above by 1 − c < 1 for N ≥ c′ , hence bounded by 1 − c′′ < 1 for all N (by taking 1 − c′′ = (1 − c) ∨ max{PoGo [TB(o,2N ) > 10N] : N < c′ }). It follows that  −c(d)N 2 N pG + c(d) d−N + n−3/5 n (y0 , y) ≤ e  ≤ c(d) d−N + n−3/5 , for n > N 3 . This completes the proof of (8.19) and of Lemma 8.7.







We now consider vertices ym in GN that remain at a height that is either of order N or constant. This gives rise to the two different transient limit models Go × Z and G♦ × Z. Theorem 8.8. (d ≥ 2) Consider vertices xm,N , 1 ≤ m ≤ M, in GN × Z satisfying A3 and A4 and assume that for some number 0 ≤ M ′ ≤ M and some δ ∈ (0, 1), (8.26)



(8.27)



lim inf |ym,N |/N > δ, for 1 ≤ m ≤ M ′ , and N



|ym,N | is constant for M ′ < m ≤ M and large N.
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Then the conclusion of Theorem 1.1 holds with Gm = Go for 1 ≤ m ≤ M ′ , Gm = G♦ for M ′ < m ≤ M and β = 1. Proof. Once more, we check A1-A10 and (1.7) and apply Theorem 1.1. It is immediate to check A1. For the estimate A2, the degree of the root of the tree does not play a role, as can readily be seen from the definition (2.9) of λN . We can hence change the degree of the root from d + 1 to d and apply the estimate from Aldous and Fill in [3], Chapter 5, p. 26, equation (59). Combined with Lemma 8.1 relating the discrete- and continuous time spectral gaps, this shows that c(d)|GN |−1 ≤ λN . In particular, A2 holds. We are assuming A3 and A4 in the statement. For A5, we define  1 ′ ) ∧ δN , as well as min d(x , x m m 4M 10 1≤m


where 1 denotes the infinite sequence of ones. Then for 1 ≤ m ≤ M ′ , the ball B(ym , rN ) does not contain any leaves of GN for large N, so there is an isomorphism φm mapping B(ym , rN ) to B(o, rN ) ⊂ Go . For M ′ < m ≤ M, note that assumption (8.27) and the choice of rN imply that for large N, all vertices in the ball B(ym , rN ) have a common ancestor y∗ ∈ GN \ (B(ym , rN ) ∪ {o}) (we can define y∗ as the first vertex not belonging to B(ym , rN ) on the shortest path from ym to o). We now associate a label l(y) in {1, . . . , d} to all descendants y of y∗ in the following manner: We label the d children of y∗ by 1, . . . , d such that the vertex belonging to the shortest path from y∗ to ym is labelled 1. We then do the following for any descendant y of y∗ : If one of the children of y belongs to the shortest path from y∗ to ym , we associate the label 1 to this child and associate the labels 2, . . . , d to the remaining d − 1 children in an arbitrary fashion. If none of the children of y belong to the shortest path from y∗ to ym , we label the d children of y by 1, . . . , d in an arbitrary fashion. Having labelled all descendants of y in this way, we define for any descendant y of y∗ the finite sequence s(y) by l(y), l(y1 ), . . . , l(yd(y,y∗ )−1 ), where (y, y1, . . . , yd(y,y∗ )−1 , y∗ ) is the shortest path from y to y∗ . Then the function φm from B(ym , rN ) to G♦, defined by (8.28)



φm (y) = (|y|; s(y), 1, 1, . . .),



is an isomorphism from B(ym , rN ) into G♦ mapping ym to (|ym |; 1), as required. Hence, A5 holds. As in the previous examples, we now choose the sets Cm ensuring that the probability of escaping to the complement of a large box from the boundaries of Bm (cf. (5.3)) is large. We define ˆ m = Gm . As in the example of the box, we the auxiliary graphs as G then apply Lemma 3.2 to find the required sets Cm . Applied to the points y1 , . . . , ym , with a = 4Mδ10 N and b = 2, Lemma 3.2 yields points
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∗ y1∗, . . . , yM , some of which may be identical, and a p between δ and 10 N such that for 1 ≤ m ≤ M,



(8.29)



δ N 4M 10



∗ , 2p), either Cm = Cm′ or Cm ∩ Cm′ = ∅ for Cm = B(ym



and such that the balls with the same centers and radius p still cover {y1 , . . . , yM }. Since rN ≤ p, we can associate a set Cm to any B(ym , rN ) such that A6 holds. Concerning A7, note that the definition of rN immediately implies that C¯m contains leaves of GN if and only if m > M ′ and in this case all vertices in C¯m have a common ancestor in GN \ (C¯m ∪ {o}) (one can take the first vertex not belonging to C¯m on the shortest path from ym to o). We can hence define the isomorphisms ˆ m in the same way as we defined the isomorphisms ψm from C¯m into G φm above, so A7 holds. Assumption A8 directly follows from (8.29). We now turn to A9. For 1 ≤ m ≤ M ′ , this assumption is immediate from (8.17). For M ′ < m ≤ M, note that the isomorphism ψm , defined in the same way as φm in (8.28), preserves the height of any vertex. In particular, |ψm (ym )| remains constant for large N by (8.27) and the estimate required for A9 follows from (8.18). In order to check A10, we again use Lemma 8.2 and only verify (8.5). Note that for any 1 ≤ c m ≤ M, the distance between vertices y0 ∈ ∂(Cm ) and y ∈ B(ym , ρ0 ) is at least c(δ, M, ρ0 )N. With the estimate (8.19) and the bound on λ−1 N shown under A2, we find that the sum in (8.5) is bounded by ∞   X 3 −c(δ,M,ρ0 )N −(1−ǫ)/2 n−3/5−1/2 , N cd + c(d) |GN | + n=N 3



which tends to 0 as N tends to infinity for 0 < ǫ < 1. We have thus shown that A10 holds. Finally, we check (1.7). To this end, note first that all vertices in GN −1 ⊂ GN have degree d + 1 in GN , and the remaining vertices of GN (the leaves) have degree 1. Hence, w(GN ) |GN −1 | d + 1  |GN −1 |  1 (8.30) = + 1− . |GN | |GN | 2 |GN | 2



Now GN contains one vertex of depth 0 (the root) and (d + 1)dk−1 vertices of depth k for k = 1, . . . , N. It follows that |GN | = 1 + (d + (dN − 1) and that limN |GN −1 |/|GN | = 1)(1 + d + . . . + dN −1 ) = 1 + d+1 d−1 1/d. With (8.30), this yields lim N



w(GN ) d+1 d−1 = + = 1. |GN | 2d 2d



Therefore, (1.7) holds with β = 1. The result follows by application of Theorem 1.1.  Remark 8.9. The last theorem shows in particular that the parameters of the Brownian local times and hence the parameters of the random interlacements appearing in the large N limit do not depend on the degree d + 1 of the tree. Indeed, we have β = 1 for any d ≥ 1.
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The above calculation shows that this is an effect of the large number of leaves of GN . This behavior is in contrast to the example of the Euclidean box treated in Theorem 8.3, where the effect of the boundary on the levels of the appearing random interlacements is negligible.
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