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Abstract In recent years, there has been a concerted effort to reduce the MR scan time. Signal processing research aims at reducing the scan time by acquiring less K-space data. The image is reconstructed from the subsampled K-space data by employing compressed sensing (CS)-based reconstruction techniques. In this article, we propose an alternative approach to CS-based reconstruction. The proposed approach exploits the rank deficiency of the MR images to reconstruct the image. This requires minimizing the rank of the image matrix subject to data constraints, which is unfortunately a nondeterministic polynomial time (NP) hard problem. Therefore we propose to replace the NP hard rank minimization problem by its nonconvex surrogate — Schatten p-norm minimization. The same approach can be used for denoising MR images as well. Since there is no algorithm to solve the Schatten p-norm minimization problem, we derive an efficient first-order algorithm. Experiments on MR brain scans show that the reconstruction and denoising accuracy from our method is at par with that of CS-based methods. Our proposed method is considerably faster than CS-based methods. © 2011 Elsevier Inc. All rights reserved. Keywords: Schatten p-norm minimization; Compressed sensing-based methods; K-space



1. Introduction Magnetic resonance imaging (MRI) is a comparatively slow imaging modality. Speeding up the data acquisition time has always been of interest to the MRI research community. Until recently, most of the effort in decreasing the MR scan (data acquisition) time had been dedicated to improving the hardware of the scanner. Once the full Kspace data are acquired, reconstructing the image is almost trivial — applying 2D inverse Fourier transform. In recent years, signal processing researchers have shown that it is possible to reduce the scan time by acquiring less K-space data followed by a nonlinear reconstruction technique based on the recent findings of compressed sensing [1–7]. Compressed sensing (CS)-based methods reconstruct the image by framing a nonlinear optimization problem that
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exploits the sparsity of the MR image in a transform domain such as wavelet, contourlet or total variation. Our work has the same interest in mind — reconstructing the MR image from subsampled K-space data. But instead of applying CS-type methods, we will show that similar reconstruction accuracy can be achieved by exploiting the rank deficiency of the image. The way we formulate the reconstruction problem requires solving a nonlinear optimization problem that minimizes the Schatten p-norm (0bp≤1) [8] of the image. This work does not compete against CSbased MR reconstruction techniques; rather, it proposes an alternate approach. Our reconstruction accuracy is similar to standard CS-based methods, but takes considerably less time. Rank deficiency can also be exploited to denoise MR images from legacy scanners. Current MR scanners sample the full K-space and reconstruct the image by applying an inverse Fourier transform. Since the K-space data is itself corrupted by noise, the reconstructed image is noisy as well. Such images require an additional denoising step. The MR image is assumed to be rank deficient (has a small number of high singular values); however, the noise is not. The noise is full rank but has very small singular values. Thus it is possible
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to denoise the image by properly thresholding the singular values of the noisy image. However, instead of applying arbitrary thresholding to the singular values noisy image, we propose to denoise it through Schatten p-norm minimization. The rest of the article is organized into several sections. The following section discusses the CS-based MR image reconstruction. Section 3 formulates the reconstruction problem as one of Schatten p-norm minimization. In Section 4, the formulation behind the denoising problem is provided. The algorithmic development for solving the minimization problem is described in Section 5. The experimental evaluation is performed in Section 6. Finally, in Section 7, the conclusions of the work are discussed. 2. CS-based reconstruction from subsampled K-space measurements MR images are spatially redundant, i.e., a pixel value at a particular location is highly dependent on the values of neighboring locations except at discontinuities along the edges. Since the images are spatially redundant, they are compressible, i.e., one does not require storing all the pixels, rather one can only store a few wavelet/DCT/singular value coefficients from which the image can be easily generated. The spatial redundancy of MR images is well captured by different types of transforms (wavelets/DCT). The transform coefficients of an MR image are approximately sparse, i.e., if the image is of size N×N, there are only a few (much less than N2) high-valued wavelet coefficients, while the rest are either zeroes or negligibly small. Therefore one only needs to store the few high-valued coefficients. During reconstruction, the inverse transform is applied to the stored coefficients to generate the image. Long before the CS framework was established, transform domain coding had been employed for medical image compression [9–14]. What needs to be noticed from these studies is that the total information of the image can be captured in a few high-valued coefficients in the transform domain. This forms the basis for transform domain compression. This is also the basis for CS-based image reconstruction. The MR image reconstruction problem from subsampled K-space can be expressed as follows: ym  1 = Fm  n xn  1 + gm  1; n = N 2 and mbn



ð1Þ



where x is the image to be reconstructed, y is the K-space data, F is a subsampled Fourier operator and η is the noise assumed to be normally distributed. The image is of size N×N and n is the total number of pixels in the image. The number of K-space samples (m) is less than the total number of pixels in the image. The problem is to estimate x. Since (1) is an underdetermined system of equations and x is dense, it is impossible to find a reasonable solution in its current form. One can incorporate the transform domain
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information into (1). Most transforms employed in MR image reconstruction are orthogonal, i.e., SS T = I = S T S; where I is the identity and S the transform matrix



ð2Þ



The analysis and synthesis equations connecting the image to the transform coefficients are as follows: Analysis: a = Sx Synthesis: x = S T a



ð3Þ



The transform domain representation α is approximately s-sparse, i.e., it has s high-valued nonzero coefficients while the rest are all zeroes or near about zero. The information content in the small coefficients is small and if we neglect these small coefficients (i.e., treat them as zeroes) the reconstruction is not hampered much. Moreover, the small-valued coefficients are virtually indistinguishable from noise. Any attempt to reconstruct these small-valued coefficients yields a noisy estimate of the transform coefficients. Therefore it is pragmatic to find only the s high valued transform coefficients in α and treat the rest as noise. Once the transform coefficients (α) are obtained the image can be constructed by applying the synthesis equation. In order to frame the image reconstruction problem in the CS framework, Eq. (1) is represented in the transform domain as follows, y = FS T a + g



ð4Þ



We omit the dimensionalities to keep the expression uncluttered. The interest is in recovering the s coefficients of α (out of the possible n). To specify an s-sparse vector, only 2s pieces of information are required — s positions of the coefficients in α and the corresponding s values. Thus the n-length transform coefficient has only 2s degrees of freedom in reality. To solve 2s unknowns, in principle one only needs the same number of equations. Therefore if the number of Kspace samples is m≥2s, then that would be enough to solve (4). Mathematically, one can write the reconstruction problem as follows, minOaO0 subject toOy − FS T aO22 Ve



ð5Þ



where the l0 norm is just the number of nonzeroes in the vector and ɛ is the noise variance. Solving (5) is NP hard and there is no tractable algorithm to solve it in polynomial time [15]. Thus solving (5) is not practical. One is interested in getting the MR image with as little K-space data as possible (faster scan time), but on the other hand it is very important to reconstruct the MR image as fast as possible as implied earlier. A seminal work in CS [16] shows that it is possible to relax the NP hard l0 norm to its closest convex surrogate, the
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l1 norm, and still be guaranteed to obtain the correct sparse solution. Therefore instead of (5) one can solve, minOaO1 subject to Oy − FS T aO22 Ve



ð6Þ



where l1 norm is the sum of the absolute values in the vector. Solving (6) is a quadratic programming problem and over the recent years a large number of fast solvers have been developed to solve it. However, the number of samples needed to reconstruct the vector is increased by a logarithmic factor, i.e., one now requires m≥Cslogn K-space samples. The l0 norm is NP hard to solve but requires the least number of K-space samples, while the l1 norm is convex and can be solved efficiently but requires a large number of samples. Somewhere between the two extremes lies the lp norm (0bpb1) minimization problem. The nonconvex surrogate (lp norm) better approximated the NP hard l0 norm and therefore yields better results, i.e., requires less number of samples. Moreover, the lp norm can be solved as efficiently as its convex counterpart (l1 norm). The nonconvex lp-norm minimization problem for MR image reconstruction is as follows: ð7Þ minOaOpp subject toOy − FS T aO22 Ve; 0bpb1 P where OaOpp = api . i It has been shown in Ref. [17] that the number of samples required by (7) to solve the reconstruction problem is, mzC1 s + pC2 s logn



ð8Þ



One can easily see that as the value of p diminishes, the second term gets negligible and the number of measurements increases almost linearly with the sparsity of the vector. Minimizing the lp norm being a nonconvex problem is always fraught with the danger of being stuck in a local minima. Even though this possibility exists, nonconvex algorithms have been successfully used in the past for MRI reconstruction [18–20]. 3. MR image reconstruction as a Schatten p-norm minimization problem From the discussion in Section 2, we understand that when the number of K-space samples is considerably more than the number of degrees of freedom of the solution, it is feasible to solve the reconstruction problem. Transform domain representation is not the only way the information content of the image is compactly captured. In many cases, singular value decomposition (SVD) can also efficiently represent the information content of the MR image. Owing to the spatial redundancy, MR images do not have full rank, i.e., the rank of an image of size N×N is rbN. For an image of rank r, the number of degrees of freedom is r(2N−r). Thus when r=N, the number of degrees of freedom is much less than the total number of pixels N2. This idea has been successfully used in recent studies to



propose SVD-based compression schemes for images [21] and [22]. CS exploits sparsity in the transform domain to reconstruct the MR image from subsampled K-space data; our approach will exploit the low-rank property of the medical images for reconstruction. An early work [23] proposed an SVD-based method for MR image reconstruction from undersampled K-space data. SVD was used as an interpolation method for estimating the missing K-space samples from multiple coils. The image was obtained from the interpolated K-space data by inverse Fourier transform. Our technique towards MR image reconstruction is completely different from Ref. [23] even though both exploit the rank deficiency of the data (image/Kspace samples). For our approach, we represent (1) in a slightly different fashion, ym  1 = Fop ðXN  N Þ + gm  1



ð9Þ



where X is the image in matrix form, Fop is a mapping from the image domain to the Fourier domain (K-space) and η is the noise. Here Fop is the Fourier operator applied to the whole image X. Since the Fourier transform is separable, it can be equivalently expressed as,  T  y = F1D  F1D x + g; where xn  1 = vecðXN  N Þand F T = F1D  F1D



ð10Þ



where ⊗ represents the Kronecker product. This expression (10) is the same as (1). The Fourier operator mentioned in (1) is actually a Kronecker product of the 1D Fourier operators as shown in (10). Our work hinges on the assumption that the MR image is rank deficient. The most logical step is to reconstruct the image X such that it has the minimum rank. This hints at the following optimization problem: min rank ð X Þ T subject to Oy − FxO22 Ve; F = F1D  F1D and x = vecð X Þ ð11Þ Unfortunately, (11) is an NP hard problem. The same problem arises in CS where the problem is to minimize the l0 norm of the sparse coefficient vector. In CS, the NP hard problem is bypassed by replacing the l0 norm by its nearest convex surrogate — the l1 norm. Similarly for (11), it is intuitive to replace the NP hard objective function of rank minimization by its tightest convex relaxation — the nuclear norm. Therefore, instead of (11) we solve the following, minOX O4 subject to Oy − FxO22 Ve



ð12Þ



where ||X||⁎ is the nuclear norm of the image X. It is defined as the sum of its singular values.
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The fact that the rank of the matrix can be replaced by its nuclear norm for optimization purpose has been justified theoretically as well. Recent theoretical studies by Recht et al. [24–26] and others [27] show the equivalence of (11) and (12). We refrain from theoretical discussion on this subject and ask the interested reader to peruse Refs. [24–27]. A problem closely related to ours is the matrix completion problem, where the objective function is the same (rank of the matrix) but the constraint is a subsampling operator instead of a projection. The matrix completion problem is dealt with using the same way, i.e., the NP hard minimization problem is replaced by the convex nuclear norm minimization problem. Since matrix completion is not the topic of this article, we do not discuss it further. The interested reader is encouraged to refer to Ref. [28]. Our work is motivated by the efficacy of the lp-norm minimization in nonconvex CS. The actual problem in CS is to solve (5) which is the l0-norm minimization problem. This problem being NP hard is replaced by its closest convex surrogate, the l1 norm. The l1-norm minimization problem is more popular in CS because its envelope is convex and therefore easier to theoretically analyze. However, the lp norm better approximates the original NP hard problem. Consequently, it gives better results [17,29] both theoretically and practically. In this work, our main target is to solve the NP hard problem (11). But following previous studies in this area, we replace the NP hard rank minimization problem by its closest convex surrogate the nuclear norm. However, the nonconvex Schatten p-norm (13) will be a better (albeit nonconvex) approximation of the original problem (11). OX Op4 =



X



rpi ; r0i s are singular values of X



ð13Þ



i



Intuitively, we believe that better reconstruction results can be obtained if we replace the NP hard problem (11) by its nonconvex counterpart Schatten p-norm (0bpb1) instead of the convex nuclear norm. This is because a fractional value of p in the Schatten p-norm is a better approximation of the matrix rank than the nuclear norm. The same reasoning is used in CS to justify the use of nonconvex lp norms instead of the convex l1 norm to approximate the NP hard l0 norm. Unfortunately, there are no theoretical results to corroborate our intuition. However, in a recent work [30], it is shown that minimizing the reweighted nuclear norm leads to better results. This work was motivated by the work on re-weighted l1-norm minimization in CS [31]. The reweighting scheme in some sense solves the nonconvex lpnorm minimization [31] or Schatten p-norm minimization [30] problem by successively solving a series of convex problems (weighted l1 norm or nuclear norm minimization). We hope the results in our article will motivate others to justify theoretically the benefits of using Schatten p-norm in matrix recovery problems.
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In summary, we propose to solve the MR image reconstruction problem (1)/(11) by minimizing its Schatten p-norm directly. Mathematically, the optimization problem is as follows, min OX Op4 ; 0bpV1 subject to Oy − FxO22 Ve



ð14Þ



There is no existing algorithm to solve the problem (14). In Section 5, we derive an efficient first-order algorithm to solve it. 4. Denoising via Schatten p-norm minimization An MR image is in most cases corrupted by white Gaussian noise. When the MR images are reconstructed by CS-based methods or by our proposed method, the image is denoised implicitly during reconstruction. However, in legacy MR scanners, the reconstruction algorithm does not incorporate any denoising step. They used to scan the full K-space data and the reconstruction step consisted only of applying a 2D inverse Fourier transform. Since the Kspace data is itself corrupted by noise, applying the inverse Fourier transform reconstructs the noise as well. Thus the final MR image is noisy. To remove the noise an additional denoising step is required. Our proposed Schatten p-norm minimization can be utilized for denoising images from such legacy scanners. The noisy image can be modeled as follows, Y =X +N where X is the clean image (to be recovered), N is the noise assumed to be normally distributed and Y is the noisy image. The traditional way to denoise the MR image is to exploit sparsity of the image in a transform domain, such as in Refs. [32] and [33]. The MR image is sparse in the transform domain while the noise is not, i.e., the MR image yields few high-valued coefficients in the transform domain while the noise gives rise to dense low-valued coefficients. Therefore a nonlinear thresholding operator is used iteratively to prune away the low-valued transform coefficients while keeping the high-valued ones. When only the high-valued coefficients remain, the inverse transform is applied to obtain the denoised image. In a purely CS framework, the denoising is performed by solving the following optimization problem. minOaOpp subject to OY − S T aO2Fro Ve



ð15Þ



Instead of exploiting sparsity in the transform domain, we propose to denoise the MR image by exploiting its rank deficiency. The assumption being that the noiseless MR image yields the high singular values, while the noise results in the small singular values. Instead of applying arbitrary
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thresholding on the singular values, we propose to denoise the image via the following optimization problem, min OX Op4 ; 0bpV1 subject to OY − X O2Fro Ve



ð16Þ



where ‖.‖Fro is the Frobenius norm. The problem (16) is similar to (14). The only difference is that the Fourier operator of (14) is replaced by an identity in (16) since the reconstructed image already exists. The algorithm for solving the Schatten p-norm minimization problem is developed in the next section. The same algorithm will be able to solve both (14) and (16); only the inputs to the algorithm change. 5. Solving the Schatten p-norm minimization problem There are quite a few efficient algorithms to solve the nuclear norm (Schatten 1-norm) minimization problem [34–36]. But there is no algorithm to solve our proposed nonconvex Schatten p-norm minimization problem. In this section, we derive a first-order algorithm to solve our proposed optimization problem. The problem is to solve (14). However, it is difficult to solve the constrained problem directly. Therefore we propose to solve the following unconstrained Lagrangian version of (14) which is easier to solve, J ð xÞ = min Oy −



FxO22



+ kOX Op4



ð17Þ



The parameters λ and ɛ are related, but in general there exists no analytical relation between them for nonorthogonal F. In this work, we first develop an algorithm to solve (17). Later (Section 5.2), we will show how to solve the constrained problem by solving a series of unconstrained problems with decreasing values of λ. 5.1. Optimization transfer The problem (17) does not have a closed form solution and needs to be solved iteratively. We follow the so-called majorization–minimization (MM) technique [37,38] to solve it. MM replaces the hard minimization problem J(x) by an iteration of easy minimization problems Gk(x). The iterations produce a series of estimates which converge to the desired solution, i.e., the minimum of (17). MM Algorithm Initialize: iteration counter k=0; initial estimate x0. Repeat the following steps until a suitable exit criterion is met. 1. Choose Gk(x) such that: 1.1 Gk(x)≥J(x), ∀x 1.2 Gk(xk)=J(xk) 2. Set: xk+1=min Gk(x) 3. Set: k=k+1 and return to Step 1.



At each iteration, we replace J(x) by the following,   Gk ð xÞ = Oy − FxO22 + ð x − xk ÞT I − F T F ð x − xk Þ + kOX Op4 where xk=xk−1+FT(y−Fxk−1). With rearrangement of terms, Gk(x) can be expressed as,   Gk ð xÞ = Ox − xk O22 − xTk xk + yT y + xTk − 1 I − F T F xk − 1 + kOX Op4 As all the terms apart from the first term are independent of x, we can thus minimize the following instead, Gk Vð xÞ = Ox − xk O22 + kOX Op4



ð18Þ



Now, x and xk are vectorized forms of matrices. The following property of singular value decomposition holds in general, X Ovn2  1 O22 = OVn  n O2F = O O2F = OSr  1 O22 rr where v is the vectorized version of the matrix V, Σ is the singular value matrix of V and s is a vector formed by the diagonal elements of Σ (singular values of V). Now both x and xk have the same right and left singular vectors. With the use of this property, minimizing (18) is the same as minimizing the following, GkWðsÞ = Os − sk O22 + kOsOpp



ð19Þ



where s and sk are the singular values of the matrices corresponding to x and xk, respectively. The expression (19) is decoupled as: X 2 GkWðsÞ = sðiÞ− sðiÞk + ksðiÞp ð20Þ i



It is now easy to minimize (20) by differentiating it termwise. Skipping the mathematical manipulations it can be shown that (20) is minimized by:   k p−1 s = signumðsk Þmax 0;jsk j − p jsk j ð21Þ 2 This is a modified version of the famous soft thresholding operator and can be expressed as,   k p−1 s = soft sk ; p jsk j 2 Based on this derivation, we propose the following shrinkage algorithm for minimizing the unconstrained optimization problem (17). Shrinkage Algorithm 1. xk=xk−1+FT(y−Fxk−1) 2. Form the matrix Xk by reshaping xk. 3. SVD: Xk=UΣVT.
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4. Soft threshold the singular values:   R = soft diagðRÞ; k2 p jsk j p − 1 5. Xk + 1 = U V T . Form xk+1 by vectorizing Xk+1. 6. Update: k=k+1 and return to Step 1.



Table 1 NMSE for noise free data with varying number of radial sampling lines Slice name



Technique



50 lines



70 lines



90 lines



110 lines



BrainWeb new



l1 norm lp norm Proposed l1 norm lp norm Proposed l1 norm lp norm Proposed



0.19387 0.18379 0.19573 0.13199 0.12587 0.12066 0.23270 0.23351 0.23475



0.14855 0.14721 0.15926 0.09500 0.09001 0.08042 0.18807 0.18991 0.19456



0.11762 0.11705 0.13452 0.07082 0.07080 0.06012 0.15649 0.15900 0.16738



0.09765 0.09766 0.11390 0.05461 0.05400 0.04407 0.12988 0.13072 0.14236



5.2. Constrained optimization via cooling Our target is to solve the constrained problem (14). So far, we have discussed how to solve the unconstrained version (17). Although the parameters λ and ɛ are related, the relation is not analytical. In this article, we solve the constrained problem by adopting a cooling technique as employed by Lin and Herrmann [39]. Cooling algorithm Initialize: x0=0; λ bmax(FTx) Choose a decrease factor (DecFac) for cooling λ Outer Loop: While1 ||y−Fx||2Nɛ Inner Loop: While2 JJkk −+ JJkk ++ 11 zTol ∘ Compute objective function for current iterate: Jk=||y−Fxk||22+λ||Xk||p⁎ ∘ Minimize J k by the shrinkage algorithm described earlier. ∘ Compute objective function for next iterate: Jk+1=||y−Fxk+1||22+λ||Xk+1||p⁎ End While2 (inner loop ends) λ=λ×DecFac End While1 (outer loop ends) The cooling algorithm consists of two loops. The inner loop is for minimizing the unconstrained problem (17) for a particular value of λ. This loop either runs for a fixed number of iterations or exits when the relative change in the objective function (Jk−Jk+1)/(Jk+Jk+1) is less than the tolerance level. The outer loops reduce the value of λ. The outer loop continues as long as the value of λ does not reach a specified minimum value or as long as ||y−Mx||2Nɛ. The parameter λ in (17) actually balances the relative importance of the two terms ||y−Fx||22 and ||X||p⁎. Initially, the value of λ is kept high in order to get a very low rank solution. As its value is gradually decreased, the rank of the
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BrainWeb old



National Institute of Health



The table shows that, for the BrainWeb new and the NIH data, the reconstruction error from our proposed method is slightly higher (1–2%) than that of CS-based methods and, for the BrainWeb old data, our error is slightly lower (around 1%). However, these slight variations are practically indistinguishable in the reconstructed images. The reconstructed images from the proposed approach and the convex CS-based method [1] are shown in Fig. 2 for visual quality assessment. Since the results from the nonconvex method are quite similar to the convex one, we provide results only for the convex one.



recovered matrix increases and the mismatch ||y−Fx||22 is reduced. The value of λ is reduced until the mismatch falls below the given error tolerance.



6. Experimental results We carried out the experiments on three slices: two are from the BrainWeb and one from the National Institute of Health database (see Fig. 1). All the images are of size 256 by 256 pixels. Radial sampling was employed to collect the K-space data. The reason to simulate radial sampling is that it is by far the fastest K-space sampling method [40]. However, our work is generalized and can be employed with any other sampling scheme. Nonuniform FFT (NUFFT) [41] is used as the mapping (F) between the real image space and the complex K-space. The NUFFT is not orthogonal; it has an adjoint but not a unique inverse. Our proposed reconstruction technique is compared against two standard CS-based reconstruction techniques,



Fig. 1. Ground truth images: (left to right) BrainWeb new, BrainWeb old and NIH.
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Table 2 Reconstruction times for noise free data with varying number of radial sampling lines Slice name



Technique 50 lines



BrainWeb new l1 norm lp norm Proposed BrainWeb old l1 norm lp norm Proposed National l1 norm Institute of lp norm Health Proposed



83.4761 150.373 9.04923 82.7161 159.170 8.25629 92.767 170.810 13.3627



70 lines



90 lines



110 lines



120.084 221.311 10.0613 82.3672 220.333 10.9292 92.0046 251.029 12.7485



202.632 61.5545 419.854 142.173 32.3338 8.55673 130.733 85.9018 297.436 150.084 22.4166 10.0542 206.72 99.7556 421.008 140.957 45.1203 11.7448



The table shows that our proposed approach is considerably faster than CSbased techniques. However, we are not in a position to generalize this claim. CS is a matured area of research, and choosing a different solver may accelerate CS-based reconstruction. Our algorithm for solving the Schatten p-norm minimization problem is a naïve one and its speed can be increased as well. The core computational demand of our algorithm is in computing the singular value decomposition in each iteration. Computing the SVD naïvely is time consuming since we already know that the matrix is rank deficient. Our current algorithm can be made even faster by employing PROPACK [45] for computing the SVD.



viz., the convex formulation (l1 minimization) [1] and the nonconvex formulation (lp minimization) [42]. There are several solvers for the l1-minimization problem, but the properties of NUFFT are not suitable for most of them. The



spectral projected gradient L1 (SPGL1) [43] is by far the most suitable solver for the current problem. For the lp-norm minimization, the iterated reweighted least squares (IRLS) algorithm [44] is used. Haar wavelet was used as the sparsifying transform for CSMRI. We tested other wavelets like Daubechies and symlets, but found no improvement in reconstruction. Besides, they are considerably slower than the Haar wavelet. Our proposed reconstruction approach, based on Schatten p-norm minimization, gave the best results when the value of p is 0.9. Therefore for all the experiments we fixed p at the said value. For the lp-norm minimization [42], the best results were obtained for p=0.8. We will provide both quantitative and qualitative reconstruction results. For quantitative comparison, the normalized mean squared error (NMSE) between the reconstructed image and the ground truth is computed. However, the NMSE is not the best metric for image reconstruction; therefore we will also provide the reconstructed images for qualitative assessment. 6.1. Reconstruction from noise-free K-space samples In the first set of experiments, it is assumed that the Kspace data is noise free. The number of radial sampling lines



Fig. 2. Noise-free reconstruction results (220 lines). (Top row) Convex CS-based reconstruction; (bottom row) reconstruction from proposed approach. (Left to right) BrainWeb new, BrainWeb old and NIH.
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Table 3 NMSE for noisy data with varying number of radial sampling lines Slice name



Technique



50 lines



70 lines



90 lines



110 lines



BrainWeb new



l1 norm lp norm Proposed l1 norm lp norm Proposed l1 norm lp norm Proposed



0.19231 0.21118 0.19754 0.13812 0.15290 0.12798 0.23053 0.26805 0.23614



0.15097 0.17310 0.16213 0.10791 0.12284 0.09439 0.18863 0.22371 0.19807



0.12306 0.14429 0.13841 0.08771 0.11050 0.07464 0.16082 0.19182 0.17273



0.10499 0.12824 0.11945 0.07675 0.98537 0.06181 0.13823 0.16074 0.14792



BrainWeb old



National Institute of Health



The nonconvex CS-based method gives the worst results. This is because the IRLS algorithm is not very robust to noise. The NMSE values between our proposed method and the convex CS-based method show only slight variations (1–2%) in reconstruction results. The distinction between our proposed method and the convex CS-based method is practically indiscernible as can be verified from Fig. 3.



was varied from 50 to 110 in steps of 20. In Table 1, the NMSE values are shown, and in Table 2 and Fig. 2, the reconstruction times are tabulated.



110 in steps of 20. The K-space data is corrupted by 5% additive white Gaussian noise.



6.2. Reconstruction from noisy K-space samples



6.3. Denoising



Practical MR data is corrupted by noise. Our reconstruction method can address the noisy reconstruction problem (Fig. 3). Table 3 shows the results from noisy reconstruction. The number of radial sampling lines was varied from 50 to



Finally, we will show that our proposed approach can also be employed for MR image denoising. The same algorithm developed in Section 6 is used for denoising. But instead of the Fourier operator, an identity operator is used.



Fig. 3. Reconstruction results for data corrupted by 5% noise (220 lines). (Top row) Convex CS-based reconstruction; (bottom row) reconstruction from proposed approach. (Left to right) BrainWeb new, BrainWeb old and NIH.
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Table 4 Denoising results Slice name BrainWeb new



Technique No noise 2% noise 5% noise 10% noise



CS Proposed BrainWeb old CS Proposed National Institute CS of Health Proposed



0.03969 0.03093 0.04104 0.03764 0.04248 0.0278



0.03990 0.03295 0.03612 0.03380 0.04192 0.03057



0.04359 0.04338 0.03931 0.03853 0.04422 0.04329



0.06573 0.07118 0.06132 0.06641 0.07067 0.07609



As seen earlier, the NMSE values show slight differences in denoising results. But these differences are indistinguishable in the actual denoised images as seen from Fig. 4.



We propose to denoise the image by solving (16), minOX Op4 ; 0bpV1 subject toOY − X O2Fro Ve Our denoising approach is compared against the following CS-based denoising method (15), min OaOpp subject toOY = S T aO2Fro Ve Once the above problem is solved, the image is obtained from the wavelet coefficients (α) by the synthesis equation.



For this experiment, we have changed the amount of noise from 0 to 10%. Our proposed approach (16) was compared against a CS-based denoising method (15). The results are shown in Table 4 and Fig. 4.



7. Conclusion Reducing the data acquisition time for MR scans has always been a challenge. In this article, we address the problem from a signal processing perspective. A new approach to reconstruct MR images from subsampled K-space measurements has been presented here. It exploits the rank deficiency of the MR images to frame the reconstruction problem. In recent years, CS-based MR image reconstruction techniques have been successful in reconstructing image from subsampled K-space measurements. Our proposed approach aims at the same goal, but from an entirely new perspective. The reconstruction results show that the proposed approach and the CS-based techniques provide virtually indistinguishable results. The same is true for the denoising experiments. Our proposed method gives practically the same results as CS-based denoising. Experimental results in this article indicate that our proposed method is considerably faster than the CS-based methods. However, the



Fig. 4. Denoising results for data corrupted by 10% noise. (Top row) CS denoising; (bottom row) denoising from proposed approach. (Left to right) BrainWeb new, BrainWeb old and NIH.
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This requires minimizing the rank of the image matrix subject to data constraints,. which is unfortunately a nondeterministic polynomial time (NP) hard problem. 
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