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Rate of convergence of local linearization schemes for random diﬀerential equations J.C. Jimenez∗ and F.M. Carbonell†



Abstract Recently, two Local Linearization (LL) schemes for the numerical integration of random diﬀerential equation have been proposed, which diﬀer with respect to the algorithm that is used for the numerical implementation of the Local Linear discretization. However, in contrast with the Local Linear discretization, the order of convergence of the LL schemes have not been studied so far. In this paper, a general theorem about this matter is presented and, on that base, additional results are derived for each particular scheme.
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Introduction



In recent years, an increasing and renovated interest for the numerical integration of Random Diﬀerential Equations (RDEs) have been revealed through a number of papers [9, 3, 19, 6, 7]. This seems to be motivated by two main reasons. First, the mathematical modeling of a variety of complex physical, biological and engineering processes by means of RDEs [22, 25, 23], which in most of the cases have no explicit analytic solution. Second, the role played by the RDEs into the theory of random dynamical systems (see [1] and references therein) and its applications to numerical analysis [18]. A relevant example of that is the extant conjugacy property between random and stochastic diﬀerential equations [15, 16], which has been used to construct numerical integrators for some types of physical systems driven by commutative noise [4]. In particular, this work deals with an open problem related with the Local Linearization (LL) method for RDEs introduced in [3]. In that paper, the Local Linear discretization of a RDE was defined and its rate of convergence was studied. On the base of such discretization and the Padé approximation of exponential matrices a numerical scheme was also introduced to illustrate the performance of the LL method in the integration a number of RDEs. In a further work published in [23], another LL scheme was introduced to integrate a system of thousand of equations describing the dynamics of coupled neurons generating EEG rhythms. In that case, the numerical scheme was derived from the Local Linear discretization mentioned above and the Krylov approximation of exponential matrices. In general, based on the Local Linear discretization established in [3] a variety of LL schemes can be constructed, which ∗
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essentially would diﬀer respecting to the algorithm employed in the numerical implementation of that discretization. Indeed, this feature provides flexibility to the LL method for adjusting itself when is applied to certain types of equations. However, in contrast with the Local Linear discretization, the convergence of the LL schemes have not been studied so far. In this paper, a main theorem on the convergence rate of the LL schemes for RDEs is derived and, on that base, additional results are obtained for each particular scheme. A brief summary on the previous results of the LL method is provided in the first section for facilitating the subsequent presentation.
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Notation and preliminaries



Let (Ω, F, P ) be a complete probability space with the canonical sample space Ω = C([t0 , T ], Rk ), and {Ft , t ≥ t0 } be an increasing right continuous family of complete sub σ-algebras of F. Further, let ζ = {ζ t (ξ) := ξ(t) : t ∈ [t0 , T ], ξ ∈ Ω} be a k-dimensional Ft -adapted and separable continuous process on (Ω, F, P ), and f : Rd × Rk −→ Rd be a twice continuously diﬀerentiable function. Consider the RDE dx(t; ·) = f (x(t; ·), ζ t (·)), t ∈ [t0 , T ], dt x(t0 ; ·) = x0 (·)



(1) (2)



and, for each sample path ξ ∈ Ω, the corresponding Ordinary Diﬀerential Equation (ODE) dx(t) = f (x(t), ξ(t)), t ∈ [t0 , T ], dt x(t0 ) = x0 . Conditions for the existence and uniqueness of an almost surely continuous solution of the RDE under consideration are assumed (see Theorem 3.1 in [11]). Let (t)h = {tn : n = 0, 1, · · · , N } be a time discretization with maximum step-size h defined as a sequence of times that satisfy the conditions t0 < t1 < · · · < tN = T and sup(hn ) ≤ h < 1,



(3)



n



where hn = tn+1 − tn for n = 0, ..., N − 1. Let further nt = max{n = 0, 1, · · · , N : tn ≤ t and tn ∈ (t)h } for all t ∈ [t0 , T ].



2.1



Local Linear approximation: definition [3]



Definition 1 For a given realization ξ of the process {ζ t }t∈[t0 ,T ] , the Local Linear discretization of the solution of (1)-(2) at each point tn+1 ∈ (t)h is defined by the recursive expression yn+1 = yn + φ (tn , yn , ξ; hn ) ,



(4)



starting with y0 = x0 , where φ(tn , yn , ξ; hn ) =



Zhn



efx (yn ,ξ(tn ))(hn −u) (f (yn , ξ(tn )) + fξ (yn , ξ(tn )) (ξ(tn + u) − ξ(tn ))) du.



0



Here, fx and fξ denote the partial derivatives of f with respect to the variables x and ξ, respectively. 2



Moreover, an approximation for x in the whole interval [t0 , T ] is stated in the following definition. Definition 2 For a given realization ξ of the process {ζ t }t∈[t0 ,T ] , the Local Linear approximation of the solution of (1)-(2) is defined by the function y (t) = ynt + φ (tnt , ynt , ξ; t − tnt )



(5)



for all t ∈ [t0 , T ], where ynt is the Local Linear discretization (4) at nt . It is clear that, the Local Linear approximation (5) is a continuous function that coincides with the Local Linear discretization (4) at each point of the time partition (t)h . It is also known that the Local Linear approximation is a continuous function that satisfies the piece-wise linear ODE dy(t) = An y(t) + an (t) , t ∈ [tn , tn+1 ) dt y(tn ) = yn



(6)



for all t ∈ [t0 , T ]. Here, An = fx (yn , ξ(tn )) is a d × d matrix and an (t) = f (yn , ξ(tn )) − fx (yn , ξ(tn ))yn + fξ (yn , ξ(tn ))(ξ(t) − ξ(tn )) is a d-dimensional vector.



2.2



Local Linear approximation: convergence [3]



Suppose that, for each realization ξ of the process {ζ t }t∈[t0 ,T ] , there exist separable almost surely finite stochastic processes L, K0 and K1 such that kf (u, ξ(t)) − f (v, ξ(t))k ≤ L(t) ku − vk



(7)



and kf (u, ξ(t))k ≤ K0 (t)(1 + kuk),



kfx (u, ξ(t))k + kfξ (u, ξ(t))k ≤ K1 (t)



(8) (9)



for all u, v ∈ Rd and t ∈ [t0 , T ]. In addition, assume that the second partial derivatives of f hold the condition (10) kfxx (u, z)k + kfxξ (u, z)k + kfξξ (u, z)k ≤ K2 for some positive constant K2 and all u ∈ Rd , z ∈ Rk . Finally, let ξ (h)



:= sup kξ(t) − ξ(s)k |t−s|≤h



be the moduli of continuity of ξ. Lemma 3 Let y be the Local Linear approximation defined in (5). Under conditions (8) and (9), there exist positive constants C1 (ξ), C2 (ξ) and C3 (ξ) such that the inequalities sup ky (t)k ≤ C1 (ξ)



t0 ≤t≤T



and ky (t) − y (tnt )k ≤ (C2 (ξ) + C3 (ξ) hold for all t ∈ [t0 , T ]. 3



ξ (hnt ))hnt



Next result deals with the convergence of the Local Linear approximation for RDEs. Theorem 4 Let x be the solution of the RDE (1)-(2), and y be the Local Linear approximation defined in (5). Suppose that, in addition to conditions (7)-(10), the condition ξ (h)



≤ D0 (ξ)hγ



(11)



holds for some positive constants D0 (ξ) and γ. Then kx (tn + hn ) − x (tn ) − φ (tn , x (tn ) , ξ; hn )k ≤ C(ξ)hnmin(3,1+2γ) for all tn ∈ (t)h , and



sup kx (t) − y (t)k ≤ CT (ξ)hmin(2,2γ) ,



t0 ≤t≤T



where C(ξ) and CT (ξ) are positive constants. Note that the convergence result of Theorem 4 is stated under global boundedness and Lipschitz conditions for the vector field f . However, it is worth to point out that this estimate remains when these conditions hold only locally on a subset in the neighborhood of the solution x and/or are substituted by stronger continuity conditions. Indeed, similar arguments to those used in ODEs can be applied pathwise in our setting. Hence, as in [19], the restrictions (7)-(10) can be replaced by the condition f ∈ C 2 (D, Rd ), where D ⊂ Rd × Rk is an open set such that x(t; ξ) ∈ D for all t ∈ [t0 , T ].
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Local Linearization schemes



It can be noted from its definition that the Local Linear discretization is still no tractable for numerical implementation purposes. The reason is that, in general, the integral appearing in φ can not be analytically computed for the sample paths of any kind of process {ζ t }t∈[t0 ,T ] . Thus, depending on the way of computing that integral, diﬀerent numerical schemes could be obtained. A precise definition for such schemes is the following. Definition 5 For the Local Linear discretization yn+1 = yn + φ(tn , yn , ξ; hn ) of the equation (1)-(2), any recursion of the form e n, y en + φ(t en , e en+1 = y ξ; hn ), y



e0 = y0 , with y



e and e where φ ξ denote numerical algorithms to compute φ and ξ, is called Local Linearization scheme.



Let us consider two simple examples of Local Linearization (LL) schemes. To start, a handy approximation to the term ξ(tn + u) − ξ(tn ) in φ should be chosen. For instance, the one given by the following linear spline interpolation [26] ∆ξ(tn ) e u ξ(tn + u) = ξ(tn ) + hn



for all u ∈ [tn , tn + hn ] and tn ∈ (t)h , where ∆ξ(tn ) = ξ(tn+1 ) − ξ(tn ). Thus, a first approximation to Local Linear discretization is derived from



en , e ξ; hn ) = φ(tn , y



Zhn



fx (h yn ,ξ(tn ))(hn −u)



e



f (e yn , ξ(tn ))du +



0



Zhn Zu 0



0



efx (hyn ,ξ(tn ))(hn −u) fξ (e yn , ξ(tn ))



∆ξ(tn ) dsdu, hn (12)



4



which can be rewritten as (Theorem 1, in [24]) h en , e φ(tn , y ξn ; hn ) = L ehn Cn r,



where



⎞ ⎛ n) fx (e yn , ξ(tn )) fξ (e yn , ξ(tn )) ∆ξ(t f (e yn , ξ(tn )) hn e n= ⎝ ⎠ ∈ R(d+2)×(d+2) , C 0 0 1 0 0 0 £ £ ¤ ¤ en ). However, L = Id 0d×2 and r| = 01×(d+1) 1 are constant matrices for each fixed point (tn , y an additional approximation to the Local Linear discretization is still necesary, since the exponential matrix in the above expression for φ needs to be approximated too. This can be done by a variety of algorithms, e.g., those based on rational Padé approximation, the Schur decomposition, or Krylov subspace method. In general, the selection of one of them will mainly depend on the size and structure of the matrices whose exponential should be computed (for details, see [17]). Typically, the rational Padé approximation is applied for low dimensional system of equations, whereas the Krylov subspace h method is used otherwise. If the computation of ehn Cn is carried out by means of the rational Padé approximation with the ’scaling and squaring’ procedure [20], the following approximation to φ is obtained e n, y e n hn ))2kn r, en , e ξn ; hn ) = L(Pp,q (2−kn C (13) φ(t −kn



h



e n hn ) denotes the (p, q)-Padé approximation of e2n Cn hn and kn is the smallest integer where Pp,q (2−kn C ° ° ° ne ° number such that °2−k h C ° ≤ 1 . Otherwise, when the Krylov method [13] is used, the function φ n n n 2



can be approximated by



e n, y e en , e φ(t ξn ; hn ) = L kp,q mn ,kn (hn , Cn , r),



(14)



hn hn C e r. More precisely, where kp,q mn ,kn (hn , Cn , r) denotes the Krylov-Padé approximation of e k kp,q m,k (δ, A, v) = βVm Fp,q (δHm )e1 ,



where β = kvk, e1 is the m−dimensional unitary vector, and the matrices Vm = [v1 , .., vm ] and Hm are the orthonormal basis of the Krylov space Km = span(v, Av, ..., Am−1 v) and the upper Hessenberg matrix, respectively, resulting both from the well known Arnoldi algorithm (see for instance [8]). In addik tion Fkp,q (δHm ) = (Pp,q (2−k δHm ))2 denotes the (p, q)-Padé approximation with ´scaling ° and squaring´ ° procedure for the computation of eδHm , and k is the smallest integer number such that °2−k δHm ° ≤ 12 . For both approximations to the exponential matrix, we finally have a LL scheme of the form ³ ´ e tn , y en + φ en , e en+1 = y ξn ; hn . y



e defined as in (13) was introduced in [3] to illustrate the performance of the The scheme above with φ e defined as in (14) was used LL method to integrate a variety of RDEs, whereas the LL scheme with φ in [23] to integrate a system of thousand of equations describing the EEG rhythms generation by a set of coupled neurons. Alternatively other LL schemes can be derived. Indeed, by means of the analytical functions ½ (ϑj−1 (z) − 1/(j − 1)!) /z for j = 1, 2.. , ϑj (z) = ez for j = 0 the expression (12) for φ can be rewritten as φ (τ , z, ξ; δ) =



2 X



ϑj (δfx (z, ξ(τ ))) cj (τ , z, ξ) δ j ,



j=1



5



where cj (τ , z, ξ) =



½



f (z, ξ(τ )) fξ (z, ξ(τ ))



for j = 1 . for j = 2



In this way, LL schemes based on Padé or Krylov approximation could be obtained just by directly applying these approximations to either ϑj (δfx (τ , ξ)) or ϑj (δfx (τ , ξ)) cj (τ , ξ). For details see [14] and also [2] for a recursive evaluation of ϑj based on an extension of the matrix exponential scaling and squaring method. Clearly, the error of any LL scheme depends of both, the discretization error and the error in the numerical implementation of the Local Linear discretization. This will be accurately stated in the next section.
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Main convergence result



The following two lemmas will be useful for deriving the main result on this section. Namely, a general theorem for studying the convergence rate of the LL schemes. Lemma 6 In addition to conditions of (7)-(9) for f and ξ, suppose that there exist separable almost surely finite stochastic processes L1 and L2 such that kfx (u, ξ(t)) − fx (v, ξ(t))k ≤ L1 (t) ku − vk



(15)



kfξ (u, ξ(t)) − fξ (v, ξ(t))k ≤ L2 (t) ku − vk



(16)



and for all u, v ∈ Rd and t ∈ [t0 , T ]. Then, for any compact set K ⊂ Rd , there exits a positive constant P1 (ξ) such that kφ (τ , z2 , ξ; δ) − φ (τ , z1 , ξ; δ)k ≤ δP1 (ξ) kz2 − z1 k , for all z1 , z2 ∈ K, τ ∈ [t0 , T ] and positive constant δ < 1. Proof. By definition of φ, kφ(τ , z2 , ξ; δ) − φ(τ , z1 , ξ; δ)k ≤ T1 + T2 , where



° δ ° °Z ° Zδ ° ° fx (z2 ,ξ(τ ))(δ−u) fx (z1 ,ξ(τ ))(δ−u) ° T1 = ° e f (z2 , ξ(τ ))du − e f (z1 , ξ(τ ))du° °, ° ° 0



0



° δ ° °Z ° Zδ ° ° f (z ,ξ(τ ))(δ−u) f (z ,ξ(τ ))(δ−u) x x 2 1 T2 = ° fξ (z2 , ξ(τ ))∆ξ(τ ; u)du − e fξ (z1 , ξ(τ ))∆ξ(τ ; u)du° ° e °, ° ° 0



0



and ∆ξ(τ ; u) = ξ(τ + u) − ξ(τ ). Thus,



Zδ ° ° ° ° T1 ≤ kf (z2 , ξ(τ ))k °efx (z2 ,ξ(τ ))(δ−u) − efx (z1 ,ξ(τ ))(δ−u) ° du 0



Zδ ° ° ° ° + kf (z2 , ξ(τ )) − f (z1 , ξ(τ ))k °efx (z1 ,ξ(τ ))(δ−u) ° du 0



6



(17)



and T2 ≤



Zδ ° ° ° fx (z2 ,ξ(τ ))(δ−u) fx (z1 ,ξ(τ ))(δ−u) ° e (δ) kf (z , ξ(τ ))k − e ° ° du ξ ξ 2 0



Zδ ° ° ° ° + ξ (δ) kfξ (z2 , ξ(τ )) − fξ (z1 , ξ(τ ))k °efx (z1 ,ξ(τ ))(δ−u) ° du, 0



where ξ (δ) is the moduli of continuity of ξ. Since for a given process ξ, fx (z, ξ(τ )) is bounded for all z ∈ K and τ ∈ [t0 , T ], there exists a compact set Q ⊂ Rd × Rd such that {fx (τ , z) : τ ∈ [t0 , T ], z ∈ K} ⊂ Q. Because the analicity of the exponential matrix on Q, there exists a positive constant λ such that ° ° ° ° fx (z2 ,ξ(τ ))(δ−u) − efx (z1 ,ξ(τ ))(δ−u) ° ≤ λ(δ − u) kfx (z2 , ξ(τ )) − fx (z1 , ξ(τ ))k °e ≤ L1 λδ kz2 − z1 k



for all z1 , z2 ∈ K and τ ∈ [t0 , T ], where L1 = sup L1 (s) < ∞ with L1 (s) defined in (15). t0 ≤s≤T



Moreover, because conditions (7)-(9) and (16) hold, there exist positive constants K0 , K1 , L and L2 depending of ξ such that kf (z2 , ξ(τ ))k ≤ K0 , kf (z2 , ξ(τ )) − f (z1 , ξ(τ ))k ≤ L kz2 − z1 k, kfξ (z2 , ξ(τ ))k ≤ K1 and kfξ (z2 , ξ(τ )) − fξ (z1 , ξ(τ ))k ≤ L2 kz2 − z1 k, for all z1 , z2 ∈ K and τ ∈ [t0 , T ]. In addition, since ξ is a finite continuous process, its moduli of continuity ξ (δ) is bounded. Thus, by using all these bounds in a convenient way, it is obtained that T1 ≤ δM1 (ξ) kz2 − z1 k and T2 ≤ δM2 (ξ) kz2 − z1 k, where M1 (ξ) and M2 (ξ) are positive constants depending of ξ. This and (17) imply that kφ(τ , z2 , ξ; δ) − φ(τ , z1 , ξ; δ)k ≤ δ(M1 (ξ) + M2 (ξ)) kz2 − z1 k , which completes the proof. Lemma 7 Let ξ be a realization of the process {ζ t }t∈[t0 ,T ] , and let e ξ be an interpolating continuous approximation to ξ at each point τ ∈ (t)h . Under conditions (7) and (10), there exists a positive constant P2 (ξ, e ξ) such that ( ) ° °2 ° ° ° ° ° ° 2 2 2 ξ(s)° + δ + ξ; δ)° ≤ δP2 (ξ, e ξ) sup °ξ(s) − e (δ) + (δ) °φ (τ , z, ξ; δ) − φ(τ , z, e ξ



s∈[τ ,τ +δ]



for all z ∈ Rd and positive constant δ < 1.



h ξ



e be the respective solutions of the linear equations Proof. Let u and u



for s ∈ [τ , τ + δ], where



du(s) e = f (u(s), ξ(s)), u(τ ) = u0 ds de u(s) e e (τ ) = u e0 = f (e u(s), e ξ(s)), u ds



e f (z(s), ζ(s)) = f (z(τ ), ζ(τ )) + fx (z(τ ), ζ(τ ))(z(s) − z(τ )) − fξ (z(τ ), ζ(τ ))(ζ(s) − ζ(τ )).



Further, let



1



° ° ° du(s) ° ° ° = °f (u(s), ξ(s)) − ds °



and 7



2



° ° ° de u(s) ° ° °. u(s), ξ(s)) − = °f (e ds °



(18) (19)



Condition (10) and the Taylor formulae with Lagrange rest [5] imply the existence of a positive constant K2 such that 1



= kf (u(s), ξ(s)) − f (u0 , ξ(τ )) − fx (u0 , ξ(τ ))(u(s) − u0 ) − fξ (u0 , ξ(τ ))(ξ(s) − ξ(τ ))k



≤ K2 (ku(s) − u0 k2 + kξ(s) − ξ(τ )k2 ).



Moreover, since the linear equation (18) is of the form (6), Lemma 3 yields ku(s) − u0 k ≤ (C2 (ξ) + C3 (ξ) ξ (δ))δ. From this and the moduli of continuity definition follows that °2 °2 ° ° ° ° ° °e 2 e 1 ≤ K2 (ku(s) − u0 k + 2 °ξ(s) − ξ(s)° + 2 °ξ(s) − ξ(τ )° ) °2 ° ° ° ξ(s)° + 2K2 h2ξ (δ). ≤ K2 (C2 (ξ) + C3 (ξ) ξ (δ))2 δ 2 + 2K2 sup °ξ(s) − e s∈[τ ,τ +δ]



In similar way, and taking into account that e ξ(τ ) = ξ(τ ) it is obtained that ° ° ° ° e 0 ) − fξ (e u(s), ξ(s)) − f (e u0 , e ξ(τ )) − fx (e u0 , e ξ(τ ))(e u(s) − u u0 , e ξ(τ ))(e ξ(s) − e ξ(τ ))° 2 = °f (e °2 ° ° ° ≤ K2 (C2 (e ξ(s)° + 2K2 2ξ (δ), ξ) + C3 (e ξ) hξ (δ))2 δ 2 + 2K2 sup °ξ(s) − e s∈[τ ,τ +δ]



where C2 (e ξ) and C3 (e ξ) have also bounded values, since e ξ ∈ Ω implies that conditions (8) and (9) hold e for ξ too. Therefore, °2 ° ° ° 2 2 2 e ξ(s) − ξ(s) (δ)) + M sup ° , ° 1 + 2 ≤ M1 (δ + ξ (δ) + h 2 ξ s∈[τ ,τ +δ]



ξ) + C3 (e ξ)) and M2 = 4K2 . Thus, from Theorem 12 in the where M1 = K2 (2 + C2 (ξ) + C3 (ξ) + C2 (e Appendix and condition (7) follows that e0k + e (s))k ≤ eL(s−τ ) ku0 − u ku(s) − u



ε1 + ε2 L(s−τ ) (e − 1), L



where L = sup L(s) < ∞ is a constant depending of ξ. Taking into account that the linear ODEs (18)t0 ≤s≤T



e 0 = z in the last inequality and using that ex − 1 ≤ xex , (19) are of the form (6), and by setting u0 = u it is obtained that ° ° ° ° e (τ + δ)k = °φ (τ , z, ξ; δ) − φ(τ , z, e ξ; δ)° ku(τ + δ) − u ≤ (ε1 + ε2 )δeL ( ≤ δP2 (ξ, e ξ) δ 2 +



2 ξ (δ) +



2 (δ) + h ξ



sup s∈[τ ,τ +δ]



° °2 ° ° ξ(s)° °ξ(s) − e



)



,



ξ) = (M1 + M2 )eL is a positive constant depending on ξ and e ξ. where P2 (ξ, e Next theorem provides a general result on the convergence rate of LL schemes for RDEs. Theorem 8 Let x be the solution of the RDE (1)-(2),



y(t) = ynt + φ(tnt , ynt , ξ; t − tnt ) be the Local Linear approximation defined in (5), and e n ,y e e(t) = y ent + φ(t y t e nt , ξ; t − tnt ) 8



e and e a numerical implementation of y, where φ ξ denote numerical algorithms to compute φ and ξ. e fulfills Suppose that, in addition to the conditions of Theorem 4, conditions (15)-(16) also hold. If φ that ° ° ° ° e e e e r+1 e e φ(t , y , ξ; h ) − φ(t , y , ξ; h ) (20) ° nt nt nt nt nt nt ° ≤ D1 (ξ) hnt



and, if e ξ is an interpolating continuous approximation to ξ at each point tn ∈ (t)h satisfying the conditions ° ° ° ° ξ(tnt + u)° ≤ D2 (ξ) hκnt (21) sup °ξ(tnt + u) − e u∈[0,hnt ]



and



(h) h ξ



≤ D3 (ξ)



ξ (h),



(22)



ξ), D2 (ξ) and D3 (ξ) are positive constants, then there exists a positive constant M (ξ,e ξ) such where D1 (e that e(t)k ≤ M (ξ,e ξ) hmin{2,2γ,2κ,r} sup kx(t) − y t0 ≤t≤T



for h small enough.



Proof. Let X and Aε two compact sets defined as X = {x (t) : t ∈ [t0 , T ]} and Aε = {z ∈ Rd : min kz − x (t)k ≤ ε} for some ε > 0. x(t)∈X



First, suppose that h is small enough in such a way that Ye = {e y (t) : t ∈ [t0 , T ]} is contained in Aε . Further, suppose that the numerical integration has reached tn and let En be an uniform bound on e (s)k for every s ∈ [t0 , tn ]. kx (s) − y e (t) follows that By definition of y e n, y e (t) = x(t) − y e (tn ) − φ(t e (tn ) , e x (t) − y ξ; t − tn ) + x(tn ) − x (tn ) +φ(tn , x (tn ) , ξ; t − tn ) − φ(tn , x (tn ) , ξ; t − tn )



for t ∈ [tn , tn+1 ]. Thus



e (t)k ≤ kx (tn ) − y e (tn )k + Ln (t) + Qn (t), kx (t) − y



where



(23)



Ln (t) = kx(t) − x(tn ) − φ(tn , x(tn ), ξ; t − tn )k



and



° ° ° ° e n, y e (tn ) , e ξ; t − tn )° Qn (t) = °φ(tn , x (tn ) , ξ; t − tn ) − φ(t



for all t ∈ [tn , tn+1 ] . From the triangular inequality, Lemmas 6 and 7, and conditions (20)-(22) and (11) it is obtained that ° ° ° ° e (tn ) , e ξ; t − tn )° Qn (t) ≤ °φ(tn , x (tn ) , ξ; t − tn ) − φ(tn , y ° ° ° ° e n, y e (tn ) , e e (tn ) , e + °φ(tn , y ξ; t − tn ) − φ(t ξ; t − tn )° e (tn )k + P2 (ξ, e ≤ hn P1 (ξ) kx (tn ) − y ξ)(1 + D22 (ξ) + D02 (ξ) + D02 (ξ)D32 (ξ))hmin{3,2γ+1,2κ+1} n +D1 (e ξ) hr+1 , (24) n



whereas from Lemma 4 follows that



Ln (t) ≤ C(ξ)hmin(3,2γ+1) . n 9



(25)



Thus, from inequalities (23)-(25), and constraint (3) it is obtained that e (t)k ≤ (1 + hn P1 (ξ)) En + K(ξ,e ξ)hnmin{3,2γ+1,2κ+1,r+1} , kx (t) − y



ξ)(1 + D22 (ξ) + D02 (ξ) + D02 (ξ)D32 (ξ)) + D1 (e ξ) + C(ξ). Note that, this expression where K(ξ,e ξ) = P2 (ξ,e gives an error bound for all t ∈ [tn , tn+1 ] . Therefore, by definition of En , that bound also holds for t ∈ [t0 , tn ] and so ξ)hnmin{3,2γ+1,2κ+1,r+1} . En+1 ≤ (1 + hn P1 (ξ)) En + K(ξ,e Finally, by induction, the last inequality implies that



((1 + hP1 (ξ))n+1 − 1) En+1 ≤ K(ξ,e ξ) hmin{3,2γ+1,2κ+1,r+1} hP1 (ξ) ≤ M (ξ,e ξ) hmin{2,2γ,2κ,r} ,



where M (ξ,e ξ) = K(ξ,e ξ)(eP1 (ξ)(T −t0 ) − 1)/P1 (ξ). Thus, to guarantee that Ye ⊂ Aε it is suﬃcient that min{2,2γ,2κ,r} ξ)δ 0 ≤ ε. This completes the proof. h ≤ δ 0 , begin δ 0 a positive constant such that M (ξ,e
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Two particular convergence results



In order to show the application of Theorem 8 for stating the convergence rate of the LL schemes mentioned in Section 3 the following lemma will be useful. Lemma 9 Let ξ be a realization of the process {ζ t }t∈[t0 ,T ] , and let ξ(tn+1 ) − ξ(tn ) e ξ(tn + u) = ξ(tn ) + u hn



be an interpolating approximation to ξ for all u ∈ [tn , tn + hn ] and tn ∈ (t)h . Then (h) h ξ



and



≤8



ξ (h)



° ° ° ° ξ(tn + u)° ≤ 2 sup °ξ(tn + u) − e



ξ (hn )



u∈[0,hn ]



for all tn ∈ (t)h . Proof. By definition, (h) = h ξ ≤



sup t,s∈[t0 ,T ] |t−s|≤h



sup



° ° ° °e ξ(s)° °ξ(t) − e



t=s+δ,s∈[t0 ,T ] 0≤δ≤h



° ° ° °e ξ(s)° + °ξ(t) − e
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sup t=s+δ,s∈[t0 ,T ] −h≤δ≤0



° ° ° °e ξ(s)° . °ξ(t) − e



(26)



For the first right hand side term, we have ° ° ° °o ° n° ° ° ° ° °e °e sup ξ(s)° ≤ sup ξ(s)° °ξ(t) − e °ξ(t) − ξ(tns+1 )° + °ξ(tns+1 ) − e t=s+δ,s∈[t0 ,T ] 0≤δ≤h



t=s+δ,s∈[t0 ,T ] 0≤δ≤h



° ° ° ° (ξ(tnt +1 ) − ξ(tnt )) ° ≤ sup (t − tnt ) − ξ(tns+1 )° ° °ξ(tnt ) + hnt t=s+δ,s∈[t0 ,T ] 0≤δ≤h



° ° ° ° ) − ξ(t )) (ξ(t n +1 n s s + sup ° (s − tns )° °ξ(tns+1 ) − ξ(tns ) − ° hns s∈[t0 ,T ] ° °¾ ½ ° ° ° ° (ξ(tnt +1 ) − ξ(tnt )) °ξ(tnt ) − ξ(tns+1 )° + ° ≤ sup (t − tnt )° ° ° hn t=s+δ,s∈[t0 ,T ] 0≤δ≤h



t



° °¾ ½ ° ° (ξ(tns +1 ) − ξ(tns )) ° ° ° ° ° + sup (s − tns )° ξ(tns+1 ) − ξ(tns ) + ° ° . hns s∈[t0 ,T ]



Since s ≤ tns+1 ≤ tnt ≤ t, tnt − tns+1 ≤ h. From this and taking into account that tns+1 − tns ≤ h follows that ° ° °e ° e sup °ξ(t) − ξ(s)° ≤ 4 ξ (h). t=s+δ,s∈[t0 ,T ] 0≤δ≤h



In similar way, for the second term bounding sup t=s+δ,s∈[t0 ,T ] −h≤δ≤0



(h) h ξ



it is obtained that



° ° ° °e ξ(s)° ≤ 4 °ξ(t) − e



ξ (h).



From (26) and the last two inequalities the first assertion of the lemma follows. On the other hand, with ∆ξ(tn ) = ξ(tn+1 ) − ξ(tn ) we have ° ° ° ° ° ∆ξ(tn ) ° ° ° e ° u° sup °ξ(tn + u) − ξ(tn + u)° = sup °ξ(tn + u) − ξ(tn ) − ° hn u∈[0,hn ] u∈[0,hn ] ° ° ° ∆ξ(tn ) ° ° ≤ sup kξ(tn + u) − ξ(tn )k + sup ° u° ° hn u∈[0,hn ]



≤2



u∈[0,hn ]



ξ (hn ),



which is the second assertion of the lemma. Next theorem deals with the convergence rate of the LL scheme based on the Padé approximation considered in (13). e be the (p, q)-Padé approximation Theorem 10 Let x be the solution of the equation (1)-(2), and let φ of φ defined in (13). Suppose that assumptions of Theorem 4 and conditions (15)-(16) hold. Then, for h small enough, the global error of the LL scheme



is given by



e n, y en + φ(t en , e en+1 = y ξ; hn ) y



en k ≤ M (ξ) hmin{2,2γ,p+q} kx(tn ) − y



for all tn ∈ (t)h , where M (ξ) is a positive constant.
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Proof. Let X and Aε two compact sets defined as X = {x (t) : t ∈ [t0 , T ]} and Aε = {z ∈ Rd : min kz − x (t)k ≤ ε} for some ε > 0. x(t)∈X



en ∈ Aε for all tn ∈ (t)h . First, suppose that h is small enough in such a way that y Proposition 2 in [17] implies that ° ° ° ° h ° ° ° e n, y e n hn ))2kn r° en , e en , e ξ; hn ) − φ(t ξ; hn )° = °L ehn Cn r − L(Pp,q (2−kn C ° °φ(tn , y ° ° h ° e n hn ))2kn ° ≤ kLk krk ° ehn Cn −(Pp,q (2−kn C ° ° °p+q+1 ° ° °e ° °e ° ≤ cp,q (kn , °C hp+q+1 , n °) kLk krk °Cn °



1 p+q−3



)kXk e n , r are defined as in (13) and cp,q (k, kXk) = α2−k(p+q)+3 e(1+α( 2 ) where the matrices L, C p!q! with α = (p+q)!(p+q+1)! . Since f and its first partial derivatives are bounded functions on [t0 , T ] × Aε ° ° °e ° en ∈ Aε , there exists a constant B > 0 such that °C and as y n ° ≤ B for all tn ∈ (t)h . In this way, kn ≤ k = log2 (2B) and ° ° ° ° e n, y en , e en , e ξ; hn ) − φ(t ξ; hn )° ≤ cp,q (k, B) kLk krk B p+q+1 hp+q+1 . °φ(tn , y



This inequality, condition (11), Lemma 9 and Theorem 8 imply the existence of a positive constant M (ξ) such that en k ≤ M (ξ) hmin{2,2γ,p+q} kx(tn ) − y



en ∈ Aε for all tn ∈ (t)h it is suﬃcient to take h such that for all tn ∈ (t)h . Finally, to guarantee that y M (ξ) hmin{2,2γ,p+q} ≤ ε. Finally, next theorem states the convergence rate of the LL scheme based on the Krylov-Padé approximation (14). e be the (mn , p, q)−Krylov-Padé Theorem 11 Let x be the solution of the equation (1)-(2), and let φ approximation of φ° defined in (14). Suppose that assumptions of Theorem 4 and conditions (15)-(16) ° °e ° hold. If mn ≥ 2hn °Cn ° for all n, then the global error of the LL scheme 2



´ ³ e tn , y en + φ en , e en+1 = y ξ; hn y



is given by



en k2 ≤ M (ξ) hmin{2,2γ,m−1,p+q} kx(tn ) − y



for all tn ∈ (t)h and h small enough, where m = min{mn } and M (ξ) is a positive constant. n



hn e n , r) the Krylov approximation to ehn C r. That is Proof. Denote by kmn (hn , C



e n , r) = βVmn ehn Hmn e1 , kmn (hn , C



where β, Vmn , Hmn , and e1 are defined as in (14). By the triangular inequality, ° ° ° ° ° ° hn hn ° hn C ° ° ° ° hn C p,q e n , r)° e e e e k r − kp,q (h , C ≤ r − k (h , C , r) + (h , C , r) − k (h , C , r) ° ° ° ° ° . °e n m n n m n n n n n n mn ,kn mn ,kn 2



2



12



2



Since Hmn = [17] yield



∗ C e n Vmn Vm n



° ° °e ° and kVmn k2 = 1, kHmn k2 ≤ °C n ° . This combined with Proposition 2 in 2



° ° ° ° ° ° ° ° p,q hn Hmn kn e e e1 − βVmn Fp,q (hn Hmn )e1 ° °kmn (hn , Cn , r) − kmn ,kn (hn , Cn , r)° = °βVmn e 2 2 ° ° ° ° hn Hmn kn ≤ β kVmn k2 °e − Fp,q (hn Hmn )° 2 ° ° ° ° ° e ° ° e °p+q+1 ≤ β cp,q (kn , °hn Cn ° ) °hn Cn ° , 2



2



1 p+q−3



)kXk2 with α = where cp,q (k, kXk2 ) = α2−k(p+q)+3 e(1+α( 2 ) ° ° °e ° mn ≥ 2hn °Cn ° holds, Theorem 5 in [13] implies that



p!q! (p+q)!(p+q+1)! .



On the other hand, since



2



° ° ° 1 ° h hn ° hn C ° e ° mn m − h C e n , r)° r − kmn (hn , C ° ≤ 12 krk2 e n k n n k2 ( °e °hn Cn ° ) . mn 2 2



Combining the last two inequalities with the first one follows that



° ° ° ° ° ° hn ° e ° ° e °min{mn ,p+q+1} ° hn C p,q e n , r)° h h r − kp,q (h , C ≤ C (β, ) , C C ° ° ° ° ° °e n n n n n mn ,kn mn ,kn 2



2



2



p,q (β, kXk2 ) = β cp,q (kn , kXk2 ) +12βemn −kXk2 ( m1n )mn . where Cm n ,kn Now, let X and Aε two compact sets defined as X = {x (t) : t ∈ [t0 , T ]} and Aε = {z ∈ Rd : en ∈ Aε for min kz − x (t)k ≤ ε} for some ε > 0. Suppose that h is small enough in such a way that y



x(t)∈X



en ∈ Aε , all tn ∈ (t)h . Since f and its first partial derivatives are bounded functions on [t0 , T ]×Aε and as y ° ° °e ° there exists a constant B > 0 such that °Cn ° ≤ B for all tn ∈ (t) . In this way, kn ≤ k = log2 (2B) and



h



2



° ° ° e ° p,q p,q C (β, h Cm ° ) ≤ Cm,k (1, B) ° n n n ,kn 2



for all tn ∈ (t)h , where m = min{mn }. n From the last two inequalities follows that ° ° ° ° hn ° ° hn C ° ° p,q e e e e en , ξ; hn ) − φ(tn , y en , ξ; hn )° = °Le r − L kmn ,kn (hn , Cn , r)° °φ(tn , y 2 2 ° ° hn ° ° hn C p,q e ≤ kLk2 °e r − kmn ,kn (hn , Cn , r)°



2



p,q ≤ Cm,k (1, B)



min{m,p+q+1}



(Bh)



for all tn ∈ (t)h . This inequality, condition (11), Lemma 9 and Theorem 8 imply the existence of a positive constant M (ξ) such that en k2 ≤ M (ξ) hmin{2,2γ,m−1,p+q} kx(tn ) − y



en ∈ Aε for all tn ∈ (t)h it is suﬃcient to take h satisfying for all tn ∈ (t)h . Finally, to guarantee that y that M (ξ) hmin{2,2γ,m−1,p+q} ≤ ε. ° ° °e ° In the above theorem the restriction to the norm k·k2 results from the condition mn ≥ 2hn °C n° , 2 which is required to establish the convergence of the Krylov approximation to the exponential matrices. e n and/or the location and shape of its spectrum Nevertheless, depending on the class of the matrix C (see for instance [13] and references in [21]), such restriction might be discarded. 13
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Discussion



According to the theorems of the previous sections, a numerical implementation of φ with error O(h3 ) is enough for preserving the order of convergence of the Local Linear discretization. However, the high performance of the current computers has allowed professional mathematical softwares (i.e., MATLAB, etc) to provide subroutines for the computation of complex matrix operations up to the precision of the floating-point arithmetic. This includes the computation of the exponential matrix via a number of diﬀerent methods such that Padé, Krylov, Schur and others. Therefore, the LL schemes using such subroutines complete the "exact computation" (up to the precision of the floating-point arithmetic) of the function φ. Evidently, the first class of LL schemes save computer time due to considerably less arithmetic operations are required. On the other hand, the second one provides the "exact" solution of linear RDEs, which might allow these schemes to preserve much better the dynamic of the underlying equations with relative larger steps-size. However, this important and complex subject has not been considered so far and remains as an open problem for a forthcoming study.
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Appendix



Theorem 12 (Fundamental Inequality, Theorem 2 in [12], pp. 6, see also Chapter I.10 in [10]) Let f (t, x) : [t0 , t1 ] × D −→ Rd , D ⊂ Rd be a continuous function that satisfies kf (t, x) − f (t, y)k ≤ λ0 kx − yk ,



λ0 ≥ 0



for all t ∈ [t0 , t1 ] and x, y ∈D. Let u (t) and v(t) be functions such that ° ° ° du (t) ° ° °≤ 1 − f (t, u(t)) ° dt ° ° ° ° ° dv (t) ° ° ° dt − f (t, v(t))° ≤ 2



for all t ∈ [t0 , t1 ]. Set



p (t) = u (t) − v (t)



and



=



1



+



2.



Then kp(t)k ≤ eλ0 (t−t0 ) kp(t0 )k +



λ0



(eλ0 (t−t0 ) − 1)



for all t ∈ [t0 , t1 ].
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