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Real-time Synthesis of 3D Animations by Learning Self-Organizing Mixture Networks of Parametric Gaussians Yi WANG1 , Lei XIE2 , Zhi-Qiang LIU2 , and Li-Zhu ZHOU3 1
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Abstract. In this paper, we present a novel real-time approach to synthesize 3D character animations with required style by adjusting a few parameters or scratching mouse cursor. The productivity of our approach comes from learning captured 3D human motion as a self-organizing mixture network (SOMN) of parametric Gaussians. The learned model describes motions under control of a vector variable called style variable, and acts as a probabilistic mapping from the low-dimensional style values to the high-dimensional 3D poses. We designed a pose synthesis algorithm and developed an easy-to-use graphical interface program to allow the users, especially the animators, to generate poses by given a style values. We designed an interesting method called style-interpolation, which accepts a sparse sequence of key style values and interpolates a dense sequence of style values to synthesize a segment of animation. This keystyling method is able to produce animations that are more realistic and natural-looking than those synthesized with the traditional keykeyframing technique.
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Introduction



Traditionally, 3D animations are produced by creating a sequence of keyframes and using interpolation approaches to generate other frames between each pair of the keyframes. However, the creation of keyframe sequence requires intensive manual labor of artist and therefore, is low productive and expensive. In recent years, with the development of motion capture technique, which could record the 3D movement of a set of markers placed on the body of human performer, learning approaches are developed to capture characteristics of certain types of human motion and automate the synthesis of new motions according to users’ requirements. Some of the typical and impressive works published on top conference and journals include [1], [2] and [3] (c.f. Table 1). In [1], Li and et al. used an unsupervised learning approach to learn possible recombinations of motion segments as a segment hidden Markov model ([4] and



[5]). In [2], Grochow and et al. used an non-linear principle component analysis method called Gaussian process latent variable model ([6]), to project 3D poses, into a low-dimensional space called style space. In contrast with that as [1], the learning approach used in [2] is unsupervised, and the subject to be modelled is static poses other than dynamic motions. In [3], Brand and Hertzmann proposed to learn the human motion under control of a style variable as an improved parametric hidden Markov model ([7]) with an unsupervised learning algorithm ([8]). In this paper, we present a new supervised approach that learns 3D poses under control of a vector variable called style variable. The comparison of our approach with previous ones are listed in Table 1.



Table 1: The placement of our contribution. Learning (dynamic) motions Learning (static) poses Supervised approach [8] Brand (1999) This paper Unsupervised approach [1] Li (2002); [3] Brand (2000) [2] Grochow (2004)



The idea of extracting motion style and model it separately from the motion data, as proposed in [7], is potential to develop novel productive motion synthesis approaches that manipulate the style value other than manipulate the high-dimensional motion data directly. The motion data is composed of a dense sequence of 3D poses, where each pose is defined by the 3D rotations of all major joints of the human body and have to be represented by a high dimensional vector usually over 60-dimensions ([1]). The high dimensionality makes the motion data difficult to model and to manipulate. On the contrary, the style variable is usually a low-dimensional vector (1 ∼ 3-dimensional in our experiments) that encodes a few important aspects of the motion. These facts intrigued us to learn a probabilistic mapping from style to human motion as a conditional probabilistic distribution (p.d.f.) P (x | θ), which, given a style value θ, is able to output one or more 3D poses x that have the style as specified by θ. A well-known model that represents a conditional distribution is the parametric Gaussian, whose mean vectors are functions f (θ). However, in order to capture the complex distribution of 3D poses caused by the complex dynamics of human motion, we model P (x | θ) as a mixture of parametric Gaussians. Although most mixture models are learned by the Expectation-Maximization (EM) algorithm, we derived an learning algorithm based on the self-organizing mixture network (SOMN) [9], which, different with the deterministic ascent nature of the EM algorithm, is in fact an stochastic approximation algorithm with faster convergence speed and less probability of being trapped in local optima. This rest of this paper is organized as follows. In Section 2, we explain the model and derive the learning algorithm. In Section 3, we address the synthesis of both static poses and dynamic motions. We also explain a prototype system for real-time motion synthesis. In Section 4, we show the usability and convenience of our prototype system by an example of synthesizing boxing motions.



2 2.1



Learning SOMN of Parametric Gaussians The SOMN of Parametric Gaussians Model



Mixture models are a usual tool to capture complex distributions over a set of observables X = {x1 , . . . , xN }. Denote Λ as the set of parameters of the model, the likelihood of an mixture model is, p(x | Λ) =



K X



αj pj (x | λj ) ,



(1)



j=1



where each pj (x) is a component of the mixture, αj is the corresponding weight of the component, and λj denotes the parameters of the j-th component. Given the observables X = {x1 , . . . , xN }, learning a mixture model is actually an adaptive clustering process, where some of the observables, with some extent, are used to estimate a component; while some other observables are used to estimate other components. A traditional approach for learning a mixture model is the EM algorithm, which, as a generalization of the K-means clustering algorithm, alternatively executes an E-step and a M-step, where, in the E-step each observable xi is assigned to a component pj to the extent λij ; and in the M-step each pj is estimated from those observables xi with λij > 0. It has been proven in [10] that this iteration process is actually a deterministic ascent optimization algorithm. The SOMN proposed by Yin and Allinson in 2001 [9] is an neural network that has similar properties as another famous clustering algorithm, the selforganizing map (SOM) but with each node represent a component of a mixture model. The major difference between the learning algorithm of SOMN and the EM algorithm is that the former one employes the Robbins–Monro stochastic approximation method to estimate the mixture model to achieve generally faster convergence speed and less probability of being trapped by local optima. In this paper, we derive a specific SOMN learning algorithm to learn the conditional probability distribution p(x | θ) between 3D pose x and the motion style θ as a mixture model of, p (x | θ, Λ) =



K X



αi pj (x | θ, λi ) ,



(2)



i=1



where, each component pj (·) a linearly parametric Gaussian distribution, pj (x | θ, λj ) = N (x; W j θ + µj , Σ j ) ,



(3)



where W j is called the style transformation matrix, which, together with µj and Σ j forms the parameter set λj of the j-th component.



2.2



The Learning Algorithm



Learning a SOMN of parametric Gaussians minimizes the following Kullback– Leibler divergence4 between the true distribution p(x | θ, Λ) and the estimated one pˆ(x | θ, Λ), Z pˆ(x | θ, Λ) p(x | θ, Λ)dx , (4) D (ˆ p; p) = − log p(x | θ, Λ) which is always a positive number and will be zero if and only if the estimated distribution is the same as the true one. When the estimated distribution is modelled as a mixture model, taking partial derivatives of Equation 4 with respect to λi and αi leads to # Z " ˆ ∂ pˆ(x | θ, Λ) ∂ 1 D (ˆ p; p) = − p(x)dx , ˆ ∂λi ∂λi pˆ(x | θ, Λ)   # Z " K X ˆ ∂ pˆ(x | θ, Λ) ∂  ∂ 1 p(x)dx + ξ α ˆ i − 1 D (ˆ p; p) = − ˆ ∂αi ∂α ∂α pˆ(x | θ, Λ) i i j=1 # Z " ˆi) 1 αi pˆi (x | θ, λ =− − ξα ˆ i p(x)dx , ˆ α ˆi pˆi (x | θ, Λ) (5) P where ξ is a Lagrange multiplier to ensure i αi = 1. The Robbins–Monro stochastic approximation is chosen to solve Equation 5 because the true distribution is unknown and the equation has to depend only on the estimated version. We obtain the following set of iterative updating rules: " # ˆ ∂ pˆ(x | θ, Λ) 1 ˆ ˆ λi (t + 1) = λi (t) + δ(t) ˆ ∂λi (t) pˆ(x | θ, Λ) # " (6) ˆi) ∂ p ˆ (x | θ, λ α i ˆ i (t) + δ(t) , =λ ˆ ∂λi (t) pˆ(x | θ, Λ) "



# ˆi) αi (t)ˆ p(x | θ, λ α ˆ i (t + 1) = α ˆ i (t) + δ(t) − αi (t) ˆ pˆ(x | θ, Λ)



(7)



=α ˆ i (t) − δ(t) [ˆ p(i | x, θ) − αi (t)] , where δ(t) is the learning P rate at time step t, and pˆ(x | θ, Λ) is the estimated likelihood pˆ(x | θ, Λ) ' i αi pˆ(x | θ, λi ). The detailed derivation of Equation 5, 6 and 7 are similar to the derivations in [9]. To derive the partial derivative of the component distribution in Equation 6, T ˆ i ) = N (x; W i θ + we denote Z i = [W i , µi ] and Ω = [θ, 1] , so that pˆ(x |, θ, λ 4



The Kullback–Leibler is a generalized form of the likelihood. The EM algorithm learns a model by maximizing the likelihood.



µi , Σ i ) = N (x; Z i Ω, Σ i ). Then, the updating rule of Z i can be derived from Equation 6 (with details shown in Fig. 1),   1 ∆Z i = − δ(t)ˆ p(i | x)Σ −1 xΩ T − ZΩΩ T 2



(8)



By considering pˆ(i | x, θ), which is a Gaussian function, as the Gaussian neighborhood function, we can consider Equation 8 exactly as the SOM updating algorithm. Although an updating rule of ∆Σ i may be derived similarly, it is unnecessary in the learning algorithm, because the covariance of each component distribution implicitly corresponds to the neighborhood function pˆ(i | x), or, the spread range of updating a winner at each iteration. As the neighborhood function has the same form for every nodes, the learned mixture distribution is homoscedastic.



# ∂N (x; Z i Ω, Σ i ) αi Z i (t + 1) = Z i (t) + δ(t) ˆ ∂Z i (t) pˆ(x | Λ) # " ∂ log N (x; Z i Ω, Σ i ) αi = Z i (t) + δ(t) N (x; Z i Ω, Σ i ) ˆ ∂Z i (t) pˆ(x | Λ) » – ∂ log N (x; Z i Ω, Σ i ) = Z i (t) + δ(t) pˆ(i | x) ∂Z i (t) » – ` ´T ` ´ 1 ∂ = Z i (t) − δ(t)ˆ p(i | x) x − Z i Ω Σ −1 x − Z i Ω 2 ∂Z i » ”– 1 ∂ “ T −1 = Z i (t) − δ(t)ˆ p(i | x) x Σ x − Z i Ω T Σ −1 x − xT Σ −1 Z i Ω + Z i Ω T Σ −1 Z i Ω 2 ∂Z i » ”– 1 ∂ “ T −1 = Z i (t) − δ(t)ˆ p(i | x) x Σ x − 2Z i Ω T Σ −1 x + Z i Ω T Σ −1 Z i Ω 2 ∂Z i » – 1 ∂ ∂ = Z i (t) − δ(t)ˆ p(i | x) −2 (Z i Ω)T Σ −1 x + (Z i Ω)T Σ −1 Z i Ω 2 ∂Z i ∂Z i » – ∂ 1 ∂ T T −1 T T −1 p(i | x) −2 = Z i (t) − δ(t)ˆ Ω Zi Σ x + (Ω Z i Σ )(Z i Ω) 2 ∂Z i ∂Z i h i 1 p(i | x)Σ −1 xΩ T − ZΩΩ T = Z i (t) − δ(t)ˆ 2 "



Fig. 1: Derivation of the updating rule of Z i .



3 3.1



SOMN of Parametric Gaussians for Motion Synthesis Determine the Physical Mearning of the Style Variable



A learned SOMN of parametric Gaussian model p(x | θ, Λ) could be considered as a probabilistic mapping from a given style value θˆ to a 3D poses x ˆ. If the users



know the physical meaning of each dimension of the style variable θ, they can give precise style value θˆ to express their requirement to the synthesized poses. The supervised learning framework presented in Section 2 allows the users to determine physical meaning of the style variable prior to learning. As an example, suppose that we captured a boxing motion as training data, where the boxer sometimes crouches to evade from attacking and some other times punches his fist to attack. We can use a 2-dimensional style variable to describe the details of the boxing motion, where one dimension encodes the body height, which varies from crouching to standing up, and with the other dimension encodes the distance of arm when punching. Once the physical meaning of each dimension of the style variable is determined, the style values λ = {λ1 , . . . , λN } of each one of the training frames X = {x1 , . . . , xN } can be calculated from the training motion itself. It is notable that if we carefully chosen a number of dimensions of the style variable that encode visually independent characteristics of the training motion, the style space, which is spanned by all possible style values, will be an Euclidean space, within which, any curve corresponds to a smooth change of the style value. This is interesting for synthesizing character animations, instead of static poses, because the smooth change of motion style like body height and punch distance usually leads to smooth body movement. Experiments are shown in Section 4. 3.2



Generate 3D Pose from Given Style Value



Given a learned SOMN of parametric Gaussians p(x | θ, Λ) with K components, mapping a given style value θˆ to a 3D pose x ˆ can be achieved by substitute θˆ into ˆ Λ). Although the the model and draw a sample x ˆ from the distribution p(x | θ, Monte Carlo sampling method is generally applicable for most complex distributions, to avoid the intensive computation and achieve real-time performance, we designed the following two step algorithm as shown in Algorithm 1 to calculate the pose x ˆ with the highest probability. The first step of the algorithm calculate the poses {ˆ xj }K j=1 that are most probable for each component pj of the learned model; and then the algorithm selects and returns the most probable one x ˆ among all the {ˆ xj }K j=1 .



input : The given new style θˆ output: The synthesized pose x ˆ calculate the most porbable pose from each component; foreach j ∈ [1, K] do x ˆj ← W j θˆ + µj ; end select the most probable one among the calculation result; ˆ Λ); j ← argmaxj αj pj (ˆ xj | θ, x ˆ←x ˆj ;



Algorithm 1: synthesize pose from given style value



3.3



The Prototype of Motion Synthesis System



Fig. 2: The GUI program for real-time synthesis



We developed an interactive graphical user interface (GUI) program as shown in Figure 2 to ease the pose and motion synthesis. With the parameter adjustment panel (to the left of the main window), users are able to specify a style value by adjusting every dimension of the style variable. The changed style value is instantly input to Algorithm 1, and the synthesized pose x ˆ is displayed in realtime. With this GUI program, users can also create animations by (1) select a sparse sequence of key-styles to define the basic movement of a motion segment, (2) produce a dense sequence of style values interpolating the key-styles, and (3) map each style value into a frame to synthesize the motion sequence. As the traditional method of producing character animations is called keyframing, which interpolate a sparse sequence of keyframes, we name our method key-styling. A known problem of keyframing is that the synthesized animation seems seems rigid and robotic. This is because the keyframes is represented by a highdimensional vector consisting of 3D joint rotations. Evenly interpolating the rotations cannot ensure evenly interpolated dynamics. While, interpolating the key-styles results smooth change of the major dynamics, and style-to-pose map-



ping adds kinematics details to the motion. The change of kinematics details does not need to be evenly.
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Experiments



To demonstrate the usability our synthesis approach, we captured a segment of boxing motion of about 3 minutes under the frame-rate of 66 frame-per-second as the training data. Some typical poses in the motion is shown in Figure 3 (a), (b) and (c). Because the boxer sometimes crouches to evade and some other times punches his fist to attack, we use a 2-dimensional style variable to encode the body height and the distance of punching. Once the dimensionality of style variable is determined, labelling the training frames with style values is not a difficult problem. For the application of automatic motion synthesis, we must have the skeleton (the connections of joints) for rendering the synthesized motion and must have the rotations of joints as training data. With these two kinds of informations, it is easy to compute the style value θ i for each training frame xi . In our experiment, we wrote a simple Perl script program to calculate the 3D positions of the joints and to derive the style values. After estimating a SOMN of parametric Gaussians from the labelled training frames, we can give new style value by dragging the slide bars of our prototype motion synthesis system (as shown in Figure 2). A simple dragging of the slide bar that represents the punch distance synthesized a segment of animation as shown in Figure 3(d).
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Conclusion and Discussion



In this paper, we presented a novel approach to synthesize 3D character animations automatically and conveniently. The first step of our approach is to learn a probabilistic mapping from a low-dimensional style variable to high-dimensional 3D poses. By modelling the probabilistic mapping by an SOMN of parametric Gaussians, we designed a learning algorithm which is numerically tolerant to the trapping of local optima and converges faster then previous EM-based algorithms for learning mixture models. The supervised learning frame gives the users a chance to specified the physical meaning of each dimension of the style variable. So, given a learned model and using our prototype motion synthesis system, the users are able to create 3D poses by simply dragging slide-bar widgets and/or to produce character animations by a new method called key-styling.
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Fig. 3: (a)∼(c): Some typical poses in our training boxing motion, where, (a): small body height value and small punch distance, (b): large body height value and small punch distance, (c): large body height value and small large punch distance. (d): A short segment of synthesis motion, punching while crouching, that is generated by simply dragging the slide bar to change punch distance value. The starting pose is similar as the one shown in (a), while the ending pose has never appeared in the training motion.
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