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Realization theory of linear hybrid systems Mihaly Petreczky



Abstract This chapter presents a survey on realization theory for linear hybrid systems. Recall that for linear systems, realization theory addresses the problem of existence and minimality of a linear time-invariant state-space representation of an input-output map (transfer function). The results of linear realization theory have turned out to be useful for control synthesis, model reduction, and system identification. In this chapter we address a similar problem for linear hybrid systems and linear switched systems. We will also discuss the implications of realization theory for estimation and control of hybrid systems.



1 Introduction The aim of this chapter is to give an overview of realization theory of linear hybrid and switched systems. Before embarking on technical details, we will recall the origins of realization theory and present the available results in an informal manner.



1.1 The origins of realization theory Realization theory was originally championed by the founder of modern control theory, R.E. Kalman. Interest in realization theory was motivated by the following aspects of control engineering: • What we are truly interested in is the input-output behavior of the physical process: how changes in control inputs influence the outputs. Outputs could either be values we can measure or they can be performance indicators. The latter we Mihaly Petreczky Ecole des Mines de Douai, Douai, France, e-mail: [email protected]
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cannot necessarily measure directly, but we would like to influence its values by choosing suitable control inputs. In a way, everything beyond the input-output behavior is an artifact, which, on its own, is not interesting for designing a controller, since the behavior of any controller is determined by the input-output behavior of the underlying physical process. • Even though we are interested in input-output behavior, for control we need models which are defined by differential and/or difference equations. The latter type of models are known as state-space representations. The reason for this is both historic and technological. From a historical perspective, difference/differential equations are objects which have been around for a long time and about which we know a great deal. From a technological perspective, control is carried out by computers with finite memory. In order to control, we should be able to predict how the process will react to a certain choice of control input. In turn, in general, this depends on the past control inputs (and possibly unmeasured disturbances) which the process was subjected to. Differential/difference models have a very important property, namely that they use finite number of state variables to encode the effect of past inputs and disturbances. This means that the knowledge of the state variables tells us everything we need to know about the future behavior of the model, and by extension (and a significant leap of faith), about the future behavior of the physical process. • Models of physical processes, especially those which can be used for control design, are difficult to come by. First principle models are either not available or too complex to be useful for control. Hence, in order to be successful in control design, we need classes of input-output models and classes of state-space models such that • We know how to go from state-space models to input-output behaviors and back. This correspondence is not one-to-one: each state-space model usually induces a unique input-output map, but two different state-space models may correspond to the same input-output map. • We can synthesize controllers for state-space models automatically, but the result should depend only on the input-output map which corresponds to the state-space model, not on the choice of the state-space model, since the latter is an artificially constructed object. Moreover, the resulting controller should only use available measurement and it should achieve the control objectives. Since the controller usually uses the states of the state-space model, this implies that the states of the state-space models should be observable (reconstructible from measurements) and they should be controllable (we should be able to manipulate them by a careful choice of control inputs). • We should be able to estimate the parameters of the state-space models from measurement data. Realization theory aims exactly at resolving these problems. More precisely, realization theory attempts to answer the following question. Fix a class of state-space representations.
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• When is it possible to construct a (preferably minimal) state-space representation of the given type which generates the specified input/output behavior ? Can we provide an algorithm for constructing a state-space representation from input/output data ? • How to characterize minimal state-space representations which generate the specified input/output behavior ? By minimal we mean minimal dimensional, i.e. with the least number of state variables. Are minimal state-space representations unique in some sense ? Are they observable and controllable ? Can we propose an algorithms for checking minimality ? The standard answers to this are usually as follows. One has to find a class of statespace representations and a class of algebraic structures together with a suitable notion of dimension and basis elements such that the following holds. The algebraic structure (Hankel-structure) generated by the input-output data has a finite dimension, if and only if the input-output behavior can be generated by a state-space representation from the designated class. The state-space representation then can be constructed from a basis of the Hankel-structure. Moreover, minimality is usually equivalent to observability and controllability. In addition, minimal state-space representations realizing the same behavior are isomorphic. Note that for each class of systems the notions of minimality, isomorphism, controllability, observability, Hankel-structure have to be defined separately, and the above results have to be proven separately. For classical linear systems, i.e. for state-space representations δ x(t) = Ax(t) + Bu(t), y = Cx(t) + Du(t), where δ x(t) = x(t + 1) or δ x(t) = x(t), ˙ for some matrices A, B,C, D, the problems above were resolved as follows. The class of input-output maps considered are the class of proper rational transfer functions. It turned out that the input-output behavior of linear time-invariant differential/difference equations can be represented by a proper rational transfer functions, and any proper rational transfer function can be obtained in this way. The corresponding Hankel-structure is the classical infinite Hankel-matrix. The entries of the Hankel-matrix, the so called Markov-parameters, can be viewed as outcomes of input-output experiments. The fact that an input-output map admits a realization by a linear system is equivalent to the Hankel-matrix having a finite rank. Finally, if the rank of the Hankel-matrix is finite, then a minimal linear system can be computed from a finite sub-matrix of the Hankel-matrix. The corresponding algorithm is known as Kalman-Ho realization algorithm. Moreover, all minimal linear state-space representations of a certain input-output map are controllable and observable. Conversely, every controllable and observable state-space representation is minimal. Moreover, all such minimal state-space representations are isomorphic and one can compute them directly from input-output data. This means that for control, it is enough to work with minimal linear state-space representations, as such representations can indeed be controlled, and their states can be observed, hence controllers can be built. Moreover, due to the fact that minimal representations are isomorphic, the resulting controller will not depend on the choice of the state-space representation. Furthermore, the parameters of such models could be recovered from input-output measurements. This tight relationship be-
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tween input-output models and state-space representations ensures that several properties such as stability, dissipativity, etc. are in fact properties of the input-output behavior, not of the state-space representation. However, they can be characterized by computationally effective conditions for state-space representations. In a way, realization theory introduced algebra into the world of Lyapunov functions and optimal control. This combination has resulted in effective control synthesis algorithms. It also provided a tight package of methods ranging from system identification (model building), through model reduction (model simplification) to control algorithms. Realization theory was developed in 1960’s for linear systems [21, 20]. Later realization theory was worked out for nonlinear systems [7, 18, 17, 19, 55, 54, 62, 2, 56, 14, 15, 16, 60], time-varying systems [22, 59], discrete-event systems [28, 53], and stochastic linear [23, 5, 27, 26] and bilinear systems [8, 10].



1.2 Realization theory of hybrid systems The realization problem for hybrid systems was first formulated in [13], but no solution was provided. In [29, 63] the relationship between input-output equations and the state-space representations was studied. A fairly complete realization theory was developed for linear and bilinear switched and hybrid systems with externally induced switching [33, 35, 36, 47, 34, 30, 31, 46, 39, 43, 44, 45, 49]. There are some partial results for some classes of hybrid systems with autonomous switching [33, 32, 50] and nonlinear dynamics [42]. In this chapter we give an overview of realization theory for linear switched systems (abbreviated by LSS) and linear hybrid systems (abbreviated by LHS) . We focus on these classes of systems due to their simplicity and relevance. A LHS is a hybrid system in the sense of [61] with no guards, whose discrete dynamics is determined by a finite-state automaton, and whose continuous dynamics at each discrete state is governed by a time-invariant linear differential equation. The reset maps are linear, and the discrete events are externally generated inputs. A LSS [25, 57] is a finite collection of time-invariant linear differential equations. Note that LSSs are a subclass of LHSs. During the evolution of an LSS , one switches among the various linear differential equations and the trajectory of the LSS is a concatenation of trajectories of the corresponding differential equations. Whenever one switches from one differential equation to another one, the current state of the preceding differential equation becomes the new initial state of the new linear differential equation. In our setting, we assume that the switching signal (i.e. the signal which determines which linear subsystem should be active) is an external input. LSSs can be viewed as a subclass of LHSs, where the discrete dynamics is trivial, the discrete events, discrete outputs and discrete states coincide and the reset maps are identit maps. Note that both LHSs and LSS are state-space representations, i.e. they have finitely many state variables, knowledge of which is sufficient to predict the future behavior of the system. For this reason, it would perhaps be more logical to call
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LHSs and LSS linear hybrid and linear switched state-space representations respectively. However, the latter terminology would be a significant deviation from the established one. Therefore, we prefer to keep using the terms linear hybrid and linear switched systems, with the tacit understanding that these terms refer to classes of state-space representations. The reason for devoting special attention to LSSs is that while they represent simple subclass of LHSs, most of the techniques developed for LSSs generalize well to LHSs. In fact, many of the algorithmic results we will present only for LSSs, since the corresponding results for LHSs are rather cumbersome, without, however, being conceptually very different. Note however, that there are certain aspects in which LHSs are truly different from LSSs. In this chapter we deal with continuous-time systems only. However, many of the presented results can be extended to discrete-time case, see [39, 45]. If we allow the local subsystems to be bilinear rather than linear, than essentially the same results hold, see [33, 36, 31, 30]. For LHSs we fix the set of discrete events, the space of continuous inputs and the spaces of continuous and discrete outputs. For LSSs, we fix the set of continuous inputs and outputs and the set of discrete states. For LHSs, the potential inputoutput maps are maps which map continuous inputs and timed sequences of discrete events to continuous and discrete outputs. For LSSs, the potential input-output maps are maps which map continuous inputs and timed sequences of discrete states to continuous outputs. Hence, for potential input-output maps of LHSs, the inputs are continuous-valued input signals and timed sequences of discrete events. For the potential input-output maps of LSSs, the inputs are continuous-valued input signals and timed sequences of discrete states (switching signals). We will say that a LHS or LSS is a realization of an input-output map, if for any input, the output generated by this LHS (respectively LSS) equals the value of the input-output map for that input. Note that we consider LHSs and LSSs with a fixed initial state, i.e. the initial state is part of the description of the system. Hence, for any input, the LHS or LSS at hand produce a unique output. If a LHS or LSS is a realization of the input-output map, we will sometimes say that this LHS (respectively LSS) realizes the input-output map. We will be looking for conditions for existence of a LHS or LSS realizing a given input-output map. We will also be interested in defining and characterizing minimality of LHSs and LSSs realizing this input-output map. The main results on realization theory of LHSs and LSSs are as follows. • Existence of a realization We show that an input-output map has a realization by a LHS or LSSs, if and only if the input-output map satisfies some mild conditions, and its infinite Hankel-matrix satisfies certain finiteness conditions. For LSSs, this finiteness condition is that the Hankel-matrix has a finite rank. For LHSs this finiteness condition is that the Hankel-matrix has finite rank and that some of its columns form a finite set. If these conditions are satisfied, then a LHS (respectively LSS) realization of the input-output map can be constructed from a finite sub-matrix of the Hankel-matrix. The corresponding algorithm is similar to the well-know Kalman-Ho algorithm. In order to avoid complicated notation,
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we will present this algorithm only for LSSs. The case of LHSs is analogous but slightly more complicated notationally. Note that by Hankel-matrix we mean an infinite matrix which is analogous to, but different from, the classical Hankelmatrix. • Observability, reachability We define observability and span-reachability for LHSs and we present a characterization of observability and span-reachability via rank conditions. We will also recall the definition of observability and spanreachability of LSSs and present rank conditions for characterizing them. The proposed notions of observability and span-reachability allow for a neat characterization of minimality: a state-space representation is minimal if and only if it is span-reachable and observable. Moreover, minimal state-space representation of the same input-output map turn out to be isomorphic. This is the case both for LHSs and LSSs. Furthermore, any LHS or LSSs can be converted to a minimal one by a suitable algorithm. Again, in order to avoid complicated notation, we present the algorithm only for LSSs. The case of LHSs is analogous, but it is slightly more complicated. Here by minimality we mean minimal state-space dimension. For LSSs, the state-space dimension is defined as the dimension of the common continuous state-space of the linear subsystems. In order to compare dimensions of LSSs, we use the usual ordering of natural numbers. For LHS, the definition of dimension of the state-space and that of minimality is more involved. The reason for this is that the set of discrete states is not fixed and the various linear subsystems live on different state-spaces. For LHSs, we define dimension as a pair of natural numbers: the first component is the number of discrete states, the second component is the sum of dimensions of continuous state-spaces. We define a component-wise partial ordering for these pairs. By a minimal LHS we mean an LHS whose dimension is minimal among all the LHSs realizing the same input-output map, according this ordering. Since the introduced ordering is a partial one, there exist LHSs whose dimensions are incomparable. Hence, the existence of a minimal LHS is not a trivial fact. In fact, we show that for any input-output map such a minimal LHS exists. The results mentioned are similar in their spirit to the known results for linear systems. For this reason, we hope that they will be useful for control, model reduction and system identification of hybrid systems. In fact, in this chapter we will also present a short overview on the already existing and potential application of realization theory to control theory in a wider sense. In this chapter we only present the results, for the proofs we refer to [33, 35, 47, 43, 44]. For LSSs, the proofs rely on reducing the realization problem for LSSs to the realization problem for recognizable formal power series [4, 24, 54]. Similarly, for LHSs the proofs rely on reducing the realization problem for LHSs to that realization problem for recognizable formal power series and Moore-automata [12, 9]. Note that recognizable formal power series were used for realization theory of nonlinear systems in the past, see [54, 15] and the references therein.
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1.3 Outline of the chapter In Section 2 we fix the notation and terminology used in this chapter In Section 3 we define the realization problem for LHSs formally and present the necessary background material. In Section 4 we present realization theory for LSSs. In Section 5 we present realization theory for general LHSs . In Section 6 we present an informal overview of potential applications of realization theory.



2 Notation Denote by N the set of natural numbers including 0. Let R+ be the real time-axis, i.e. R+ = [0, +∞). Denote by AC([t0 ,t1 ], Rn ) the set of all absolutely continuous functions of the form f : [t0 ,t1 ] → Rn . Denote by AC(R+ , Rn ) the set of all absolutely continuous functions of the form f : R+ → Rn . Denote by PC(R+ , Rm ) the set of piecewise-continuous functions of the form f : R+ → Rn , i.e. functions f : R+ → Rn which have finitely many points of discontinuity on each finite interval and at each point of discontinuity, the left- and right-hand side limits exists and are finite. For each j = 1, . . . , m, e j is the jth unit vector of Rm , i.e. e j = (δ1, j , . . . , δn, j ), δi, j is the Kronecker symbol. The notation described below is standard in automata theory, see [12, 9]. Consider a set X which will be called the alphabet. Denote by X + the set of finite sequences of elements of X, i.e. each element w ∈ X + is of the form w = a1 a2 · · · ak for some a1 , a2 , . . . , ak ∈ X and k ∈ N, k > 0. Let ε ∈ / X + be a symbol, which we will call the empty sequence or empty word. Denote by X ∗ the set X + ∪ {ε}. The elements of X ∗ will be referred to as strings or words over X. If w ∈ X + , w = a1 a2 · · · ak for some a1 , a2 , . . . , ak ∈ X, then ai is called the ith letter of w, for i = 1, . . . , k and k is called the length w. By convention, the length of ε is defined to be zero. The length of a word w ∈ X ∗ is denoted by |w|. For any two words w, v ∈ X ∗ , we define the concatenation wv ∈ X ∗ of w and v as follows. If w, v ∈ X + are of the form v = v1 v2 · · · vk , k > 0 and w = w1 w2 · · · wm , m > 0, v1 , v2 , . . . , vk , w1 , w2 , . . . , wm ∈ X, then define vw = v1 v2 · · · vk w1 w2 · · · wm . If v = ε and w ∈ X ∗ , then define vw = w. Similarly, if w = ε and v ∈ X ∗ , then define vw = v. With the operation of concatenation, X ∗ forms a semi-group whose unit element is ε. For a ∈ X and k ∈ N, k > 0, k−times



z }| { we denote by ak the sequence aa · · · a; by convention a0 = ε.



3 Linear hybrid systems: definition and basic concepts We start by defining what we mean by linear hybrid systems. Definition 1 (LHS ) A linear hybrid system H (abbreviated as LHS ) is a tuple
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H = (Q,Γ , O, δ , λ , {nq , Aq , Bq ,Cq }q∈Q , {Mq1 ,γ,q2 }q2 ∈Q,γ∈Γ ,q1 =δ (q2 ,γ) , h0 )



(1)



where Q is a finite set, called the set of discrete states, Γ is a finite set, called the set of discrete events, O is a finite set, called the set of discrete outputs, δ : Q × Γ → Q is a function called the discrete state-transition map, λ : Q → O is a function called the discrete readout map. Σq = (Aq , Bq ,Cq ), q ∈ Q is the linear system in discrete state the q and Aq ∈ Rnq ×nq , Bq ∈ Rnq ×m ,Cq ∈ R p×nq are the matrices of this linear system. 7. Mq1 ,γ,q2 ∈ Rnq1 ×nq2 are matrices for all q2 ∈ Q, γ ∈ Γ , q1 = δ (q2 , γ), which are called reset maps. 8. h0 = (q0 , x0 ) is the initial state, where q0 ∈ Q and x0 ∈ Rnq0 . 1. 2. 3. 4. 5. 6.



The space Xq = Rnq , q ∈ Q, 0 < nq ∈ N, is called the continuous state associated p is called the with the discrete state q, Rm is called the continuous input space, R S continuous output space. The state space HH of H is the set HH = q∈Q {q} × Xq . Notice that the linear control systems associated with different discrete states may have different state-spaces, but they have the same input and output space. The intuition behind the definition of a linear hybrid system is as follows. We associate a linear system ( x˙ = Aq x + Bq u Σq (2) y = Cq x with each discrete state q ∈ Q. As long as we are in the discrete state q, the state x and the continuous output y develops according to (2). The discrete state can change only if a discrete event γ ∈ Γ takes place. If a discrete event γ occurs at time t, then the new discrete state q+ is determined by applying the discrete state-transition map δ to q, i.e. q+ = δ (q, γ). The new continuous-state x+ ∈ Rnq+ is computed from the current continuous state x(t) by applying the reset map Mq+ ,γ,q to x(t), i.e. x+ = Mq+ ,γ,q x(t). After the transition, the continuous state x and the continuous output x evolves according to the linear system associated with the new discrete state q+ , started from the initial state x+ . Finally, when in a discrete state q ∈ Q, the system produces a discrete output o = λ (q). Notice that the discrete events are external inputs. All the continuous subsystems are defined with the same inputs and outputs, but on possibly different state-spaces. Below we will formalize the intuition described above, by defining input-to-state and input-output maps for LHS . To this end, we need the following. Definition 2 (Timed sequences) A timed sequence of discrete events is a finite sequence over the set (Γ × R+ ), i.e. it is a sequence of the form w = (γ1 ,t1 )(γ2 ,t2 ) · · · (γk ,tk )



(3)



where γ1 , γ2 , . . . , γk ∈ Γ , k > 0 are discrete events, and t1 ,t2 , . . . ,tk ∈ R+ are time + instances. We denote the set of timed sequences of discrete events by Γtimed . By con-
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vention, we introduce the symbol ε, which we will call the empty sequence and we + ∗ denote by Γtimed the set Γtimed ∪ {ε}. . ∗ , we define the length of w as follows. If w is of the form (3), For each w ∈ Γtimed then its length equals the integer k. If ε, its length is defined as zero. The length ∗ of w is denoted by |w|. The interpretation of a time sequences w ∈ Γtimed above is the following. If w = ε, then this represents the case when no discrete event has yet occurred. If w is of the form (3), then w represents the scenario, when the event γi took place after the event γi−1 and ti is the is the time which has passed between the arrival of γi−1 and the arrival of γi , i.e. ti is the difference of the arrival times of γi and γi−1 . Hence, ti ≥ 0 but we allow ti = 0, i.e., we allow γi to arrive instantly after γi−1 . If i = 1, then t1 is simply the time when the first event γ1 arrived. An inpput to a LHS is then a triple, consisting of a Rm -valued map from PC(R+ , Rm ), a timed sequence of discrete events, and a non-negative real indicating the time elapsed since the arrival of the last event. ∗ Definition 3 (Inputs U) Denote by U = PC(R+ , Rm ) ×Γtimed × R+ the set of inputs of a LHS .



If (u, w,t) ∈ U, then u represents the continuous-valued input to be fed to the system, w represents the timed-event sequence, and t represents the time which has elapsed since the arrival of the last discrete event described by w. Below we define the notion of input-to-state and input-output maps for LHSs . These functions map elements from U to outputs and states respectively. In the rest of this section, H denotes a LHS of the form (1). Definition 4 (Input-to-state map) The input-to-state map of H induced by the initial state hI = (qI , xI ) ∈ HH of H is the function ξH,hI : U → H such that the following holds. For any w ∈ U, and any t ∈ R+ , let ξH,hI (u, w,t) ∈ H be defined recursively on the length of w as follows: 1. ξH,hI (ε,t) = (qI , z(t)) where z ∈ AC([0,t], Rnq ) is the unique solution (in the sense of Caratheodory) of the differential equation z˙(t) = AqI z(t) + BqI u(t), z(0) = xI . 2. Assume that w is of the form (3). If k = 1, then set v = ε and if k > 1, then set v = (γ,t1 )(γ2 ,t2 ) · · · (γk−1 ,tk−1 ). Set Tw = ∑ki=1 ti . Assume that ξH,hI (u, v, Tw ) = (q, x) is defined, then let ξH,hI (u, w,t) = (q+ , z(Tw + t)), where q+ = δ (q, γk ) and n z ∈ AC([Tw , Tw + t], R q+ ) is the unique solution (in the sense of Caratheodory) of the differential equation z˙(s) = Aq+ z(s) + Bq+ u(s), z(Tw ) = Mq+ ,γk ,q x. Definition 5 (Input-output map) The input-output map of the system H induced by a state hI ∈ HH of H is the function υH,hI : U → O × R p defined as follows: for all (u, w,t) ∈ U, if (q, x) = ξH,hI (u, w,t), then υH,hI (u, w,t) = (λ (q),Cq x). The input-output map υH,h0 induced by the initial state h0 is called the input-output map of H and it is denoted by υH .
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It is easy to see that the natural candidates for input-output maps of a LHS are functions of the form f : U → O × Rp. (4) In the rest of this section, functions of the form (4) will be referred to as input-output maps. Next, we define when a LHS H is a realization of an input-output map. Definition 6 (Realization & input-output equivalence) The LHS H is a said to be a realization of an input-output map f , if the input-output map υH of H equals f . Two LHSs H1 and H2 are said to be input-output equivalent, if their input-output maps are equal, i.e. υH1 = υH2 . In the sequel, we will be interested LHSs which are minimal dimensional among all realizations of their input-output maps. Furthermore, we will need the notions of observability, span-reachability and isomorphism of LHSs . First, define what we mean by dimension of an LHS . Definition 7 (Dimension) For a LHS H, the dimension of H is defined as a pair of natural numbers dim H = (card(Q), ∑q∈Q nq ). In other words, the first component of dim H is the cardinality of the discrete statespace, the second component is the sum of dimensions of the continuous statespaces. For each two pairs of natural numbers (m, n), (p, q) ∈ N×N define the partial order relation ≤ as (m, n) ≤ (p, q), if m ≤ p and n ≤ q. Definition 8 (Minimality) A LHS H is called a minimal realization of an input0 output map f , if H is a realization of f and for any LHS H which is also a realiza0 tion of f , dim H ≤ dim H . We call H a minimal, if it is a minimal realization of its own input-output map f = υH . Notice that the ordering introduced above is a partial ordering, i.e. there may be two LHSs whose dimensions are not comparable. In the light of this remark, the definition of minimality implicitly requires the dimension of a minimal LHS to be comparable to, in fact, to be not greater than, the dimension of any realization of f . Since not all LHS realizations of f have comparable dimensions, it is not at all clear that one can choose a LHS realization of f whose dimension is minimal. The mathematical proof that such a minimal LHS exists is a problem on its own right. The definition of dimension above expresses the inherent trade-off between the number of discrete states and dimensionality of each continuous state-space component. The definition of minimality is such that minimal LHS have the smallest possible number of discrete states and the sum of continuous state-space dimensions is the smallest possible as well. However, it can happen that a non-minimal realization has a discrete state, whose linear system has smaller dimension than the linear system of the corresponding discrete state of the minimal LHS . Another feature of the definition of minimality above is that it allows us to characterize minimality in terms of observability and span-reachability. Next, we define span-reachability and observability.
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Definition 9 (Span-reachability) For each discrete state q ∈ Q define the set Rq (H) = Span{x ∈ Rnq | ∃w ∈ U : (q, x) = ξH,h0 (w)}. The LHS H is called span-reachable if for all q ∈ Q: 1. there exists w ∈ U such that ξH,h0 (w) = (q, x) for some x ∈ Rnq , and 2. Rq (H) = Rnq . Intuitively, H is span-reachable, if every discrete state can be reached from the initial state and every continuous state can be represented as a linear combination of reachable continuous states (which belong to the same discrete state). Next, we define observability. Definition 10 (Observability) The LHS H is called observable, if ∀h1 , h2 ∈ HH : (h1 6= h2 =⇒ υH,h1 6= υH,h1 ).



Intuitively, observability means that any two distinct initial states induce two different input-output maps. In other words, for any two distinct initial states there exists a hybrid input w such that the corresponding outputs are different. Finally, we define the notion of LHS (iso)morphisms. Definition 11 (LHS morphism) Consider the LHS 0
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H = (Q ,Γ , O, δ , λ , {nq , Aq , Bq ,Cq }q∈Q0 , {Mq1 ,γ,q2 }q



2 ∈Q



0



0



,γ∈Γ ,q1 =δ (q2 ,γ)



, h0 )



Let H be of the form (1). A function S : HH → HH 0 is called a LHS morphism 0 0 0 from H to H , denoted by S : H → H , if there exists a function SD : Q → Q and 0



matrices SC,q ∈ R



nS (q) ×nq D



such that for all h = (q, x) ∈ HH :



1. S ((q, x)) = (SD (q), SC,q x), and 2. for all w ∈ U, ξH 0 ,S (h) (w) = S (ξH,h (w)) and υH 0 ,S (h) (w) = υH,h (w), and 0



3. h0 = S (h0 ). The LHS morphism S is called and isomorphism, if the the map SD is bijective and the matrices SC,q are invertible square matrices for all q ∈ Q. Intuitively, a LHS morphism is a function between the state-spaces of two LHSs which maps state- and output-trajectories of one system to state- and output trajectories of the other system, and it maps initial states to initial states. If S above is a LHS isomorphism, then the inverse map S −1 : HH 0 → HH exists, and it can 0 0 be viewed as an LHS isomorphism S −1 : H → H. Note that if S : H → H is a AHLS morphism, then SD is a morphism between Moore automata A = 0 (Q,Γ , O, δ , λ , q0 ) and A = (Q,Γ , O, δ , λ , q0 ) (see [33, 43, 44, 47, 12, 9] for the definition of Moore-automata and morphisms between them) and for each q ∈ Q, SC,q is a system morphism from the linear system (Aq , Bq ,Cq ) to the linear system 0 0 0 (ASD (q) , BSD (q) ,CSD (q) ). In particular, if S is an LHS isomorphism, then SD is
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a Moore automaton isomorphism between the automata A and A , and for each 0 0 0 discrete state q ∈ Q, the linear systems (Aq , Bq ,Cq ) and (ASD (q) , BSD (q) ,CSD (q) ) are related by the algebraic similarity SC,q . Note that if S is an LHS morphism, then with the notation of Definition 11, 0



0



1. for any discrete state q ∈ Q, SC,q Aq = ASD (q) SC,q , SC,q Bq = BSD (q) , Cq = 0



CSD (q) SC,q ,



0



2. for each discrete event γ ∈ Γ , and discrete state q ∈ Q, SD (δ (q, γ)) = δ (SD (q), γ) 0 and λ (q) = λ (SD (q)), 3. for each discrete event γ ∈ Γ , and discrete state q ∈ Q, SC,δ (q,γ) Mδ (q,γ),γ,q = 0 M 0 SC,q , δ (SD (q),γ),γ,SD (q) 0



4. S (h0 ) = h0 . The realization problem for linear hybrid systems can be formulated as follows. Problem 1 (Realization problem) For a specified input-output map f , find necessary and sufficient conditions for existence of a LHS H which realizes f . Provide a constructive procedure for calculating a LHS realization of f from the values of f . Furthermore, characterize minimal LHS which are realizations of f .



4 Special case: linear switched systems Before presenting the results on realization theory for LHSs in all their generality, we will consider a special case, that of linear switched system (abbreviated LSSs). For linear switched systems, the discrete state dynamics is trivial: the set of discrete states coincides with the set of discrete events and the set of discrete outputs and any discrete state transition is allowed. Moreover, all the linear subsystems are defined on the same state-space and the reset maps equal the identity map.



4.1 Definition of linear switched systems In this section we present the formal definition of linear switched systems and recall a number of relevant definitions. We follow the presentation of [35, 51]. Definition 12 (LSS) A linear switched system (LSS) is a control system of the form d x(t) = Aσ (t) x(t) + Bσ (t) u(t), dt y(t) = Cσ (t) x(t)



x(t0 ) = x0



(5a) (5b)



where Q called the set of discrete states, σ ∈ PC(R+ , Q) is called the switching signal, u ∈ PC(R+ , Rm ) is called the input, x ∈ AC(R+ , Rn ) is called the state, and



Realization theory of linear hybrid systems



13



y ∈ PC(R+ , R p ) is called the output. Moreover, Aq ∈ Rn×n , Bq ∈ Rn×m , Cq ∈ R p×n are the matrices of the linear system in the discrete state q ∈ Q, and x0 is the initial state. The notation Σ = (n, {(Aq , Bq ,Cq ) | q ∈ Q}, x0 ) (6) is used as a short-hand representation for LSSs of the form (5). The number n is called the dimension (order) of Σ and will be denoted by dimΣ . Intuitively, an LSS is just a control system which switches among finitely many linear time-invariant systems. The switching signal is part of the input. Whenever a switch occurs, the continuous state remains the same, only the differential equation governing the state and output evolution changes. That is, whenever we switch to a new linear system, we start the new linear system from the state which is the final state of the previous linear system. For all this to make sense, all the linear systems should have the same input, output and state-spaces. Finally, we do not have discrete outputs, only continuous ones. In order to formalize the semantics above, we will need the notion of switching sequences, input-to-state and input-output maps. Definition 13 (Switching sequences) A switching sequence is a sequence of the form w = (q1 ,t1 )(q2 ,t2 ) · · · (qk ,tk ) (7) q1 , q2 , . . . , qk ∈ Q are discrete states and t1 ,t2 , . . . ,tk ∈ R+ are switching times and k > 0. The set of all switching sequences is denoted by Q+ timed . If w is of the form (7) with k > 0, then w determines a switching signal σ ∈ i PC([0, ∑ki=1 ti ], Q) which at time t ∈ (∑i−1 j=1 t j , ∑ j=1 t j ] takes the value σ (t) = qi , i = 1, . . . , k, σ (0) = q1 and for t > ∑kj=1 t j , σ (t) = qk . The sequence w from (7) thus represents the scenario when from 0 to time instance t1 the active discrete state is q1 , from t1 to t2 the active discrete state is q2 , from t1 + t2 to t1 + t2 + t3 the active discrete state is q3 , and so on. That is, ti indicates the time spent in the discrete state qi , for all i = 1, 2, . . . , k. We are now ready to define the input-to-state map. To this end, we introduce the following concept. Definition 14 (Switched input) We denote by SU the set PC(R+ , Rm ) × Q+ timed . That is, every element of SU represents a pair (u, w), where w is a switching sequence and u is a continuous-valued input signal. This definition merely expresses the fact that we view an LSS as a control system driven by switching signals and continuous-valued inputs. Next, we define the input-to-state map of an LSS. Definition 15 (State-trajectory) The input-to-state map of Σ induced by a state x ∈ Rn is a function XΣ ,x : SU → Rn such that for all (u, w) ∈ SU, where w is of the form (7), XΣ ,x0 (u, w) is defined recursively on the length k of w as follows:
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• If k = 1, then XΣ ,x (u, w) = z(t1 ), where z ∈ AC([0,t1 ], Rn ) is the unique solution (in Caratheodory sense) of the differential equation z˙(t) = Aq1 z(t) + Bq1 u(t), z(0) = x. • Assume that k > 1 and that for v = (q1 ,t1 ) · · · (qk−1 ,tk−1 ), XΣ ,x (u, v) is already defined. Then let XΣ ,x (u, w) = z(tk ), where z ∈ AC([0,t1 ], Rn ) is the unique solution (in Caratheodory sense) of the differential equation z˙(t) = Aqk z(t)+Bqk u(t + ∑k−1 j=1 t j ). with z(0) = XΣ ,x (u, v). Intuitively, XΣ ,x (u, w) is the state x(t1 + · · · + tk ) reached by (5), if the switching signal corresponding to w is fed to the system, along with the continuous-valued input u. Now we are ready to define the input-output map of Σ . Definition 16 (Input-output map) The input-output map YΣ ,x of Σ induced by the state x ∈ Rn is a function YΣ ,x : SU → R p , such that for any (u, w) ∈ SU, w ∈ Q+ timed , where w is of the form (7), YΣ ,x (u, w) = Cqk XΣ ,x (u, w). We call the input-output map YΣ ,x0 induced by the initial state x0 of Σ the inputoutput map of Σ , and we denote YΣ ,x0 by YΣ . In other words, the value of YΣ ,x (u, w) for u ∈ PC(R+ , Rm ) and w ∈ Q+ timed is the output of Σ at time t1 + · · · + tk if Σ is started from x and it is driven by the continuousvalued input u and the switching signal w. We model the input-output behavior of a system (not necessarily of a finitedimensional LSS) as a function f : SU → R p .



(8)



In the rest of this section, functions of the form (8) will be called input-output maps . Such a function captures the behavior of a black-box, which reacts to piecewisecontinuous inputs and switching sequences by generating outputs in R p . Next, we define what it means that this black-box can be modelled as an LSS, i.e. that an LSS is a realization of f . Definition 17 (Realization, minimality, equivalence) The LSS Σ is a realization of an input-output map f of the form (8) , if YΣ = f , i.e. if the input-output map of Σ coincides with f . If Σ is a realization of f , then Σ is a minimal realization of f , if for any LSS realization Σˆ of f , dim Σ ≤ dim Σˆ . Two LSSs Σ1 , Σ2 are said to be input-output equivalent, if their input-output maps are equal, i.e. YΣ1 = YΣ2 . A LSS Σ is said to be minimal, if it is a minimal realization of its own input-output map f = YΣ . Next, we define observability and span-reachability for LSSs. In the subsequent discussion, Σ denotes a LSS of the form (5).
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Definition 18 (Observability) An LSS Σ is said to be observable , if for any two distinct states x1 6= x2 ∈ Rn , the input-output maps induced by x1 and x2 are different, i.e., if ∀x1 , x2 ∈ Rn : x1 6= x2 =⇒ YΣ ,x1 6= YΣ ,x2 . Let Reachx0 (Σ ) ⊆ Rn denote the reachable set of the LSS Σ from the initial condition x0 , i.e., Reachx0 (Σ ) is the range of the map XΣ ,x0 . Definition 19 (Span-Reachability) The LSS Σ is said to be reachable, if Reachx0 (Σ ) = Rn . The LSS Σ is span-reachable if Rn is the smallest vector space containing Reach0 (Σ ). We note that span-reachability and reachability are the same in continuous-time, if x0 = 0, [57]. Next, we recall the notion of LSS morphism. Definition 20 (Isomorphism) Consider two LSSs Σ1 = (n, {(Aq , Bq ,Cq ) | q ∈ Q}, x0 ) and Σ2 = (na , Q, {(Aaq , Baq ,Cqa ) | q ∈ Q}, x0a ). An LSS morphism S from Σ1 to Σ2 , denoted by S : Σ1 → Σ2 , is an na × n matrix, such that ∀q ∈ Q :



Aaq S = S Aq ,



Baq = S Bq ,



x0a = S x0 ,



Cqa S = Cq .



The LSS morphism S is said to be an isomorphism, if the matrix S is square and invertible.



4.2 Linear switched systems as a subclass of LHSs Roughly speaking, LSSs can be identified with LHSs for which: 1. the discrete dynamics is trivial, i.e. any discrete state transition is allowed and the set of discrete events coincides with the set of discrete states, 2. the continuous subsystems are defined on the same state-, input- and outputspaces, 3. all the reset maps are identity matrices, 4. the discrete readout map is the identity map. More precisely, fix the set of discrete states Q and choose a symbol s0 ∈ / Q. For any LSS Σ = (n, {(Aq , Bq ,Cq ) | q ∈ Q}, x0 ) define the LHS HΣ of the form HΣ = (Q,Γ , O, δ , λ , {nq , Aq , Bq ,Cq }q∈Q , {Mq1 ,γ,q2 }q2 ∈Q,γ∈Γ ,q1 =δ (q2 ,γ) , h0 ), such that 1. Γ = Q, O = S, S = {s0 } ∪ Q, and for all s ∈ S, λ (s) = s, δ (s, q) = q, q ∈ Q, 2. ns0 = n, As0 = 0, Bs0 = 0, Cs0 = 0, Mq,q,s0 = In ,



16



Mihaly Petreczky



3. for all q ∈ Q, nq = n and the matrices (Aq , Bq ,Cq ) of the linear subsystem associated with the discrete state q of HΣ are the same as the matrices of the linear subsystem associated with the discrete state q of Σ . Furthermore, Mq1 ,q1 ,q2 = In for all q1 , q2 ∈ Q, 4. h0 = (s0 , x0 ) We will call HΣ the LHS associated with the LSS Σ . The construction of HΣ roughly follows the intuitive relationship between LSSs and LHSs outlined above. The only additional step is the introduction of the dummy discrete state s0 , which serves the purpose of allowing us to choose the first discrete state. Note that for LSSs, the choice of the discrete state is part of the input. In contrast, for LHSs, the initial discrete state is part of the system’s description. By introducing s0 and setting its continuous dynamics to zero, we can simulate the effect of choosing the discrete state. We can easily express the relationship between state-to-input and input-output maps of Σ and HΣ . Indeed, consider (u, w,t) ∈ U with Γ = Q. If w = (q1 ,t0 )(q2 ,t1 ) · · · (qk ,tk−1 ), q1 , . . . , qk ∈ Q, t0 , . . . ,tk−1 ∈ R+ , k ≥ 1, then for any q ∈ Q, define v(w, q,t) = (q,t0 )(q1 ,t1 ) · · · (qk−1 ,tk−1 )(qk ,t) ∈ Q+ timed , and for s0 , define v(w, s0 ,t) = (q1 ,t1 ) · · · (qk−1 ,tk−1 )(qk ,t). If w = ε and s ∈ Q, then set v(w, s,t) = (s,t). It then follows that ∗ ∀s ∈ S, w ∈ Γtimed , w 6= ε :



ξHΣ ,(s,x) (u, w,t) = (qk , XΣ ,x (u, v(w, s,t)) and υHΣ ,(s,x) (u, w,t) = (qk ,YΣ ,x (u, v(w, s,t)) ∀s ∈ Q :



(9)



ξHΣ ,(s,x) (u, ε,t) = (s, XΣ ,x (u, v(ε, s,t)) and υHΣ ,(s,x) (u, ε,t) = (s,YΣ ,x (u, v(ε, s,t)) ξH,(s0 ,x) (u, ε,t) = (s0 , x) and υH,(s0 ,x) (u, ε,t) = (s0 , 0). Using (9), it is easy to see that Σ is span-reachable or observable if and only if HΣ is span-reachable or respectively observable. Moreover, there is a one-to-one relationship between LHS morphisms among the LHSs associated with LSSs and LSS morphisms among LSSs. More, precisely, let Σ1 and Σ2 be LSSs as in Definition 20. Assume that S : HΣ1 → HΣ2 is a LHS morphism. It then follows SD is the identity map and SC,q1 = SC,q2 for all q1 , q2 ∈ S. Furthermore, the matrix SS = SC,s0 can be viewed as an LSS morphism SS : Σ1 → Σ2 . Conversely, if S : Σ1 → Σ2 is an LSS morphism, then define SS : HHΣ1 → HHΣ2 as SS ((s, x)) = (s, S x). It is easy to see that then SS is a LHS morphism SS : HΣ1 → HΣ2 . It is easy that the maps S 7→ SS and S 7→ SS are each other’s inverses and they map LSS (respectively LHS) isomorphisms to LHS (respectively LSS) isomorphisms. Finally, if f : SU → R p is an input-output map which is realized by an LSS Σ , then HΣ is a realization of the input-output map fH : U → S × R p defined by fH (u, ε,t) = (s0 , 0) and fH (u, w,t) = f (u, v(w, s0 ,t)). Moreover, dim HΣ = (|Q| + 1, (|Q| + 1) dim Σ ).
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That is, Definition 15 – 20 can be viewed as special cases of Definition 4 – 11, and thus LSSs can be viewed as a special subclass of LHSs . Note that the fact that LSSs are subclasses of LHSs does not necessarily imply that realization theory for LHSs implies that of for LSSs. The reason for this is quite obvious: while the necessary conditions remain valid for subclasses of LHSs , the sufficient conditions need not remain valid.



4.3 Reachability, observability and minimality We start by presenting the main results on minimality of LSSs . The following theorem summaries various results on minimality, see [33, 35]. Theorem 1 (Minimality, [33, 35]) A LSS Σ is minimal, if and only if it is spanreachable and observable. If Σ1 and Σ2 are two minimal LSSs, and Σ1 and Σ2 are input-output equivalent, then Σ1 and Σ2 are isomorphic. The usefulness of Theorem 1 becomes more apparent after presenting an algorithm for minimization of LSSs, i.e. for converting an LSS into a minimal one while preserving its input-output map. This means that as far as the external behavior is concerned, we can always replace an LSS with a minimal one. Moreover, this minimal LSS will have such nice properties as observability and span-reachability. Finally, the fact that minimal and equivalent LSSs are isomorphic is important for system identification: it means that while several LSSs can produce the same observed behavior, as long as we restrict attention to minimal LSSs, all possible models fitting the observed behavior are essentially the same (isomorphic). In order to formulate the minimization algorithm, we will present a geometric and algebraic characterization of span-reachability and observability. In order to present these conditions, we recall from [51] the definition of the following spaces Definition 21 (W ∗ and V ∗ ) Let V ∗ = V ∗ (Σ ) be the smallest subspace (with respect to the inclusion) of Rn which satisfies Aq V ∗ ⊆ V ∗ and x0 ∈ V ∗ and ImBq ⊆ V ∗ for any q ∈ Q. We will call V ∗ (Σ ) the reachable subspace of Σ . Let W ∗ = W ∗ (Σ ) be the largest subspace (with respect to inclusion), such that W ∗ ⊆ kerCq and Aq W ∗ ⊆ W ∗ , for any q ∈ Q. We will call W ∗ the unobservable subspace of Σ . Remark 1 (Computing V ∗ , W ∗ ) It is not difficult to see that the spaces V ∗ and W ∗ can be computed as follows. Set V0 to the space spanned by x0 and the columns of Bq and define Vk recursively as follows: Vk =TV0 + ∑q∈Q AqVk−1 . It then follows that Vn−1 = V ∗ . Similarly, if we set W0 = q∈Q kerCq and Wk = T ∗ W0 ∩ q∈Q A−1 q (Wk−1 ), then Wn−1 = W . We can also define an explicit matrix representation of the spaces V ∗ and W ∗ . The above steps can be implemented, see [33, 3]. To this end, in the sequel without loss of generality we assume that Q = {1, . . . , D} and we introduce the following lexicographic ordering on the sequences from Q∗ .
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Definition 22 (Lexicographic ordering) Assume that Q = {1, . . . , D}. We define a lexicographic ordering ≺ on Q∗ as follows. For any v, s ∈ Q∗ , v ≺ s, if either |v| < |s| or 0 < |v| = |s|, v 6= s and for some l ≤ |s|, vl < sl with the usual ordering of integers and vi = si for i = 1, . . . , l − 1. Here vi and si denote the ith letter of v and s respectively. Note that ≺ is a complete ordering and Q∗ = {v1 , v2 , . . .} with v1 ≺ v2 ≺ . . .. Note that v1 = ε and for all 0 < i ∈ N, q ∈ Q, vi ≺ vi q. Denote by N(M) the number of sequences from Q∗ of length at most M. It then follows that |vi | ≤ M if and only if i ≤ N(M). The lexicographic ordering defined above will also be used when defining the Hankel matrix of LSSs. Furthermore, we will need the following notation for products of square matrices indexed by sequences from Q∗ . Notation 1 (Matrix product) Consider a collection of matrices {Aq ∈ Rn×n }q∈Q . For any v ∈ Q∗ , define the matrix Av ∈ Rn×n as follows. If v = ε, then Aε = In is the identity matrix, and if v = q1 · · · qk with q1 , . . . , qk ∈ Q, k > 0, then Av = Aqk Aqk−1 · · · Aq1 . We are now in position to define the matrix representation of V ∗ and W ∗ . Definition 23 (Controllability and observability matrix) Let Σ = (n, {(Aq , Bq ,Cq ) | q ∈ Q}, x0 ). Define the controllability matrix of Σ as h i e Av B, e . . . , Av Be ∈ Rn×(mD+1)N(n−1) R(Σ ) = Av1 B, 2 N(n−1)   with Be = x0 , B1 , B2 , . . . , BD ∈ Rn×(Dm+1) . Define the observability matrix of Σ as h iT T e v )T , (CA e v )T , . . . , (CA e v ) O(Σ ) = (CA ∈ R pDN(n−1)×n 1 2 N(n−1)  T with Ce = C1T , C2T , . . . , CDT ∈ R pD×n . The relationship between W ∗ , V ∗ and the matrices defined above is as follows. Proposition 1 V ∗ = ImR(Σ ) and W ∗ = ker O(Σ ). In other words, the controllability matrix can be viewed as a matrix representation of V ∗ and the observability matrix can be viewed as a matrix representation of the orthogonal complement of W ∗ . Theoretically, the controllability and the observability matrices could be used to compute the spaces W ∗ , V ∗ , but this approach would not be very practical, as the size of the matrices involved is exponential in the number of continuous states. For this reason, it is more practical to use the ideas of Remark 1. We are now ready to state the algebraic and geometric conditions for span-reachability and observability. Theorem 2 ([57, 35, 51]) . Let Σ = (n, {(Aq , Bq ,Cq ) | q ∈ Q}, x0 ) be an LSS . 1. Span-Reachability: The following three statements are equivalent:
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1. Σ is span-reachable, 2. V ∗ = Rn , 3. rankR(Σ ) = n. 2. Observability: The following are equivalent: 1. Σ is observable, 2. W ∗ = {0}, 3. rankO(Σ ) = n. Remark 2 (Minimal LSS may have non-minimal subsystems) Note that observability (span-reachability) of an LSS does not imply observability (reachability) of any of its linear subsystems. In fact, it is easy to construct a counter example [35]: Σ = (n, {(Aq , Bq ,Cq ) | q ∈ Q}, x0 ), Q = {q1 , q2 }, p = m = 1, x0 = (0, 0, 0)T and      T      T 010 0 1 000 0 0 Aq1 = 0 0 0 , Bq1 = 1 , Cq1 = 1 , Aq2 = 0 0 0 , Bq2 = 0 , Cq2 = 0 001 0 0 010 0 1 It is easy to see that Σ is span-reachable and observable, yet none of the subsystems are reachable or observable. Together with Theorem 1, which states that minimal realizations are unique up to isomorphism, this implies that there exist LSSs which cannot be converted to an equivalent LSS where all (or some) of the linear subsystems are observable (or reachable). The proof of Theorem 2 can be found in [57, 35, 51]. The intuition behind it is as follows: V ∗ is simply the span of all reachable states, and YΣ ,x1 = YΣ ,x2 ⇐⇒ x1 − x2 ∈ W ∗ . We are now able to recall from [51] the following algorithms for converting a LSS to a reachable, observable and minimal one respectively, while preserving inputoutput behavior. We follow the presentation of [51]. Procedure 1 (Reachability reduction) Assume that dim V ∗ = r and choose a basis b1 , . . . , bn of Rn such that b1 , . . . , br span V ∗ . It is easy to see that in this new basis, the matrices Aq , Bq ,Cq and the vector x0 can be rewritten as # "  R  R 0 i h ARq Aq Bq 0 x R , x0 = 0 , (10) Aq = 00 ,Cq = Cq , Cq , Bq = 0 0 0 Aq where ARq ∈ Rr×r , BRq ∈ Rr×m , and CqR ∈ R p×r , x0R ∈ Rr . Define the LSS Σ R = (r, Q, {(ARq , BRq ,CqR ) | q ∈ Q}, x0R ). It is easy to see that Σ R is span-reachable, and it is input-output equivalent to Σ . Intuitively, Σ R is obtained from Σ by restricting the dynamics and the output map of Σ to the subspace V ∗ .
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Procedure 2 (Observability reduction) Assume that dim W ∗ = n−o, and let b1 , . . . , bn be a basis in Rn such that bo+1 , . . . , bn span W ∗ . In this new basis, the matrices Aq , Bq , Cq and the vector x0 can be rewritten as Aq =



 O   O  O  O  Aq 0 Bq x , x0 = 00 , 0 00 ,Cq = Cq , 0 , Bq = 0 Aq Aq Bq x0



(11)



o×o , BO ∈ Ro×m , and CO ∈ R p×o , xO ∈ Ro . where AO q ∈R q q 0 O ,CO ) | q ∈ Q}, xO ). Define LSS Σ O = (o, Q, {(AO , B q q q 0



It then follows that Σ O is observable and it is input-output equivalent to Σ . If Σ is span-reachable, then so is Σ O . Intuitively, Σ O is obtained from Σ by merging any two states x1 , x2 of Σ , for which x1 − x2 ∈ W ∗ . Finally, by combining Procedures 1 – 2 and using Theorem 1, we can formulate the following procedure for minimization of LSSs. Procedure 3 (Minimization) Transform Σ to a reachable LSS Σ R by Procedure 1. Subsequently, transform Σ R to an observable LSS Σ M = (Σ R )O using Procedure 2. Then Σ M is a minimal LSS which is input-output equivalent to Σ . A more detailed description of the algorithms described in Procedure 1 – 3 can be found in [33].



4.4 Existence of a realization, Kalman-Ho algorithm In this section we present conditions on existence of a LSS realization of an inputoutput map and an algorithm for computing a LSS realization from input-output data. In this section, f denotes an input-output map of the form (8). Note that at this point we do not assume that f is an input-output map of an LSS. We start with defining the concept of Markov-parameters and the Hankel-matrix of f . The former is used to define the latter. Similarly to the the linear case, these concepts are defined using only input-output data. The Hankel-matrices are then used for characterizing the existence of a LSS realization and for computing such a realization from inputoutput data. This is precisely the reason that the Hankel-matrix is defined without the assumption that an LSS realization exists. In this section, we will tacitly assume that Q = {1, 2, . . . , D}. This can be done without loss of generality. We start with defining the Markov-parameters of f . To this end, we assume that f has a generalized kernel representation (in the sequel abbreviated as GKR). The definition of a generalized kernel representation is as follows. Definition 24 (Generalized kernel-representation, [35, 33]) The input-output map f is said to have a generalized kernel representation (abbreviated by GKR) , if for every word w ∈ Q+ , there exist analytic functions |w|



|w|



Kwf : R+ → R p and Gwf : R+ → R p×m ,
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such that the following holds. 1. For all words w, v ∈ Q∗ , discrete states q ∈ Q, and time instances t1 ,t2 , . . . ,t|w|+|v| ,t, tˆ ∈ R+ , f f Kwqqv (t1 ,t2 , . . . ,t|w| ,t, tˆ,t|w|+1 , . . .t|w|+|v| ) = Kwqv (t1 ,t2 , . . .t|w| ,t + tˆ,t|w|+1 . . .t|w|+|v| ) f f Gwqqv (t1 ,t2 , . . . ,t|w| ,t, tˆ,t|w|+1 , . . .t|w|+|v| ) = Gwqv (t1 ,t2 , . . .t|w| ,t + tˆ,t|w|+1 . . .t|w|+|v| ).



2. For all words v ∈ Q∗ , w ∈ Q+ , discrete states q ∈ Q, time instances t1 ,t2 , . . . ,t|v|+|w| ∈ R+ , f f Kvqw (t1 ,t2 , . . . ,t|v| , 0,t|v|+1 , . . . ,t|w|+|v| ) = Kvw (t1 ,t2 , . . . ,t|v|+|w| ).



For each pair of words v, w ∈ Q+ , discrete state q ∈ Q, and time instances t1 ,t2 , . . . ,t|v|+|w| ∈ R+ , f f Gvqw (t1 ,t2 , . . . ,t|v| , 0,t|v|+1 , . . . ,t|w|+|v| ) = Gvw (t1 ,t2 , . . . ,t|v|+|w| ). m 3. For each switching sequence w ∈ Q+ timed of the form (7), and input u ∈ PC(R+ , R ),



f (u, w) = Kqf1 ···qk (t1 , . . . ,tk )+ k



∑



Z tj



j=1 0



j−1



Gqf j ···qk (t j − s,t j+1 , . . . ,tk )u(s + ∑ ti )ds.



(12)



i=1



If Σ is an LSS of the form (5) and it is a realization of f , then Kqf1 ···qk (t1 , . . . ,tk ) = Cq eAqk tk · · · eAq1 t1 x0 Aq j t j



Gqf j ···qk (t j ,t j+1 . . . ,tk ) = Cqk eAqk tk · · · e



Bq j



for any q1 , . . . , qk ∈ Q, t1 , . . . ,tk ∈ R+ , j = 1, . . . , k, k > 0. The idea behind the definition of Markov-parameters is analogous to the one for linear systems. Namely, if f admits a GKR, then it is completely determined by the maps Kv and Gv for v ∈ Q+ . In turn, by virtue of their analyticity, Kv and Gv are determined by their high-order derivatives at zero. The derivatives of the maps Kv and Gv can be expressed through the derivatives of f . We define the Markovparameters of f as certain high-order derivatives of f (and hence of Kv and Gv , v ∈ Q+ ). In order to formalize the definition of Markov-parameters, we need the following definition. Notation 2 Consider a sequence v = q1 q2 · · · qk ∈ Q+ , q1 , q2 , . . . , qk ∈ Q, k ≥ 1 and an input u ∈ PC(R+ , Rm ). Define the map fu,v : Rk+ → R p as follows fu,v (t1 ,t2 , . . . ,tk ) = f (u, (q1 ,t1 )(q2 ,t2 ) · · · (qk ,tk )). That is, fu,v is obtained from f by fixing the input u and a sequence of discrete modes v and varying the switching times only. We denote by 0 and by e j , j = 1, . . . , m
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the constant inputs from PC(R+ , Rm ), which for each time instance take the value 0 ∈ Rm and e j ∈ Rm respectively. Recall that e j is the jth standard basis vector of Rm . Definition 25 (Markov-parameters) Define the map M f : Q∗ → R pD×(mD+1) as f follows. For all q, q0 ∈ Q, j = 1, . . . , m, v ∈ Q∗ define the vectors Sqf (v), Sq,q (v) ∈ 0, j f p×m as follows: assume that k is the length of v and R p and the matrix Sq,q 0 (v) ∈ R define



Sqf (ε) = fq (0),



Sqf 0 ,q (ε) =



d ( fe ,q q (t0 , 0) − f0,q0 q (t0 , 0))t0 =0 dt0 j 0



d d d ··· f0,vq (t1 ,t2 , . . . ,tk , 0)|t1 =···=tk =0 dt1 dt2 dtk d d d f ··· ( fe ,q vq (t0 ,t1 , . . . ,tk , 0)− Sq,q (v) = 0, j dt0 dt1 dtk j 0 f0,q0 vq (t0 ,t1 , . . . ,tk , 0))|t0 =···=tk =0 if k > 0, i h f f f f Sq,q (v) = (v) (v), . . . , S (v), S S q,q0 ,m q,q0 ,2 q,q0 ,1 0 Sqf (v) =



if k = 0



if k > 0 ,



Then for any v ∈ Q∗ , M f (v) is defined as   f f f S1 (v), S1,1 (v), · · · , S1,D (v)   f f f  S2 (v), S2,1 (v), · · · , S2,D (v)  M f (v) =  .. ..  .  ..  . . ··· .  f f (v) (v), · · · , SD,D SDf (v), SD,1



(13)



(14)



The value of M f are called the Markov parameters of f , and M f (v) is called the Markov parameter of f indexed by v ∈ Q∗ . From [35] it follows that the components of Markov-parameters of f can be expressed as derivatives of Kv and Gv as follows f Sq,q (ε) = Gqf 0 q (0, 0), Sqf (ε) = Kqf (0) 0 d d f f Sq,q (v) = ··· G (0,t1 , . . . ,tk , 0)|t1 =···=tk =0 0 dt1 dtk q0 vq d f d Sqf (v) = ··· K (t1 , . . . ,tk , 0)|t1 =···=tk =0 dt1 dtk vq



Note that the Markov-parameters of f determine f uniquely, see [35, 33]. Indeed, if f admits a GKR, then fu,v , v ∈ Q+ , u ∈ {0, e1 , . . . , em } determines f uniquely. In turn, the Markov-parameters determine the Taylor-series coefficients of fu,v around 0, for all v ∈ Q+ and u ∈ {0, e1 , . . . , em }. Similarly to the linear case, if f has a realization by an LSS, then the Markov-parameters can be written as products of the matrices of an LSS realization.
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Lemma 1 ([33, 34, 35]) Let Σ be of the form (5). Then Σ is a realization of f , if and only if f has a GKR, and for all v ∈ Q∗ ,   e v x0 , B1 , B2 , · · · , BD , M f (v) = CA (15)  T where Ce = C1T , C2T , . . . , CDT ∈ R pD×n . f Using the notation of (13), we can rewrite (15) as Sqf (v) = Cq Av x0 and Sq,q 0 (v) = Cq Av Bq0 , ∀q, q0 ∈ Q.



Example 1 Consider the linear switched system of the form (5), where Q = {1, 2},  T and x0 = 0, 1, 1 , and      T 000 0 0 A1 = 0 1 0 , B1 = 0 ,C1 = 0 , 101 0 1      T 011 0 0 A2 = 0 0 0 , B2 = 1 ,C2 = 0 , 001 0 0 Consider the input-output map f = yΣ of Σ . Let us compute the Markov-parameters M f (ε), M f (1) and M f (2) of f . Since Σ is a realization of f , we can use (15)     C1 x0 C1 B1 C1 B2 100 f M (ε) = = C2 x0 C2 B1 C2 B2 000     (16) C1 Ai x0 C1 Ai B1 C1 Ai B2 100 f = , M (i) = C2 Ai x0 C2 Ai B1 C2 Ai B2 000 where i = 1, 2. Next we define the notion of the Hankel-matrix of f . Similarly to the linear case, the entries of the Hankel-matrix are be formed by the Markov parameters of f . For the definition of the Hankel-matrix of f , we will use lexicographical ordering on the set of sequences Q∗ . Definition 26 (Hankel-matrix) Consider the lexicographic ordering ≺ of Q∗ from Define 22. Define the Hankel-matrix H f of f as the following infinite matrix  f  M (v1 v1 ) M f (v2 v1 ) · · · M f (vk v1 ) · · · M f (v1 v2 ) M f (v2 v2 ) · · · M f (vk v2 ) · · ·   H f =  M(v1 v3 ) M f (v2 v3 ) · · · M f (vk v3 ) · · · ,   .. .. .. . . ··· . ··· i.e. the pD × (mD + 1) block of H f in the block row i and block column j equals the Markov-parameter M f (v j vi ) of f . The rank of H f , denoted by rankH f , is the dimension of the linear span of its columns.
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In other words, the lth block column of H f is the sequence of Markov-parameters {M f (vl vk )}∞ k=1 . If |Q| = 1, then H f coincides with the Hankel-matrix as it was defined for linear systems. Theorem 3 (Existence, [33, 34, 35]) The input-output map f has a realization by an LSS if and only if f has a GKR and rankH f < +∞. A minimal realization of f can be constructed from H f . The intuition behind the finite rank condition is the following. If Σ is a realization of f , then by virtue of (15), the sequences of Markov-parameters {M f (wv)}v∈Q∗ , w ∈ Q∗ span a space of dimension at most n. Conversely, if rankH f = n < +∞, then an LSS Σ f of the form (5) can be constructed from the columns of H f as follows. Choose a finite basis in the column space of H f . In this basis, let [x0 , B1 , . . . , BD ] be the coordinates of the first mD + 1 columns of H f , let [C1T , . . . ,CDT ]T be the matrix of the linear map mapping every column to its first pD rows and let Aq , q ∈ Q, be the matrix of the linear map which maps the column block {M f (wv)}v∈Q∗ to {M f (wqv)}v∈Q∗ for all w ∈ Q∗ . It can be shown that Σ f is a minimal realization of f , see [33, 35]. In fact, we can formulate a Kalman-Ho-like realization algorithm for LSSs. To this end, for every M, L ∈ N, we define the following sub-matrix of the Hankelmatrix H f :  M f (v2 v1 ) · · · M f (vN(M) v1 )  M f (v2 v2 ) · · · M f (vN(M) v2 )    = . .. ..   . ··· . M f (v1 vN(L) ) M f (v2 vN(L) ) · · · M f (vN(M) vN(L) ) 



H f ,L,M



M f (v1 v1 ) M f (v1 v2 ) .. .



(17)



Intuitively, H f ,L,M is the sub-matrix of H f , obtained by keeping the columns of H f indexed by words of length at most M and keeping the rows indexed by words of length at most L. In contrast to H f , the matrix H f ,L,M is a finite matrix, albeit a very large one: its size is exponential in M and L. We are now read to state the realization algorithm.
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Algorithm 1 Realization algorithm Inputs: an integer N > 0 and the Hankel-matrix H f ,N,N+1 . Output: LSS ΣN 1: Compute a decomposition H f ,N,N+1 = OR, where O ∈ RIN ×n and R ∈ Rn×JN+1 and rankR = rankO = n, IN = N(N)pD and JN+1 = N(N + 1)(mD + 1). 2: Consider the decomposition   R = Cv1 , . . . , CvN(N+1) , such that Cvi ∈ Rn×(Dm+1) , i = 1, 2, . . . , N(N + 1), i.e. Cvi ∈ Rn×(Dm+1) , i = 1, 2, . . . , N(N + 1) are the block columns of R. Define R, Rq ∈ Rn×JN , JN = N(N)(mD + 1), q ∈ Q as follows   R = Cv1 , . . . , CvN(N) ,   Rq = Cv1 q , . . . , CvN(N)q . Note that for any i ∈ {1, . . . , N(N)} there exists j = j(i, q) ∈ {2, . . . , N(N + 1)} such that vi q = v j , hence Rq is well defined. 3: Construct ΣN = (n, {(Aq , Bq ,Cq ) | q ∈ Q}, x0 ) such that   x0 , B1 , . . . , BD = the first mD + 1 columns of R  T T T C1 , C2 , . . . , CDT = the first pD rows of O +



∀q ∈ Q : Aq = Rq R , +



where R is the Moore-Penrose pseudo-inverse of R. 4: Return ΣN



The following theorem gives conditions under which the state-space representation returned by Algorithm 1 is a realization of the map f . Theorem 4 ([33, 46]) If rankH f ,N,N = rankH f , then Algorithm 1 returns a minimal realization of f . The condition rankH f ,N,N = rankH f holds for a given N, if there exists a LSS realization Σ of f such that dim Σ ≤ N + 1. Note that H f ,N,N can be computed from the responses of f . However, in principle, the computation of H f ,N,N requires an exponential number of input/output experiments involving different switching sequences. This is clearly not very practical. It would be more practical to build H f ,N,N based on the response of f to a single switching sequence. Preliminary results on the latter approach, for the discrete-time case, can be found in [37]. Remark 3 One way to compute the factorization H f ,N,N+1 = OR in Algorithm 1 is as follows. If rankH f ,N,N+1 = n and H f ,N,N+1 = USV is the SVD decomposition of H f ,N,N+1 with S being the n × n diagonal matrix, then define O = US1/2 and R = S1/2V .
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5 Realization theory of LHSs In this section we present an overview of realization theory of LHSs. We start by presenting the main results on minimality, reachability and observability of LHSs. More precisely, we show that minimality is equivalent to span-reachability and observability and any two input-output equivalent minimal LHSs are isomorphic. We also present rank conditions characterizing span-reachability and observability. We conclude this section by presenting conditions for existence of a LHS realization in terms of rank conditions for the Hankel matrices. In order to avoid cumbersome notation, we will not present the corresponding algorithms in detail, the interested reader can consult [43, 44, 33]. Note that the main idea behind these algorithms is similar to the main idea behind the corresponding algorithms for LSSs.



5.1 Minimality, reachability and observability of LHSs We will now turn to presenting the general case of linear hybrid systems. We start by stating the results on minimality. Theorem 5 (Minimality, [43, 47, 33]) A LHS H is minimal, if and only if it is spanreachable and observable. If H1 and H2 are two minimal LHSs, and H1 and H2 are input-output equivalent, then they are isomorphic. Every LHS H can be converted to a minimal LHS Hm , such that Hm and H are input-output equivalent. Theorem 5 implies that as far as the input-output map is concerned, we can restrict attention to minimal LHSs . In fact, we can always convert any LHS to a minimal one. In particular, if an input-output map f has a realization by an LHS, then it also has a realization by a minimal LHS . Moreover, all the minimal realization of the same input-output map are isomorphic. In addition, minimal LHSs are spanreachable and observable. Similarly to the case of linear time-invariant systems and LSSs, one can formulate rank conditions for observability and span-reachability of LHSs . To this end, we need to introduce additional notation. In the sequel, without loss of generality, we can assume that Γ = {1, . . . , G}. Furthermore, in the sequel, we will have to encode the case when no discrete event takes place. To this end, we introduce the following notation. Notation 3 (Extended alphabet Γe) Consider the finite set, Γe = Γ ∪ {e}, where e is chosen such that e ∈ / Γ , i.e. e is not a discrete event. Every word w ∈ Γe∗ can uniquely be written as w = eα1 γ1 eα2 γ2 · · · eαk γk eαk+1 for some γ1 , . . . , γk ∈ Γ , α1 , . . . , αk+1 ∈ N, and k ≥ 0. Recall that ek denotes the word obtained by repeating the letter e k times and that e0 = ε. If w ∈ Γ ∗ , i.e. w contains no symbol e, then α1 = · · · = αk+1 = 0. If w contains no element of Γ , then k = 0 and w = eα1 . In order to get an intuition for the use of words from Γe, let us consider the discrete-time situation, i.e. at any sampling time instance, either a discrete event
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arrives and a change in the discrete state takes place, or no discrete event arrives and the discrete state remains unchanged. Intuitively, one can think of a word w ∈ Γe∗ of the form w = eα1 γ1 eα2 γ2 · · · eαk γk eαk+1 as an encoding of the situation when discrete events γ1 , . . . , γk take place, and α1 , . . . , αk+1 encode the number of steps between the arrival of the discrete events: α1 is the number of steps before the arrival of the first event γ1 , αk+1 represents the number of steps after the arrival of the last discrete event γk , and αi is the number of steps between the arrival of the discrete event γi−1 and γi , i = 2, 3, . . . , k. Notation 4 (Discrete state-transition map δ : Q × Γe∗ → Q) We extend to discretestate transition map δ to a map δe : Q × Γe∗ → Q as follows. For any discrete state q ∈ Q and sequence w ∈ Γe∗ , define the discrete state δe(q, w) recursively as follows. • If w = ε, then δe(q, w) = q. • If w = vσ for some σ ∈ Γe, v ∈ Γe∗ , then ( δe(q, v) if σ = e δe(q, vσ ) = δ (δe(q, v), γ) if σ = γ ∈ Γ By abuse of notation, we denote the extension δe of the discrete state-transition map by δ as well. Notation 5 (Product of matrices) For any q ∈ Q and sequence w ∈ Γe∗ define the nqˆ × nq matrix Π(q, w), where qˆ = δ (q, w), recursively as follows. • If w = ε, then Π(q, w) = Inq , where Inq is the nq × nq identity matrix. • If w = vσ for some σ ∈ Γe, v ∈ Γe∗ , then set s = δ (q, v), and define  As Π(q, v) if σ = e . Π(q, vσ ) = Mδ (s,γ),γ,s Π(q, v) if σ = γ ∈ Γ Define the p × nq output matrix O(q, w) as follows O(q, w) = Cδ (q,w) Π(q, w). Intuitively, the matrices Π(q, w) and O(q, w) can be interpreted as follows. If w = ε, then Π(q, w) is the identity matrix and O(q, w) = Cq . If w = eα for some α > 0, then Π(q, w) = Aαq and O(q, w) = Cq Aαq . If w = eα1 γ1 eα2 γ2 · · · eαk γk eαk+1 for some γ1 , . . . , γk ∈ Γ , α1 , . . . , αk+1 ∈ N, and k > 0, then α



α2 α1 k M Π(q, w) = Aqkk+1 Mqk ,γk ,qk−1 Aαqk−1 qk−1 ,γk−1 ,qk−2 · · · Aq1 Mq1 ,γ1 ,q0 Aq0 , α2 α1 k M O(q, w) = Cqk Aqkk+1 Mqk ,γk ,qk−1 Aαqk−1 qk−1 ,γk−1 ,qk−2 · · · Aq1 Mq1 ,γ1 ,q0 Aq0 , α



where q0 = q and qi = δ (qi−1 , γi ) for i = 1, 2, . . . , k. Next, we introduce the notion of zero state Markov parameters.
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Definition 27 (zero-state Markov parameters) The zero-state Markov parameter of H indexed by discrete state q ∈ Q, is defined as the map ZMq : Γe∗ → R p×m such that  O(δ (q, v), s)Bδ (q,v) , if w = ves, v ∈ Γ ∗ , s ∈ Γe∗ , ∗ e ∀w ∈ Γ : ZMq (w) = 0 if w ∈ Γ ∗ Intuitively, values of the zero state Markov parameter ZMq correspond to a certain derivative of the continuous output generated from the discrete state q, where the derivatives are taken with respect to the arrival times of discrete events. Note that ZMq (w) = 0, if w does not contain the symbol e. If w contains the symbol e, then we decompose w as w = ves, v ∈ Γ ∗ , i.e. s is the portion of w after the first occurrence of the symbol e. Then ZMq (w) equals the matrix product O(q1 , s)Bq1 , where q1 = δ (q, v) is the discrete state reached by the system from the discrete state q, if the sequence of discrete events v is fed to the system. That is, w = eα for some α > 0, then ZMq (w) = Cq Aα−1 Bq . If w = eα1 γ1 eα2 γ2 · · · eαk γk eαk+1 for some γ1 , . . . , γk ∈ Γ , q α1 , . . . , αk+1 ∈ N, and k > 0 and l ∈ {1, . . . , k + 1} is such that α1 = · · · = αl−1 = 0 and αl > 0, then l −1 B ZMq (w) = Cqk Aqkk+1 Mqk ,γk ,qk−1 · · · Mql ,γl ,ql−1 Aqαl−1 ql−1 ,



α



where q0 = q and qi = δ (qi−1 , γi ) for i = 1, 2, . . . , k. That is, the values of ZMq contain all the Markov parameters of the linear systems which can be reached from the discrete state q. Definition 28 (Discrete state indistinguishability relation IH ) Define the discrete state indistinguishability relation IH ⊆ Q × Q as follows: (q1 , q2 ) ∈ IH ⇐⇒ ∀v ∈ Γ ∗ : [λ (δ (q1 , v)) = λ (δ (q2 , v)), and ZMδ (q1 ,v) = ZMδ (q2 ,v) ].



(18)



Intuitively, (q1 , q2 ) ∈ IH is equivalent to υH,(q1 ,0) = υH,(q2 ,0) . Note that if υH,(q1 ,x2 ) = υH,(q2 ,x2 ) for some xi ∈ Rnqi , i = 1, 2, then due to linearity properties of LHSs, υH,(q1 ,0) = υH,(q2 ,0) . In fact, IH is the usual indistinguishability relation for the Moore automaton ([12, 9, 47]), if the function ZMq is considered as an additional discrete output at the discrete state q ∈ Q. Finally, for any discrete state q ∈ Q of Σ we define the generalization of unobservability subspace. Definition 29 (Observability kernel) For any discrete state q ∈ Q of H define the unobservability subspace OH,q of H as OH,q =



\



ker O(q, w).



w∈Γe∗



The space OH,q is a generalization of the unobservability space for linear timeinvariant systems. In fact, OH,q is contained in the unobservability space of the
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linear system (Aq ,Cq ). However, OH,q also takes into account the output after first, second, etc. discrete-state transition. That is why products of the matrices of the linear subsystems and of the reset maps are considered too. Intuitively, ∀q ∈ Q, x1 , x2 ∈ Rnq : (υH,(q,x1 ) = υH,(q,x2 ) ⇐⇒ x1 − x2 ∈ OH,q ). We can then state the following theorem. Theorem 6 (Observability, [47]) The LHS H is observable, if and only if IH = {(q, q) | q ∈ Q} and for each q ∈ Q, OH,q = {0}. The condition IH = {(q, q) | q ∈ Q} is equivalent to saying that υH,(q1 ,x1 ) = υH,(q2 ,x2 ) implies that q1 = q2 for all q1 , q2 ∈ Q, xi ∈ Rnqi , i = 1, 2. That is, this condition ensures the observability of the discrete state. Condition ∀q ∈ Q : OH,q = {0} is equivalent to ∀q ∈ Q, x1 , x2 ∈ Rnq : (υH,(q,x1 ) = υH,(q,x2 ) =⇒ x1 = x2 ). For a detailed proof see [47, 33]. The conditions of Theorem 6 can be checked numerically, for the relevant details we refer to [33, 44]. Span-reachability can also be characterized by a rank condition. To this end, for every discrete state q ∈ Q, we define the reachable subspace of a LHS . Definition 30 (Continuous reachable subspace) For every q ∈ Q define the reachable subspace RH,q of H as follows: RH,q is the linear span of the columns of the matrices of the form Π(q0 , w)x0 , q = δ (q0 , w), w ∈ Γe∗ or Π(q1 , w)Bq1 , q = δ (q1 , w), w ∈ Γe∗ and q1 = δ (q0 , v) for some v ∈ Γ ∗ . Note that RH,q contains the controllability subspace of the linear system associated with the discrete state q. However, in addition it contains the images of the controllability subspaces of all the linear systems which are associated with some discrete state occurring on any sequence of discrete state transitions from the initial discrete state to q. Definition 31 (Discrete reachable subset) The discrete reachable subset RH,disc is the set of all discrete states of H which are reachable from q0 , i.e. RH,disc = {q ∈ Q | ∃v ∈ Γ ∗ : q = δ (q0 , v)}. With the definitions above now we are ready to present the main result. Theorem 7 (Span-reachability, [47]) An LHS H is span-reachable, if and only if RH,disc = Q and for every q ∈ Q, dim RH,q = nq . Again, the conditions of Theorem 7 can be checked numerically, see [33, 44] for details. Similarly to the case of LSSs, it is possible to formulate algorithms which transform an LHS to an observable and span-reachable, i.e. minimal, one, while preserving its input-output map. The details of the minimization algorithm are a little bit more involved than in the case of LSSs, see [33, 44] for details. The main idea behind these algorithms that the linear spaces RH,q , q ∈ Q, and OH,q , q ∈ Q, can be represented as images and respectively kernels of finite matrices, in a way which is
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very similar to what was presented for LSSs. In fact, these algorithms can be derived from the corresponding algorithms for representations of recognizable formal power series ([54, 4]), both for LSSs and for LHSs. Note that if all the linear subsystems of a LHS H of the form (1) are observable and the Moore-automaton part (Q,Γ , O, δ , λ , q0 ) is observable (see [47] for the definition of observability of Moore-automata), then the LHS is observable. Similarly, if all the linear subsystems are reachable and the Moore automaton (Q,Γ , O, δ , λ , q0 ) is reachable (see again [47] for the definition), then the LHS is span-reachable. The converse is not true, for a counterexample see [47]. In fact, due to the uniqueness of input-output equivalent minimal LHSs , the counterexample of [47] shows that there exist input-output maps which can be realized by LHSs, but for which there exist no LHS realization for which all of the linear subsystems are minimal.



5.2 Existence of a realization In this section we sketch the conditions for existence of a realization by LHSs for an input-output map f of the form (4). Recall that in this chapter we model potential input-output behaviors of LHSs as functions of the form (4). To begin with, we recall that in order for f to be realizable by a LHS, f has to admit a hybrid kernel representation. In order to present the definition of hybrid kernel representation, we need the following terminology. Definition 32 (Discrete and continuous-valued components) For each input-output map f of the form (4), denote by fC the R p -valued part, and by fD the O-valued part of the map f . That is, f (w) = ( fD (w), fC (w)) ∈ O × R p for all w ∈ U. Informally, f has a hybrid kernel representation if, (a) fD depends only on the relative order of discrete events. (b) fC is continuous and affine in continuous inputs, moreover for constant continuous inputs, fC is analytic in the arrival time of the discrete events. A formal theorem relating hybrid kernel representations with conditions (a) and (b) is presented in [33] §7.1, Theorem 30. Definition 33 (Hybrid kernel representation (HKR)) An input-output map f has a hybrid kernel representation (abbreviated by HKR) , if 1. The function fD depends only on the discrete events, i.e. for any two timed ∗ , w = (γ ,t )(γ ,t ) · · · (γ ,t ) and w = sequences of events, w1 , w2 ∈ Γtimed 1 1 1 2 2 2 k k (γ1 , τ1 )(γ2 , τ2 ) · · · (γk , τk ), k ≥ 0, which differ only in the time instances t1 , . . . ,tk ∈ R+ , τ1 , . . . , τk ∈ R+ , for any t, τ ∈ R+ , inputs u1 , u2 ∈ PC(R+ , Rm ), it holds that fD (u1 , w1 ,t) = fD (u2 , w2 , τ). 2. For each sequence of events v ∈ Γ ∗ , there exist analytic functions Kvf : R|v|+1 → R p and Gv,f j : R j → R p×m where j = 1, 2, . . . , |v| + 1, such that the following holds. For any u ∈ PC(R+ , Rm ) and t ∈ R+ ,



Realization theory of linear hybrid systems



31



fC (u, ε,t) = Kεf (t) +



Z t 0



f Gε,1 (t − s)u(s)ds



(19)



For all v ∈ Γ + of the form v = γ1 γ2 · · · γk , γ1 , γ2 , . . . , γk ∈ Γ , k > 0, for all t1 ,t2 , . . . ,tk+1 ∈ R+ and u ∈ PC(R+ , Rm ), fC (u, (γ1 ,t1 )(γ2 ,t2 ) · · · (γk ,tk ),tk+1 ) = k



Kvf (t1 , . . . ,tk+1 ) + ∑



Z ti+1



i=0 0



i



f Gv,k+1−i (ti+1 − s,ti+2 , . . . ,tk+1 )u(s + ∑ t j )ds



(20)



j=1



Notation 6 ( fD interpreted as a map fD : Γ ∗ → O) In the sequel, if an input-output map f has a HKR, then its discrete component fD will be identified with the map f˜D : Γ ∗ → O, defined as follows: f˜D (ε) = fD (u, ε,t), and for γ1 , γ2 , . . . , γk ∈ Γ , k > 0, set f˜D (γ1 γ2 · · · γk ) = fD (u, (γ1 ,t1 )(γ2 ,t2 ) · · · (γk ,tk ),t), for some arbitrary input u ∈ PC(R+ , Rm ) and times t1 ,t2 , . . . ,tk ,t ∈ R+ . Existence of a HKR ensures that the definition above does not depend on the choice of the time instances t1 , . . . ,tk ∈ R+ and on the choice of continuous-valued input signal u ∈ PC(R+ , Rm ). Note that the existence of a HKR is necessary for existence of a LHS realization of the input-output map f . Proposition 2 If H is a realization of f , and H is of the form (1) with h0 = (q0 , x0 ), q0 ∈ Q, x0 ∈ Rnq0 , then f has a HKR of the following form; Kεf (t) = Cq0 eAq0 t x0 ,



f Gε,1 (t) = Cq0 eAq0 t Bq0



fD (ε) = λ (q0 ), and for each v = γ1 γ2 · · · γk ∈ Γ ∗ , γ1 , . . . , γk ∈ Γ , k > 0, l = 1, 2, . . . , k + 1, Kvf (t1 , . . . ,tk+1 ) = Cqk eAqk tk+1 Mqk ,γk ,qk−1 eAqk−1 tk · · · eAq1 t2 Mq1 ,γ1 ,q0 eAq0 t1 x0 f Gv,k+2−l (tl , . . . ,tk+1 ) = Cqk eAqk tk+1 Mqk ,γk ,qk−1 eAqk−1 tk · · · eAql tl+1 Mql ,γl ,ql−1 eAql−1 tl Bql−1



fD (v) = λ (qk ) where qi = δ (qi−1 , γi ), i = 1, 2, . . . , k. Next, we define the notion of Markov-parameters for those input-output maps of the form (4) which admit a HKR. Assume that f is an input-output map of the form (4) and assume that f admits a HKR. The Markov-parameters of f are the highorder derivatives of f with the respect to the arrival times of the discrete events. This is analogous to the approach taken in realization theory of linear and nonlinear systems [6, 19, 15]. In order to define Markov parameters, we recall from Notation 3 the definition of the alphabet Γe. The words over the alphabet Γe will be used to index the high-order derivatives of the continuous-valued component fC . If w ∈ Γe∗ is of the form w = eα1 γ1 eα2 γ2 · · · γk eαk+1 , then we use w to index derivatives of the following type; derivative of order αi at 0 is taken with respect to the arrival time of the event γi for all i = 1, 2, . . . , k, and derivative of order αk+1 at 0 is taken with
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respect to the time after the arrival of the last event γk . We represent these derivatives as a map mapping a word w ∈ Γe∗ to the corresponding derivative. In order to present the definition of Markov parameters, recall that el is the jth standard unit basis vector in Rm , i.e. the lth entry of el is 1 and all the other entries are 0, and that we identify el with the constant input function R+ 3 t 7→ el ∈ Rm . Similarly, 0 denotes the constant function R+ 3 t 7→ 0 ∈ Rm . Definition 34 (Markov-parameters) Let f be an input-output map, and assume that f has a HKR. Define the maps M f , j : Γe∗ → R p , j = 0, 1, 2, . . . , m, as follows. Define the map y0f : U → R p as follows: ∀(u, s,t) ∈ U : y0f (u, s,t) = fC (u, s,t) − fC (0, s,t) With this notation, for every α ∈ N, define dα fC (0, ε,t)|t=0 , dt α α d M f , j (eα ) = α y0f (e j , ε,t)|t=0 , dt M f ,0 (eα ) =



(21) j = 1, 2, . . . , m



For each word w ∈ Γe∗ of the form w = eα1 γ1 eα2 γ2 · · · γk eαk+1 ∈ Γe∗ , for some α1 , α2 , . . . , αk+1 ∈ N γ1 , γ2 , . . . , γk ∈ Γ , k > 0, for all j = 1, . . . , m, M f ,0 (w) = M f , j (w) =



d αk+1 d α1 d α2 α1 α2 · · · αk+1 fC (0, (γ1 ,t1 )(γ2 ,t2 ) · · · (γk ,tk ),tk+1 )|t1 =t2 =···=tk+1 =0 , dt1 dt2 dtk+1 d αk+1 f d α1 d α2 · · · αk+1 y0 (ej , (γ1 ,t1 )(γ2 ,t2 ) · · · (γk ,tk ),tk+1 )|t1 =···=tk+1 =0 dt1α1 dt2α2 dtk+1 (22)



Define the map M f : Γe∗ → R p×(m+1) by   ∀w ∈ Γe∗ : M f (w) = M f ,0 (w), M f ,1 (w), · · · , M f ,m (w) The value of the map M f are called Markov parameters of f . Since f admits a hybrid kernel representation, the derivatives on the right-hand side of (21)–(22) exist. Note that the Markov parameters can be defined as derivaf tives of the functions Kvf , Gv,l , v ∈ Q∗ , l = 1, . . . , |v| + 1 as follows. For every α ∈ N, M f ,0 (eα ) = α



M f , j (e ) =



dα f K (t)|t=0 , dt α ε (



d α−1 G f (t)|t=0 , dt α−1 ε



if α > 0 . 0 if α = 0



(23) j = 1, 2, . . . , m



For each word w ∈ Γe∗ of the form w = eα1 γ1 eα2 γ2 · · · γk eαk+1 ∈ Γe∗ , for some α1 , α2 , . . . , αk+1 ∈ N γ1 , γ2 , . . . , γk ∈ Γ , k > 0,
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M f ,0 (w) =



d αk+1 f d α1 d α2 · · · αk+1 Kγ1 γ2 ···γk (t1 ,t2 , . . . ,tk ,tk+1 )|t1 =t2 =···=tk+1 =0 . dt1α1 dt2α2 dtk+1
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(24)



For each word w ∈ Γe∗ of the form w = eα1 γ1 eα2 γ2 · · · γk eαk+1 ∈ Γe∗ , for some α1 , α2 , . . . , αk+1 ∈ N γ1 , γ2 , . . . , γk ∈ Γ , k > 0, M f , j (w), j = 1, . . . , m can be expressed as follows. If the word w has no symbol e, i.e. α1 = α2 = · · · = αk+1 = 0, then M f , j (w) = 0. If w contains at least one occurrence of e, then let l ∈ {1, 2, . . . , k +1} be the smallest index such that αl > 0, i.e. α1 = . . . = αl−1 = 0 and αl > 0. In this case, d αk+1 f d αl −1 d αl+1 αl+1 · · · αk+1 Gγ1 γ2 ···γk ,k+2−l (tl ,tl+1 , . . . ,tk+1 )e j |tl =tl+1 =···tk+1 =0 . αl −1 dtl+1 dtk+1 dtl (25) Note that the functions appearing in the right-hand sides of (21) – (22) (alternatively, (23)–(25)) are entire analytic functions in t1 ,t2 , . . . ,tk+1 , and the maps M f and M f , j , j = 1, 2, . . . , m completely determine the continuous part fC of the inputoutput map f . Note that Markov parameter of f are defined even when f cannot be realized by a LHS. All we need for the Markov parameters to exist is that f has a hybrid kernel representation. The Markov parameters and the matrices of an LHS realization can be related as follows. M f , j (w) =



Lemma 2 ([33, 43]) The LHS H of the form (1) is a realization of f if and only if f has a HKR and for any word w ∈ Γe∗ of the form w = ves, v ∈ Γ ∗ , s ∈ Γe∗ ,   M f (w) = O(q0 , w)x0 , O(δ (q0 , v), s)Bδ (q0 ,v) , (26) fD (w) = λ (δ (q0 , w)), and for any w ∈ Γ ∗ ,   M f (w) = O(q0 , w)x0 , 0 , fD (w) = λ (δ (q0 , w)).



(27)



The equations (26) – (27) can be rewritten as follows. For w = ε,   M f (ε) = Cq0 x0 , 0 . Assume that w = eα , α > 0. It then follows that   M f (eα ) = Cq0 Aαq0 x0 , Cq0 Aα−1 q0 Bq0 Assume that w = eα1 γ1 eα2 γ2 · · · γk eαk+1 for some k > 0, discrete events γ1 , γ2 , . . . , γk ∈ Γ , and indices α1 , α2 , · · · , αk+1 ∈ N, and assume that e occurs in w. Let let l ∈ {1, 2, . . . , k + 1} be such that α1 = . . . = αl−1 = 0 and αl > 0. It then follows that
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α



where qi = δ (qi−1 , γi ), i = 1, . . . , k. Finally, if w = γ1 · · · γk , γ1 , . . . , γk ∈ Γ , k > 0 then   M f (w) = Cqk Mqk ,γk ,qk−1 · · · Mq1 ,γ1 ,q0 x0 , 0 , where qi = δ (qi−1 , γi ), i = 1, . . . , k. Notice the analogy between Lemma 2 and Lemma 1 for LSSs. Similarly to the case of LSSs, Lemma 2 allows us to characterize the existence of an LHS realization as a finite rank condition of an infinite matrix constructed from Markov parameters. Similarly to the case of linear switched systems, we will call this matrix a Hankelmatrix. In order to define this matrix, we first define a lexicography ordering on Γe∗ . This ordering is similar to the one from Definition 22 and it is defined as follows. Definition 35 (Lexicographic ordering) Assume that Γ = {1, . . . , G} and identify e with 0, i.e. assume that Γe = {0, . . . , G}, where e = 0 and the letters 1, . . . , G correspond to the elements of Γ . We define a lexicographic ordering ≺ on Γe∗ as follows. For any v, s ∈ Γe∗ , v ≺ s if either |v| < |s| or 0 < |v| = |s|, v 6= s and for some l ≤ |s|, vl < sl with the usual ordering of integers and vi = si for i = 1, . . . , l − 1. Here vi and si denote the ith letter of v and s respectively. Notation 7 (υ1 , . . . , υk , . . .) Note that ≺ is a complete ordering and Γe∗ = {υ1 , υ2 , . . .} with υ1 ≺ υ2 ≺ . . .. Note that υ1 = ε and for all 0 < i ∈ N, q ∈ Γe, υi ≺ υi q. Now we are ready to define the notion of Hankel-matrix. The definition is analogous to that of for linear switched systems. Definition 36 (Hankel-matrix) Consider the words υ1 , . . . , υk , . . . defined in Notation 7. Define the Hankel-matrix H f of f as the following infinite matrix   M f (υ1 υ1 ) M f (υ2 υ1 ) · · · M f (υk υ1 ) · · · M f (υ1 υ2 ) M f (υ2 υ2 ) · · · M f (υk υ2 ) · · ·   H f = M f (υ1 υ3 ) M f (υ2 υ3 ) · · · M f (υk υ3 ) · · · ,   .. .. .. . . ··· . ··· i.e. the p × (m + 1) block of H f in the block row i and block column j equals M f (v j vi ). The rank of H f (denoted by rankH f ) is the dimension of the vector space spanned by the columns of H f . Notice that the classical Hankel matrix of linear systems or the the Hankel matrix from Definition 26 is a special case of the Hankel matrix defined above. We will also be interested in a subset of columns of H f which are indexed by elements of Γ ∗ . To this end, recall that Γ ∗ ⊆ Γe∗ and hence the lexicographic ordering defined in Definition 35 can also be applied to Γ ∗ . This leads us to define the following notation.
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Notation 8 (ω1 , ω2 , . . . ,) Let ω1 ≺ ω2 ≺ · · · be the complete ordering induced by ≺ on Γ ∗ , where ≺ is as in Definition 35. That is, Γ ∗ = {ω1 , ω2 , . . .} with ω1 ≺ ω2 ≺ . . .. Note that ω1 = ε and for all 0 < i ∈ N, γ ∈ Γ , ωi ≺ ωi γ. Definition 37 Let H f ,O be the following matrix   M f ,O (ω1 υ1 ) M f ,O (ω2 υ1 ) · · · M f ,O (ωk υ1 ) · · · M f ,O (ω1 υ2 ) M f ,O (ω2 υ2 ) · · · M f ,O (ωk υ2 ) · · ·   H f ,0 = M f ,O (ω1 υ3 ) M f ,O (ω2 υ3 ) · · · M f ,O (ωk υ3 ) · · · ,   .. .. .. . ··· . . ··· where M f ,O : Γe∗ → R p×m is defined as   ∀w ∈ Γe∗ : M f ,O (w) = M f ,1 (w), M f ,2 (w), · · · , M f ,m (w) . The number of distinct columns of H f ,O is denoted by card(H f ,O ), i.e. card(H f ,0 ) is the cardinality of the set of columns of H f ,O 1 . The role of H f ,O is the following. Consider the input-output map y0f defined by y0f (u, w,t) = fC (u, w,t) − fC (0, w,t), ∀(u, w,t) ∈ U. If f is realized by a LHS , then y0f is completely determined by the discrete state component of the initial state which induces f . In fact, y0f can be considered as an additional discrete output of the LHS. Then M f ,O is an encoding of y0f . In fact, if f has a realization by a LHS H of the form (1), then the columns of H f ,0 encode the zero-state Markov parameters ZMq , q ∈ Q of H. More precisely, if H is of the form (1) and H is a realization of f , then ∀w ∈ Γe∗ , M f ,O (ωi w) = ZMq (w), q = δ (q0 , ωi ), i = 1, 2, . . ., So far, we have defined everything we needed for the continuous-valued components of f . Next, we define an counterpart of the Hankel-matrix for the discretevalued components of f . Definition 38 (Hankel table) Without loss of generality, assume that O = {1, 2, . . . , O} and recall Notation 8. Define the matrix H f ,D as follows:   fD (ω1 ω1 ) fD (ω2 ω1 ) · · · fD (ωk ω1 ) · · ·  fD (ω1 ω2 ) fD (ω2 ω2 ) · · · fD (ωk ω2 ) · · ·   H f ,D =  fD (ω1 ω3 ) fD (ω2 ω3 ) · · · fD (ωk ω3 ) · · · .   .. .. .. . . ··· . ··· Denote by card(H f ,D ) the number of different columns of H f ,D , i.e. card(H f ,D ) is the cardinality of the set of columns of H f ,D . The intuition behind the definitions above is the following. The Hankel-matrix H f contains all the information on the continuous-valued components of the inputoutput maps. The matrix H f ,D contains all the information on the discrete-valued 1



Two columns are considered equal, if all their respective entries are equal.
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components of the input-output maps. Finally, H f ,O contains information on the zero-state Markov parameters from Definition 27. Now we are ready to state the main results on existence of a LHS realization. Theorem 8 (Realization by LHSs , [47, 33, 43]) There exists a LHS realization of the input-output map f , if and only if (1) f has a hybrid kernel representation, and (2) rankH f < +∞, card(H f ,O ) < +∞, card(H f ,D ) < +∞. Notice that if condition (2) of Theorem 8 is satisfied, then it is possible to construct a minimal LHS from the columns of H f , H f ,0 and H f ,D . In fact, the proof of Theorem 8 is constructive. Furthermore, one can formulate a Kalman-Ho-like realization algorithm based on the proof of Theorem 8, see [33, 43]. The intuition behind the theorem is the following. The finite rank condition on the Hankel-matrix makes sure that the elements of the Hankel-matrix (i.e. the Markov-parameters) can be represented as products of matrices, as in Lemma 2. It is analogous to the finite rank condition for the Hankel-matrix for linear switched systems. The condition that the number of columns of H f ,O is finite is inspired by the following observation. If f has a realization by an LHS , then w ∈ Γe∗ , M f ,O (ωi w) = ZMq (w), q = δ (q0 , ωi ), i = 1, 2, . . ., where ZMq is the zero-state Markov parameter from Definition 27. That is, in this case there is a one-to-one correspondence between zero-state Markov parameters and blocks of columns of H f ,O . In particular, as there are at most as many zero-state Markov parameters as discrete states, the number of distinct columns of H f ,O will be finite. Finally, if f has a realization by an LHS , then the ith column of H f ,D corresponds to the map Γ ∗ 3 v 7→ λ (δ (q0 , ωi v)). Since there are at most finitely many such maps (in fact, there are at most as many such maps as discrete states), the number of distinct columns of H f ,D will be finite. In fact, the discussion above implies that the rank of the Hankel matrix determines the number of continuous states and that the number of distinct columns of H f ,O and H f ,D determine the number of discrete states (in fact, these columns correspond to discrete states of minimal LHSs .) The precise relationship between these concepts is not straightforward though, see [47] for a detailed analysis. The interested reader might wish to compare the finiteness conditions for H f ,0 , H f ,D with the finiteness conditions which are required for realizability of a discrete-valued input-output map by a finite state automaton [12, 9, 47].



6 Applications of realization theory The goal of this section is to present existing and potential applications of hybrid realization theory to control theory of hybrid systems. Realization theory has a direct relevance for system identification and model reduction of hybrid systems, and has already been applied to these topics. We believe it could directly be relevant for control design, but it has not been applied for that purpose yet. Below describe these applications one by one.
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6.1 System identification The goal of hybrid system identification is to estimate a hybrid state-space model of a dynamical system from its observed input-output behavior. System identification is crucial for improving applicability of hybrid systems: in practice, good models are difficult to get, and modelling takes up a large portion of practitioners’ time. First, realization theory, more precisely, algorithms based on computing realizations from Hankel-matrices, can be used to formulate subspace identification for hybrid systems, see [37]. Moreover, realization theory can help analyzing the existing system identification algorithms, for example, by enabling identifiability analysis, finding identifiable parameterizations and by deriving conditions for experiment design. Realization theory can be applied to identifiability analysis as follows. Let us consider a parameterized subset of hybrid systems {H(θ )}θ ∈Θ , where Θ is a set of parameters and for each H(θ ) is a hybrid system (state-space representation). To keep the discussion more concrete, we will assume that all H(θ ), θ ∈ Θ is an LSS. However, the discussion could potentially be extended to LHSs too. We call a parameterized subset {H(θ )}θ ∈Θ identifiable, if for any two distinct parameter values θ1 6= θ2 ∈ Θ , the input-output maps of the corresponding LSS H(θ1 ) and H(θ2 ) are different. It can be shown that it is sufficient to consider parameterizations which are minimal, i.e. for every parameter value θ ∈ Θ , the corresponding LSS H(θ ) is minimal. Roughly speaking, we can apply a minimization algorithm to each H(θ ), θ ∈ Θ to obtain a minimal parameterization and the resulting parameterization is identifiable if and only if the original parameterization is identifiable. Intuitively, the reason for this that for the original parameterization to be identifiable, the parameter θ should completely be determined by the minimal subsystem, since the non-minimal parts of H(θ ) do not influence the input-output behavior anyway. Since two minimal LSSs with the same input-output map are necessarily isomorphic and two isomorphic LSSs have the same input-output map, it then follows that for the parameterization to be identifiable, there should be no isomorphism between H(θ1 ) and H(θ2 ), θ1 , θ2 ∈ Θ , θ1 6= θ2 . If the matrices of H(θ ) are polynomials in θ and Θ is an algebraic subset of Rd for some d ∈ N, than the latter condition can be checked numerically. The ideas discussed above were worked out in [40, 38]. Experiment design is another important topic of system identification for which realization theory could be useful. We explain the main idea on the example of LSSs. Let us call a pair of input and switching signals persistently exciting, if the response of the system to this particular pair of input and switching signals allows us to identify the whole system, i.e. predict the system’s response to any other input and switching signal. Realization theory can be used for characterizing persistence of excitation as follows. Recall that a basis of the Hankel-matrix is sufficient for constructing a LSS realization of the input-output map. Hence, persistence of excitation can be reformulated as follows. For which input and switching signals the corresponding response is sufficient to find the Markov parameters which form a basis of the Hankel-matrix ? This line of research was elaborated in [37]. In fact, in [37] a identification algorithm was proposed which computes a LSS from experimental
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data in two steps: first, it computes Markov parameters from the experimental data, second, from the thus computed Markov parameters it constructs a finite sub-matrix of the Hankel-matrix and applies the Kalman-Ho-like algorithm Algorithm 1 to it. Finally, realization theory enables us to define a topology and distance on the space of hybrid systems. This allows us to compare various systems obtained from experimental measurements and it also enables us to find identifiable parameterizations. We explain the main idea on the example of LSSs. A good topology on systems is the one which compares not the matrices of the systems, but their inputoutput maps. For LSSs, this means that we have to define a distance and topology between equivalence classes of isomorphic minimal LSSs. This can be done, by noticing that each such equivalence class yields the same sequence of Markov parameters and the same Hankel matrix. A representative of such an equivalence class corresponds to a certain choice of a basis of the Hankel-matrix. This can be used to prove that the space of equivalence classes forms an analytic (in fact Nash) manifold and it also allows to define a system of differentiable coordinate charts. In fact, the obtained topology is such that if the matrices of two systems are close, then the two systems will be close. However, the converse is not true. Furthermore, the local coordinates correspond to identifiable parameterizations. A particularly striking conclusion of the results is that there is no identifiable parameterization which could cover all the systems: note that the coordinate charts provide local parameterizations. This line of research is elaborated in [48, 41].



6.2 Model reduction The goal of model reduction is to replace a hybrid system with a lot of state variables by a hybrid system with a smaller number of state variables, such that the inputoutput map of the smaller hybrid system is close to the input-output map of the original one. First of all, realization theory yields a minimization algorithm, which itself can be viewed as basic model reduction algorithms. Second, realization theory allows to develop and analyze model reduction methods which extend balanced truncation and moment matching for linear systems [1]. As these extensions were developed for LSSs, in the discussion below we will concentrate on LSSs. However, we are hopeful that similar results could be achieved for LHSs. As for balanced truncation, realization theory can be used to define counterparts of Hankel singular values for LSSs and prove that this definition is independent of the choice of state-space representation. These Hankel singular values and the corresponding generalizations of grammians can then be used to obtain reduced order LSSs with analytic error bounds. This line of research was for pursued in [52]. As for moment matching, realization theory yields the notion of Markov parameters, which in turn enables model reduction approaches such as the moment matching approach for model reduction of linear systems. This approach has been worked out for LSSs [3]. The main idea is to replace the original LSS by another
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LSS of lower dimension, such that a number of Markov parameters of the original and lower dimensional LSS coincide. The intuition behind this method is that Markov parameters represent coefficients of Taylor series expansion of the output of a LSS. Hence, if the lower order LSS reproduces some of the Markov parameters of the original LSS , then the Taylor series coefficients of the corresponding outputs will be close and hence the outputs will be close. Unfortunately, there are no analytical error bounds yet for this method.



6.3 Control design The application of realization theory for hybrid systems to their control design is largely unexplored. Below we will point out some potential applications. In order to simplify the discussion, we will explain the ideas on the example of LSSs. However, the discussion can be extended to LHSs. To begin with, recall that realization theory tells us that minimal LSSs are spanreachable and observable. Hence, the first step is to find out the solution of which control problems is ensured by span-reachability of LSSs. The second step is to find out if and how observability guarantees existence of an observer. Note that observability as it is used in realization theory means that any two stated can be distinguished by some input and switching signal. Hence, the task is to understand if there exist universal inputs and switching signals, i.e. inputs and switching signals which distinguish all states, and how to use such inputs for observer design. Note that this problem has been known for non-linear systems and existence of universal inputs has been proven long time ago [58, 11]. What remains to show their existence for hybrid systems. Note that observer design usually arises together with control design, hence in this case it is natural to consider both of them at the same time. That is, the task is to make sure that the control law is rich enough to allow both meeting the control objectives and observing the hidden states. If we succeed, then we will be able to say that the identified control problems will always have a solution for minimal LSSs, if they admit a solution at all. Moreover, due to the uniqueness of minimal LSSs which are input-output equivalent, the resulting controller will probably be independent of the choice of the state-space representation. Another line of research is to relate stability and dissipativity of the input-output behavior with the corresponding properties of LSSs. Recall for example, that for linear systems, the stability of the transfer function implies the stability of its minimal state-space representations, or that dissipativity of the input-output behavior is equivalent to existence of a quadratic Lyapunov function for minimal state-space representations. It would be useful to extend this type of results to LSSs. We expect that these results will help to show that the cited properties are state-space representation independent. Moreover, they might yield algorithms for finding Lyapunov functions for LSSs, and necessary and sufficient conditions for existence of controllers and observers. Some preliminary steps to this direction were made in [52].
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