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Goal Efficient and extensible reasoning engine for expressive rule-based languages: WSML Core/Flight/Rule. Research Statement Development of effective optimization algorithms as well as memory and storage management strategies for reasoning with large data sets.
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Research Methodology IRIS-Integrated Rule Inference System Framework consisting of a collection of components which cover various aspects of reasoning with formally represented knowledge. WSML Core/Flight Reasoner Datalog extended with locally stratified negation. 1 2 3 4



Full Datalog support Support for (stratifed) default negation Built-in predicates Integrity constraints (for checking datatypes) Darko Anicic
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Query-Sub-Query Recursive Framework



1



Top-down, direct evaluation [1].



2



Avoid the calculation of tuples that are not used for deriving answer.



3



Begin with constants in a query "pushing" them from goals to subgoals.



4



Use "sideways information passing" to pass constant binding information from one atom to the next in subgoals.
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Adornments



Consider the rule: rsg(X,Y) :- up(X,X1 ), rsg(Y1 ,X1 ), down(Y1 ,Y). Suppose that a subquery involving rsg bf is invoked (e.g. rsg(’a’,Y)): rsg bf (X,Y) :- up(X,X1 ), rsg fb (Y1 ,X1 ), down(Y1 ,Y). rsg fb (X,Y) :- up(X,X1 ), rsg fb (Y1 ,X1 ), down(Y1 ,Y).
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Supplementary Relations Goal: to store information during intermediate stages of evaluation. Consider the rule: rsg bf (X,Y) :- up(X,X1 ), rsg fb (Y1 ,X1 ), down(Y1 ,Y). Supplementary relations, for head adorned by rsg bf , are: sup0 [X] sup1 [X,X1 ] sup2 [X,Y1 ] sup3 [X,Y] DERI
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QSQR Evaluation - Example rsg(X,Y) :- flat(X,Y). rsg(X,Y) :- up(X,X1 ), rsg(Y1 ,X1 ), down(Y1 ,Y). ?- rsg(’a’,Y).



Figure: Program Darko Anicic
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QSQR Evaluation - Example



Figure: QSQR evaluation Darko Anicic
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Magic Sets



Bottom-up technique whose efficiency rivals with top-down approaches [1, 3]. Given a query, the magic set rewriting method generates a modified program in order to take advantage of bound variables from the query. A bottom-up evaluation procedure is used to evaluate the new program (e.g., seminaive evaluation). The bottom-up evaluation produces only the set of facts produced by the top-down approaches such as QSQ. DERI
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Relational Algebra and Logical Rules Relational algebra Compute relations for logical rules and evaluate them using relational algebra operations [8]. Relational algebra expressions: 1



Take given relations as arguments and produce relations as results;



2



Can be combined to form complex expressions;



3



Can be efficiently evaluated using RDBMS. DERI
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Computing the Relations Input: Datalog rules q(X,Y) :- p(X,b) & X=Y. q(X,Y) :- p(X,Z) & s(Z,Y). Output: Relational algebra expressions πX (σZ =b (P(X,Z))) σX =Y (πX (σZ =b (P(X,Z))) × πY (P(Y,W))) Q(X,Y)=σX =Y (πX (σZ =b (P(X,Z))) × πY (P(Y,W))) ∪ πX ,Y (P(X,Z) ./ S(Z,Y)) DERI
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Rectification Non-rectified rules: q(’a’,X,Y) :- r(X,Y). q(X,Y,X) :- r(Y,X). Making heads equal: q(U,V,W) :- r(X,Y) & U=a & V=X & W=Y. q(U,V,W) :- r(Y,X) & U=X & V=Y & W=X. Rectified rules: q(U,V,W) :- r(V,W) & U=a. q(U,V,W) :- r(V,U) & W=U. DERI
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Algorithm Computes the least fixed point of the equations to which it is applied, with respect to the given EDB relations [9]: for i := 1 to m do Pi := ∅; repeat for i := 1 to m do Qi := Pi ; //save old values for i := 1 to m do Pi := EVAL(pi , R1 ,...,Rk ,Q1 ,...,Qm ); until Pi = Qi for all i, 1≤i≤m; output Pi ’s DERI



Figure: Naive evaluation Darko Anicic
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Algorithm Computes the least fixed point based on incremental relations for the IDB predicates [9]: for i := 1 to m do ∆Pi := EVAL(pi , R1 ,...,∅,...,∅); Pi := ∆Pi ; end; repeat for i := 1 to m do ∆Qi := ∆Pi ; //save old ∆P’s for i := 1 to m do begin ∆Pi := EVAL-INCR(pi ,R1 ,...,Rk ,P1 ,...,Pm ,∆Q1 ,∆Qm ); ∆Pi := ∆Pi - Pi // Removes "new" tuples that actually appeared before end for i := 1 to m do Pi := Pi ∪ ∆Pi ; until ∆Pi = ∅ for all i; output Pi ’s DERI



Figure: Semi-Naive evaluation Darko Anicic



Reasoning with Large Data Sets



Introduction IRIS-System Overview Research Work IRIS Code Access



Architecture QSQR The Magic-Sets Computing the Relations Semi-Naive Evaluation



Negation Consider the rules: p(X) :- r(X) & ¬ q(X). q(X) :- r(X) & ¬ p(X). For R={1} the least fixed point is not unique: S1 : P=1, Q=∅ S2 : Q=1, P=∅ IRIS supports safe, stratified rules! Algorithms for checking safeness and stratification are implemented. DERI
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Handling Negation Consider the rule: trueCousin(X,Y) :- cousin(X,Y) & ¬ sibling(X,Y). The rule may be evaluated as: C(X,Y) ./ S (X,Y) DOM - union of the symbols appearing in the EDB relations and in the rules themselves. DOM × DOM - S(X,Y) In general for ¬ s(X1 ,...,Xn ): DOM × ... × DOM (n times) - S DERI
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The IRIS Roadmap



1



Support for function symbols



2



Wellfounded semantics implementation



3



Query optimization



4



Storage management
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Database Integration
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Memory and Storage Management



1



Framework which generalizes relational DBs by adding deductive capabilities to them and does not compromise their performance.



2



Relations partitioning to ensure a high overall run time throughput of a query [6].



3



Algorithms for spilling relation partitions based on "Least Effectively Used".
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Query Optimization 1



DB Cost-based query optimizer, tailored for explicitly represented knowledge, needs to be extended for dealing with data which do not exist a priori.



2



Cost Model based on: 1



Adaptive sampling method [5, 4]; (Correlation: 0,8; CostOptOrder/CostWorstOrder 


1



System R Technique (join-ordering): card(P1,P2) = card(P1) × card(P2) × reductionFac(P1,P2) DERI
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Combining Reasoning with Search



1



Goal: Provide an infrastructure that scales for realistic semantic computing applications



2



What: A plugable & distributed infrastructure for Web-reasoning and search



3



Project: ReaSearch, Large Knowledge Collider



4



Like: Search for Extraterrestrial Intelligence (SETI), Folding@Home and Google techniques for large scale parallelized computing DERI
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Code Access



IRIS is an open source project developed under LGPL and available at: http://sourceforge.net/projects/iris-reasoner
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IRIS Code Access



Serge Abiteboul, Richard Hull, and Victor Vianu. Foundations of Databases. Addison-Wesley, 1995. Swarup Acharya, Phillip B. Gibbons, Viswanath Poosala, and Sridhar Ramaswamy. Join synopses for approximate query answering. pages 275–286, 1999. Y. Chen. Magic sets and stratified databases. Int. Journal of Intelligent Systems, 12(3):203–231, 1997. Maria-Esther Vidal Edna Ruckhaus and Eduardo Ruiz. Query evaluation and optimization in the semantic web. In In Proceedings of the ICLP’06 Workshop on Applications of Logic Programming in the Semantic Web and Semantic
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Web Services (ALPSWS2006), Washington, USA, August 16 2006. Richard J. Lipton and Jeffrey F. Naughton. Query size estimation by adaptive sampling (extended abstract). In PODS ’90: Proceedings of the ninth ACM SIGACT-SIGMOD-SIGART symposium on Principles of database systems, pages 40–46, New York, NY, USA, 1990. ACM Press. Bin Liu, Yali Zhu, and Elke Rundensteiner. Run-time operator state spilling for memory intensive long-running queries. In SIGMOD ’06: Proceedings of the 2006 ACM SIGMOD international conference on Management of data, pages 347–358, New York, NY, USA, 2006. ACM Press. Darko Anicic
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Joshua Spiegel and Neoklis Polyzotis. Graph-based synopses for relational selectivity estimation. In SIGMOD ’06: Proceedings of the 2006 ACM SIGMOD international conference on Management of data, pages 205–216, New York, NY, USA, 2006. ACM Press. Jeffrey D. Ullman. Principles of Database and Knowledge-Base Systems, Volume I. Computer Science Press, 1988. Jeffrey D. Ullman. Principles of Database and Knowledge-Base Systems, Volume II. Computer Science Press, 1989. DERI
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Combining Reasoning with Search



Thank you! Questions, comments, suggestions please...



DERI



Darko Anicic



Reasoning with Large Data Sets



























[image: Reasoning with Large Data Sets]
Reasoning with Large Data Sets












[image: Chapter 4 ONTOLOGY REASONING WITH LARGE DATA ...]
Chapter 4 ONTOLOGY REASONING WITH LARGE DATA ...












[image: Bootstrap Tilting Inference and Large Data Sets ... - Tim Hesterberg]
Bootstrap Tilting Inference and Large Data Sets ... - Tim Hesterberg












[image: Bootstrap Tilting Inference and Large Data Sets ... - Tim Hesterberg]
Bootstrap Tilting Inference and Large Data Sets ... - Tim Hesterberg












[image: Abductive Reasoning with Type 2 Fuzzy Sets]
Abductive Reasoning with Type 2 Fuzzy Sets












[image: Improved Mining of Outliers in Distributed Large Data Sets ... - IJRIT]
Improved Mining of Outliers in Distributed Large Data Sets ... - IJRIT












[image: Improved Mining of Outliers in Distributed Large Data Sets ... - IJRIT]
Improved Mining of Outliers in Distributed Large Data Sets ... - IJRIT












[image: Interoperability with multiple instruction sets]
Interoperability with multiple instruction sets












[image: Interoperability with multiple instruction sets]
Interoperability with multiple instruction sets












[image: Simulated and Experimental Data Sets ... - Semantic Scholar]
Simulated and Experimental Data Sets ... - Semantic Scholar












[image: 1 Visibility Data & AIPS++ Measurement Sets - GitHub]
1 Visibility Data & AIPS++ Measurement Sets - GitHub












[image: Simulated and Experimental Data Sets ... - Semantic Scholar]
Simulated and Experimental Data Sets ... - Semantic Scholar












[image: Towards Large Scale Reasoning on the Semantic Web]
Towards Large Scale Reasoning on the Semantic Web












[image: Reasoning with Rules]
Reasoning with Rules












[image: Horizontal Aggregations in SQL to Prepare Data Sets for Data ...]
Horizontal Aggregations in SQL to Prepare Data Sets for Data ...












[image: large data -> MMM.pdf]
large data -> MMM.pdf












[image: practice question sets with solutions.pdf]
practice question sets with solutions.pdf












[image: Khepera robots with argumentative reasoning]
Khepera robots with argumentative reasoning












[image: Extracting Coactivated Features from Multiple Data Sets]
Extracting Coactivated Features from Multiple Data Sets















Reasoning with Large Data Sets






Framework consisting of a collection of components which cover various aspects of ..... IRIS is an open source project developed under LGPL and available at:. 






 Download PDF 



















 578KB Sizes
 4 Downloads
 245 Views








 Report























Recommend Documents







[image: alt]





Reasoning with Large Data Sets 

query execution plan as well as in memory, storage and recovery man- agement. ... This technique will be further extended for data distributed over many disks ...














[image: alt]





Chapter 4 ONTOLOGY REASONING WITH LARGE DATA ... 

LARGE DATA REPOSITORIES. Stijn Heymans1, Li Ma2, ... We take Minerva as an example to analyze ontology storage in databases in depth, as well as to.














[image: alt]





Bootstrap Tilting Inference and Large Data Sets ... - Tim Hesterberg 

Jun 11, 1998 - We restrict consideration to distributions with support on the observed data methods described ...... My guess is that the bootstrap (and other computer-intensive methods) will really come into its own ..... 5(4):365{385, 1996.














[image: alt]





Bootstrap Tilting Inference and Large Data Sets ... - Tim Hesterberg 

Jun 11, 1998 - We restrict consideration to distributions with support on the observed data methods described ...... My guess is that the bootstrap (and other computer-intensive methods) will really come into its own ..... 5(4):365{385, 1996.














[image: alt]





Abductive Reasoning with Type 2 Fuzzy Sets 

respectively. For computing the primary distribution of y is. Bi. / we use equation (9),. ))],(. ),( ..... architecture for autonomous mobile robotsâ€�, IEEE Trans. On.














[image: alt]





Improved Mining of Outliers in Distributed Large Data Sets ... - IJRIT 

achieve a large time savings and it meets two basic requirements: the reduction of the ... of real data sets and in the prevalence of distributed data sources [11].














[image: alt]





Improved Mining of Outliers in Distributed Large Data Sets ... - IJRIT 

Abstract- In Data Mining, a distributed approach for detecting distance-based ... of all the data sets is widely adopted solution requires to a single storage and .... This implementation is portable on a large number of parallel architectures and it














[image: alt]





Interoperability with multiple instruction sets 

Feb 1, 2002 - ABSTRACT. Data processing apparatus comprising: a processor core hav ing means for executing successive program instruction. Words of a ...














[image: alt]





Interoperability with multiple instruction sets 

Feb 1, 2002 - 712/209,. 712/210. See application ?le for complete search history. ..... the programmer speci?es the sorting order is to pass the address of a ...














[image: alt]





Simulated and Experimental Data Sets ... - Semantic Scholar 

Jan 4, 2006 - For simplicity of presentation, we report only the results of apply- ing statistical .... identify the correct synergies with good fidelity for data sets.














[image: alt]





1 Visibility Data & AIPS++ Measurement Sets - GitHub 

you screw up, restore it with: $ cd ~/Workshop2007 ... cp -a (/net/birch)/data/oms/Workshop2007/demo.MS . ... thus, â€œskeletonâ€�: we ignore the data in the MS.














[image: alt]





Simulated and Experimental Data Sets ... - Semantic Scholar 

Jan 4, 2006 - and interact with a highly complex, multidimensional environ- ment. ... Note that this definition of a â€œmuscle synergy,â€� although common ... structure of the data (Schmidt et al. 1979 .... linear dependency between the activation co














[image: alt]





Towards Large Scale Reasoning on the Semantic Web 

evaluate the performance of the DLog database extension. Keywords: ... for querying description logic concepts in an environment where the ABox is stored in a ..... The SQL query in the simple interface is defined using the string attribute.














[image: alt]





Reasoning with Rules 

Sep 5, 2002 - which leaves room for a normative gap. How can ..... factual disagreement: economics, e.g., is far from a secure science, and disagreements.














[image: alt]





Horizontal Aggregations in SQL to Prepare Data Sets for Data ... 

Horizontal Aggregations in SQL to Prepare Data Sets for Data Mining Analysis..pdf. Horizontal Aggregations in SQL to Prepare Data Sets for Data Mining ...














[image: alt]





large data -> MMM.pdf 

There was a problem previewing this document. Retrying... Download. Connect more apps... Try one of the apps below to open or edit this item. large data ...














[image: alt]





practice question sets with solutions.pdf 

There was a problem loading more pages. Retrying... practice question sets with solutions.pdf. practice question sets with solutions.pdf. Open. Extract. Open with.














[image: alt]





Khepera robots with argumentative reasoning 

Now: DeLP-server temporarily binds the robot's perception with the program it has stored, to answer the current query. (contextual query). â–« Fourth. â�‘ Before: Two robots in the same environment but running in different frameworks had to independe














[image: alt]





Extracting Coactivated Features from Multiple Data Sets 

s Background information on the extraction of related features from multiple data sets s Explanation of the statistical model underlying our method s Testing our ...


























×
Report Reasoning with Large Data Sets





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















