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RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION Abstract: Recent approaches to understanding the cognitive mechanisms underlying decision processes suggest that simple strategies can result in successful and adaptive behaviors. Here, the evolutionary success of simple recognition memory is investigated. Agents have a limited memory capacity for either agents who have previously cooperated (CMem) or those that have previously defected (D-Mem). Various aspects of the ecological and social environment influence the success of each of these strategies. These findings suggest that recognition memory can play a role in promoting the evolution of cooperation, but that the effectiveness of such a simple recognition memory strategy depends on the fit between that strategy and the (ecological and social) environment in which that strategy is employed. The D-Mem strategy is able to invade only when the memory size of these agents is close to the total number of defectors in the population. However, the C-Mem strategy can invade a population of defectors when memory size is one, as long as the population size is relatively small and the ecological environment promotes longer intervals between each reproductive opportunity.
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RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION 1. Introduction Investigations of the evolution of cooperation via computer simulation have a long history, dating back to Axelrod’s famous round-robin tournament (Axelrod, 1984). Surprisingly, the most successful strategy in his tournament was also one of the most simple. Tit-for-Tat (TFT), a strategy that simply copied its partner’s most recent behavior, demonstrated its superiority to a myriad of more complex strategies. Despite the fact that Axelrod’s initial work suggested that simple strategies can be very effective in promoting the evolution of cooperation, subsequent work has focused largely on more computationally complex and memory intensive strategies such as Titfor-Two-Tats (Axelrod, 1997), strategies involving reciprocity towards multiple individuals (Bowles & Gintis, 2004; Boyd & Richerson, 1988), indirect reciprocity (Nowak & Sigmund, 1998a, 1998b; Panchanathan & Boyd, 2003; Panchanathan & Boyd, 2004), gossip (Nakamaru & Kawata, 2002) and punishment (Bowles & Gintis, 2004; Boyd, Gintis, Bowles, & Richerson, 2003; Boyd & Richerson, 1992). Recent research on the evolution of cooperation (Aktipis, 2004) and decisionmaking more generally (Gigerenzer, Todd, & ABC Research Group, 1999), have shown that simple strategies and heuristics can often lead to very adaptive behaviors, as long as the strategies are well suited for the informational environment in which they are used, a principle referred to as ‘ecological rationality’ (Gigerenzer & Todd, 1999). Because most previous work on the evolution of cooperation has assumed that interactions take place in either a round-robin fashion or randomly, a whole class of simple strategies have been overlooked: those that can take advantage of naturally occurring non-random interactions and those that can make these interactions less random through implicit or explicit



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION partner selection. These kinds of strategies are potentially important, as they suggest that even simple organisms can use decision rules that promote the evolution of cooperation. A number of simulations have investigated relatively complex strategies that can influence partner selection (Axelrod, 1997; Boyd & Richerson, 1992; Nakamaru & Kawata, 2002; Nowak & Sigmund, 1998a, 1998b; Panchanathan & Boyd, 2003; Panchanathan & Boyd, 2004; Schuessler, 1989; Tesfatsion, Ashlock, Smucker, & Stanley, 1996; Vanberg & Congleton, 1992; Yamagishi, Hayashi, & Jin, 1994). However, such work is unlikely to uncover the minimal conditions under which cooperative behavior can be selected. Although humans clearly have vast memories and complex decision making abilities which we can use in order to avoid interactions with defectors and seek out interactions with cooperators, it is nevertheless useful to investigate what minimal cognitive abilities would have been necessary for cooperation to emerge in the first place. This can both increase our understanding of the various ways that cooperation might have been selected for during early human evolutionary history and illustrate which minimal cognitive abilities might be necessary for cooperation to evolve in other animals. Recent work investigating simple strategies promoting cooperation has shown that, by creating a simulation environment that is spatial and agent-based, even a very simple cooperative ‘Walk Away’ strategy can be successful (Aktipis, 2004, manuscript). Agents use contingent-movement to leave uncooperative individuals, which increases positive assortment, ultimately promoting the evolution of cooperation. The current paper investigates the viability of a different simple strategy that promotes assortment: one that is always cooperative and uses simple recognition memory. As opposed to



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION making use of the spatial features of the world as the ‘Walk Away’ strategy does, this class of strategies makes use of features of the social and ecological environment. A number of researchers have explored the role of a ‘recognition heuristic’ in decision making, exploring the conditions under which recognition can be used as a reliable cue in decision making (Goldstein & Gigerenzer, 1999) and the ways in which the use of a recognition heuristic can structure the environment inhabited by agents (Peter M. Todd & Kirby, 2001; Todd & Heuvelink, in press). Here, a recognition heuristic is used by agents to shape their social environments: recognition of an agent from a previous encounter is used as a cue to decide whether to cooperate with another agent in a prisoner’s dilemma. Agents who remember only cooperators are compared and contrasted with agents who remember only defectors.



2. Strategy Description Standard models of cooperation and reciprocity usually begin with the assumption that individuals either remember whether each individual cooperated or defected, which requires the use of relational memory (Trivers, 1971; Vos & Zeggelink, 1994), or that they simply form partnerships based on other grouping schemes and do not use memory. More specifically, individuals have been modeled as forming partnerships in the following ways: randomly (Peck & Feldman, 1986), in a round-robin fashion (Axelrod, 1984, 1997), based on proximity (Brauchli, Killingback, & Doebeli, 1999; Ferriere & Michod, 1996; Ferriere & Michod, 1995), or based on kinship (Hamilton, 1964a, 1964b). Rarely is it considered that organisms might use a cognitively simple approach that allows for non-random pairings, such as that used here.



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION Here agents use the strategy of remembering cooperators (or defectors) and cooperating only with those who they recognize (or those who they do not recognize). These strategies, called C-Mem (cooperator remembering strategy) and D-Mem (defector remembering strategy), not only require a much smaller memory capacity that would be necessary to remember the past behavior of all individuals in the population, but the kind of memory needed is presumably much simpler. C-Mem and D-Mem strategies require only the ability to recognize an individual, as opposed to requiring the ability to remember, for each individual, whether they are a cooperator or defector. This means that C-Mems and D-Mems require much smaller and simpler memory capacities than would agents in a multi-agent implementation of TFT (where the past behavior of each individual would need to be remembered). For the purposes of this paper, recognition memory is taken to be simply the ability to recognize a previously encountered stimulus (in this case, another agent). In other words, recognition memory does not involve any relational representations, e.g., ‘individual A defected on the last interaction,’ it only requires the ability to assess whether an individual was previously encountered and encoded. An individual who uses recognition memory to keep track of defectors (D-Mem) simply avoids interacting with any individuals it recognizes, while an individual who uses recognition memory to keep track of cooperators (C-Mem) only interacts with recognized individuals. A given individual remembers only cooperators (C-Mem) or defectors (D-Mem), not both. The D-Mem and C-Mem strategies implemented both have a fixed memory capacity, and both are exclusively cooperative, avoiding interactions rather than defecting. Figure 1 provides a diagram of the decision processes used by both C-Mems



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION and D-Mems described below. D-Mems always cooperate with any individual whom they do not ‘recognize’ and decline interactions with those whom they ‘recognize.’ When a partner defects, they ‘encode’ that partner (entering the identification number for that individual into their memory store). Once D-Mem’s memory capacities are full, they continue to add any defectors that they encounter to their memory list, removing the ‘oldest’ memory to make room for the new defector. C-Mems are somewhat different, cooperating with all individuals until their memory capacities are reached and ‘encoding’ any cooperative individuals that they encounter during that time. When C-Mem’s memory capacities are reached, they then only cooperate with those whom they recognize, avoiding interactions with others. This means that any agent that a C-Mem encodes will be a permanent member of the list and will therefore be cooperated with upon every subsequent encounter (this is a ‘safe’ assumption for agents to make in the current simulation where all strategies are pure strategies, but it would be prone to exploitation by agents who cooperate on the first interaction and defect on subsequent interactions, if such a strategy were included). Because C-Mems decline encounters with new individuals when their memory lists are full, they never have the opportunity to replace the oldest member of their lists. In some sense, C-Mem’s default action is to decline interactions (as long is its memory list is full and the current partner is not on that list) and a D-Mem’s default action is to cooperate (if its current partner is not on the list). These default actions certainly influence the outcomes of the simulations. However, it is ultimately the contingent nature of each agent’s behavior (acting differently towards those that are



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION recognized vs. those that are not recognized) that allows C-Mems and D-Mems to be successful in different environments



[Figure 1 here]



Given that an agent has the ability to use recognition memory in deciding whether to cooperate with another, should it encode cooperators (the C-Mem strategy) or defectors (the D-Mem strategy)? Work in game theory and decision-making suggests that this should depend on the nature of the environment, i.e., what other strategies are frequent, which ones are rare (Maynard-Smith, 1982) and what correlations exist between the ecological world and the cognitive abilities of the individuals (Gigerenzer, 2000; Gigerenzer et al., 1999). The remainder of the paper investigates such issues, exploring the environments in which each of these strategies is successful.



3. Simulation Description Agents interact in a spatial agent-based world implemented in Starlogo 2.0.2 (MIT Media Laboratory, 2003). In this world, agents acquire energy by interacting with other agents in a standard prisoner’s dilemma game with the following payoffs (with self move first, partner move second and payoff to self after the comma): CC, 3; CD, -1; DC, 5; DD, 0. Unless otherwise specified, agents have an initial average of 50 units of energy (in a uniform distribution between 0 and 100) and their only way of gaining energy is through engaging in prisoner’s dilemma interactions with other agents. If energy reaches 100, the agent reproduces, creating a copy of itself. If energy falls to 0, the agent dies. A



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION carrying capacity equivalent to the initial number of agents ensures that simulations run on a reasonable time scale, and this is carried out by decreasing the energy of randomly chosen agents by 10 until the population is again within the carrying capacity (this was repeated until population was again within carrying capacity). Agents had the opportunity to reproduce during every time period unless otherwise specified. In some runs, agents were only able to reproduce during specific ‘breeding season’ time periods. Three types of individuals are included in the simulations. Two of these types, CMems and D-Mems are discussed above, and the remaining individuals are pure defectors, i.e., agents that always defect regardless of any previous interactions. These three kinds of agents are included in order to provide the most direct evidence as whether the C-Mem or D-Mem strategies are capable of invading a population made up of defectors Agents move (changing their heading slightly to the left or right and moving forward during each time step) in a toroidal lattice made up of patches that vary in size according to the number of agents included in each run in order to keep the density constant at approximately 1.25 patches per agent. When two agents land on the same patch, an interaction takes place and agents receive or lose energy as specified by the prisoner’s dilemma payoffs. For pure defectors this interaction is very straightforward; agents just defect and then continue to move about the toroidal lattice. For agents using the D-Mem strategy, they cooperate with the current partner if that agent’s identification number is not on their memory list, and they otherwise do not enter into an interaction with that agent. If they enter into an interaction and their partner defects, D-Mems then encode the identification number of their current partner into their memory list. If the list



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION of know defectors becomes full, D-Mems replace the oldest members on the list with the identification numbers of the new defectors that they encounter. C-Mems cooperate with all agents that they encounter when their memory lists are not full, adding the identification number of cooperative partners to their memory lists until their memory list become full. After this point, C-Mems cooperate only with individuals whose identification numbers are on their memory list and decline interactions with all other agents.



4. Results and Discussion 4.1. D-Mem Results The success of D-Mems was investigated through evolutionary simulations where the memory capacities of the agents, the population compositions and population sizes are varied. As in the remainder of the paper, sets of ten simulations were run at various parameter values. First, the ability of two D-Mems to invade a population made up of defectors, reaching 100% of the population, was investigated by running simulations until the D-Mem strategy reached 100% of the population or 0%. D-Mems are not able to invade a population of 100 defectors, even when their memory size is equivalent to the number of defectors. However, when the total population size is 20, D-Mems are able to invade the population (see Table 1).



[Table 1 about here]



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION Given that D-Mems have very limited success in invading a population of defectors without a very large memory capacity, are D-Mems able to be more successful when a significant portion of the population is already made up of D-Mems? In order to investigate this question, simulations were run which began with a population made up of half defectors and half D-Mems. It was found that D-Mems are able to take over more easily when their initial numbers are larger, but only if the population size is small and the memory size is large. D-Mems are able to take over only if their memory size was more than 50% of the total number of defectors. However, D-Mems are much more successful when total population size is 20, rather than 100 (see discussion below for an explanation of why this is the case).



[Table 2 about here]



4.2. D-Mem Discussion These data suggest that, under a variety of parameter values, D-Mems require a large memory in order to be able to invade a population of defectors. Essentially, memory for defectors appears to be of little value in the present simulations unless the memory size approaches the total number of defectors in the population. However, if the strategy increases in frequency, the computational requirements for its continued success and ability to take over decrease, as demonstrated above. This is not just because the number of defectors decreases, but because the proportion of the total number of defectors that the D-Mems need to remember decreases when there are more frequent



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION encounters with other D-Mems. In essence, these more frequent interactions with other D-Mems buffer them from the possibility of losing energy when interacting with an unencoded defector. The success of the D-Mem strategy and the computational requirements for that success are tied to the size of the population in which it finds itself as well as its composition. When the population is made up of all defectors and 2 D-Mems are introduced, they are able to invade only when the total population size is small (which also means that the proportion of interactions with defectors is smaller) and the memory size is close to the total number of defectors. In contrast, when the starting population is made up of 50% D-Mems and 50% defectors, D-Mems are occasionally able to take over with much lower memory requirements (as a proportion of the total number of defectors). In summary, the D-Mem strategy has relatively high computational requirements: in order for two D-Mem individuals to invade a population of defectors these agents must have the ability to remember nearly every defector encountered, and even so, D-Mems will often fail to invade unless other features of the environment are favorable. Given these significant computational requirements, it seems somewhat unlikely that the DMem strategy would emerge in a large population made up of mostly defecting individuals. It might, however, be a simple and successful strategy in an environment with few defectors, a possibility discussed in greater depth later. Although D-Mems are not successful in the present simulations without large memory capacities, below it is demonstrated that a large memory capacity is not an essential feature of a strategy capable of invading a population of defectors. In fact, the strategy investigated in the



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION following section, C-Mem, is actually more effective at invading when its memory capacity is small.



4.3. C-Mem Results The conditions under which C-Mems are successful differ greatly from those under which D-Mems are successful. Firstly, two C-Mems are successful at invading a population of defectors only when their memory capacities are small. Because they interact with all individuals until they fill their memory slots with cooperators, having a large number of memory slots is a handicap for agents using a C-Mem strategy. In fact, when the memory size of C-Mems was any larger than one, it was impossible for CMems to take over. This occurred because there are initially two C-Mems in the population, meaning that for each individual C-Mem there is only one other cooperative individual. Any C-Mem with a memory size larger than 1 will continue to interact with defecting agents, even after having found the other cooperator. This makes them susceptible to exploitation and subsequently unable to gain enough energy to reproduce. Because C-Mems are unsuccessful at invading when memory size is more than 1, all simulations discussed below use a memory size of 1. As discussed earlier, C-Mems refuse interactions with any new individuals once they have filled their memory slots with other cooperators, so when new C-Mems are born, they are excluded from interactions with already-existing C-Mems by virtue of the fact that they are ‘unknown.’ This makes it very difficult for C-Mems to increase in frequency because offspring are often unsuccessful at finding an additional cooperator in the population whose memory slot is not filled and they therefore continue to be



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION exploited by defector and have no opportunities to gain energy. This suggests that any factors that might make C-Mems reproduce more synchronously, such as having specific ‘breeding seasons’ during which reproduction happens, would increase the likelihood that newly born offspring could find other new individuals whose memory slots are not yet filled before they die from exploitation at the hands of defectors. This would enable CMems to more easily invade the population. In order to implement ‘breeding seasons,’ the number of time periods between reproductive opportunities (the reproductive interval) varied from 10 to 10,000, meaning that in some runs agents had the opportunity to reproduce at a specific time every 10 time periods and could produce as many offspring as they could given their energy level at that time, and in other simulations agents had the opportunity to reproduce only every 10,000 time periods. When the reproductive interval is long (10,000) and the overall population size small (20), 2 C-Mems are able to overtake the population in the majority of the runs. C-Mems also have some more limited success when the population size is larger (100), invading in several of the 10 runs when the reproductive interval is 1000 time periods or longer (see Table 3). [Table 3 about here] 4.4. C-Mem Discussion Interestingly, it is exactly the factor that allows the exclusion of defectors that often prevents invasion of C-Mems: the avoidance of unfamiliar individuals. Because the C-Mem strategy is highly selective (once its memory list is full) it can exclude defectors from any benefits of exploiting more cooperative individuals. However, C-Mems will also avoid interactions with any unknown C-Mems once their memory slot is filled. This



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION means that newly born C-Mems are unable to gain a foothold unless they encounter another newly born C-Mem without its single memory slot filled. If the reproductive interval is long (which results in more synchronous reproduction because all agents have the opportunity to reproduce only during the ‘breeding season’ time period), new CMems are able to find each other more readily, enabling themselves to fill their single memory slot and gain enough energy to reproduce and giving defectors fewer opportunities to exploit them. Like D-Mems, C-Mems are more successful in a population of smaller size because the proportion of interactions with defectors is smaller. However, C-Mems differ dramatically from D-Mems in that two C-Mems are able to invade a population of defectors with minimal cognitive requirements, simply the ability to encode and recognize one individual.



5. General Discussion and Conclusions The above reported results suggest that different social and ecological environments, as well as differing cognitive constraints, promote the evolution of different recognition memory strategies1. C-Mems are able to invade a population of defectors, even in large populations (as long as the reproductive interval is long), with very few cognitive requirements. This suggests that a strategy similar to that employed 1



It should be noted that only a small portion of the parameter space is explored here. Changing the initial energy, the hatch threshold (energy required for reproduction), the density of agents or other aspects of structure of the population is likely to have an effect on the success of the D-Mem and C-Mem strategies. This paper is by no means a thorough description of the social and ecological factors influencing the success of these strategies, it is simply a first look at a limited number of factors that appear to be of importance in determining the success of strategies making use of recognition memory.



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION by C-Mems could have emerged relatively early in the evolution of cooperation if the ecological and social environment was appropriate. The evolution of the cognitive capacity to encode and recognize one individual is all that is required for the C-Mem strategy. Additionally, such a memory system could easily have evolved from one whose original purpose was the recognition of kin. This provides an easy avenue for the evolution of the ability to remember cooperative others. In the present simulations, D-Mems have higher computational requirements for the ability to invade than do C-Mems. However, these requirements are lessened once DMems have increased in frequency. Presumably, the D-Mem strategy could be quite successful with very little memory in social environments made up of discriminating cooperators (either D-Mems or some other contingently behaving cooperative strategy) because, with only a few defectors to remember, D-Mems would need only small memory capacities to avoid interacting with them. However, a population must reach this cooperative state before the computational requirements on D-Mems decrease; in order for D-Mem to invade a large population of defectors, memory size must initially also be large. This suggests that the D-Mem strategy is a less likely candidate in the early evolution of cooperation, although it might very well play a role in the maintenance or further enhancement of cooperation. Although this is a model of cooperation and recognition memory in general, as opposed to a model of human memory, there are some interesting connections between theoretical and empirical work dealing with human cognitive and behavioral adaptations and the present research. Humans clearly have the capacity for much more than simple recognition memory and the mechanisms underlying memory for cooperators and



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION defectors might very well be different from each other. The research reported herein demonstrates that certain social and ecological environments are favorable to C-Mems and D-Mems, suggesting different selective histories where such strategies may exist in nature. Other research and theoretical work also indicates that humans might make use of specific mechanisms for dealing with interactions with either cooperators or defectors. For example, work on cheater detection (Cosmides, 1989; Cosmides & Tooby, 1992) suggests that humans have a particularly fine tuned capacity to detect violations of social contracts, what Cosmides and Tooby call a ‘cheater detection mechanism.’ Presumably, one of the benefits to having such a mechanism is having the ability to avoid repeated interactions with cheaters, and one of the requirements of such a system is the ability to encode and remember defectors. However, more research is necessary to determine how individuals remember ‘cheaters’ and whether there are mechanisms specialized for this function. Nevertheless, the existence of a cheater detection system suggests the presence of memory system that can encode information about defecting individuals, as in the D-Mem strategy. Theoretical work also suggests that there might be a specialized system for remembering cooperators. Tooby and Cosmides (1996) describe a human psychology that seeks valuable interaction partners, describing how these partners might come to occupy a limited number of ‘friendship niches.’ Indeed, they suggest that evolution would have designed our cognitive systems to try to fill these limited friendship niches with individuals who “emit positive externalities,” just as C-Mems fill their limited memories only with individuals who cooperate. Although the ‘friendship niche’ model describes a variety of features that make individuals valuable exchange partners and is



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION therefore more nuanced and detailed than the C-Mem strategy, the fundamental features are the same: individuals seek to fill ‘friendship niches’ or memory slots with benefitemitting others, and when these slots are filled, they are reluctant to engage in interactions with unknown individuals. The present research suggests that the evolutionary success of recognition memory for cooperators and defectors is very different when aspects of the social and ecological environment are varied. Similarly, the empirical and theoretical work on cheater detection and friendship niches suggests that the systems underlying memory for defectors and cooperators are likely to have different design features. If these systems are separate, some interesting implications follow. In particular, memory for interaction partners might not be stored simply as a lookup table with entries for each individual and whether they are a defector or a cooperator. Instead, the cognitive systems underlying memory for defectors and cooperators might be separate and distinct. Such a design would obviate the need for relational representations of behavior because the simple act of ‘encoding’ an individual in one of the systems would serve to identify that individual as either a cooperator or a defector. This paper does not specifically examine the ways in which a dual systems would be selected for and evolve. However, it does demonstrate that different kinds of social and ecological selection pressures give rise to memory systems specialized for recognizing cooperators vs. defectors. If this is the case, it raises the possibility that organisms who can remember both cooperators and defectors could be using two separate systems that evolved in response to certain selection pressures, rather than just one system for remembering the behavior of others. Although this paper does not demonstrate the evolution of such a dual memory system, future work might seek to



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION ascertain how such a system might evolve and whether it is able to outperform a more general, Tit-for-tat like strategy.
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RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION List of figure captions Figure 1. The figures represent the decision trees used by C-Mems and D-Mems. Boxes with questions show the decision points and gray ovals show agent behaviors. a) When C-Mems encounter another agent, they first check whether their memory list is full and if it is not full, they cooperate. If it is full and they recognize their partner (P), they cooperate. C-Mems decline to interact if their memory list is full and they do not recognize the agent. If their partner cooperates, C-Mems encode them to their memory list. Once and agent is encoded it is never overwritten because C-Mems stop interacting with new agents once their memory list is full. b) When D-Mems encounter another agent, they cooperate only if they do not recognize the agent (otherwise declining to interact). If their partner defects, D-Mems encode them, removing the oldest member to make room for the newest if the list is full.



List of table captions Table 1. This table shows the number of runs (out of 10) in which 2 D-Mems are able to invade a population made up of 18 or 98 Defectors



Table 2. This table shows the number of runs (out of 10) in which D-Mems are able to take over the population. The starting population is made up of 50% D-Mems and 50% Defectors.



Table 3. This table shows the number of runs (out of 10) in which 2 C-Mems invaded a population of either 18 or 98 Defectors.



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION Author biography Athena Aktipis studies the evolution of cooperation, focusing on simple cognitive and behavioral strategies that promote cooperation. Her research makes use of agent-based simulations and experimental work with human subjects. She is currently pursing a Doctoral Degree in Psychology at University of Pennsylvania (3720 Walnut St., Philadelphia, PA 10104) and can be contacted at [email protected].



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION Figure 1



C-Mem



a)



List full?



Y



Is P on list? Y



N



N



Decline



Coop Did P Coop? Y



Encode P to list



b)



D-Mem Is P on list? Y



N



Decline Coop Did P Defect? Y



Encode P to list



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION Table 1



Memory size as % of number defectors 90% Number Agents



95%



100%



100



0



0



0



20



5



7



8



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION Table 2 Memory size as % of number defectors 50% Number Agents



\



60%



70%



80%



90%



100



0



0



0



1



3



20



0



2



5



7



10



RUNNING HEAD: MEMORY AND THE EVOLUTION OF COOPERATION Table 3



Reproductive interval



Number Agents



1



10



100



1000



10000



100



0



0



0



2



3



20



4



5



4



4



7



























[image: Recognition Memory and the Evolution of Cooperation: How simple ...]
Recognition Memory and the Evolution of Cooperation: How simple ...












[image: Behavioral differences and the evolution of cooperation ...]
Behavioral differences and the evolution of cooperation ...












[image: Behavioral differences and the evolution of cooperation ...]
Behavioral differences and the evolution of cooperation ...












[image: darwin, evolution and cooperation]
darwin, evolution and cooperation












[image: The Evolution of Cooperation in the Centipede Game ...]
The Evolution of Cooperation in the Centipede Game ...












[image: Controlling excludability in the evolution of cooperation]
Controlling excludability in the evolution of cooperation












[image: Evolution of Cooperation in a Population of Selfish Adaptive Agents]
Evolution of Cooperation in a Population of Selfish Adaptive Agents












[image: Evolution of Cooperation in a Population of Selfish Adaptive Agents]
Evolution of Cooperation in a Population of Selfish Adaptive Agents












[image: Evolution of Cooperation under N-person Snowdrift ...]
Evolution of Cooperation under N-person Snowdrift ...












[image: LNAI 4648 - Evolution of Cooperation in a Population ... - Springer Link]
LNAI 4648 - Evolution of Cooperation in a Population ... - Springer Link












[image: Evolution of Contours for Shape Recognition]
Evolution of Contours for Shape Recognition












[image: Limited memory can be beneficial for the evolution ... - Semantic Scholar]
Limited memory can be beneficial for the evolution ... - Semantic Scholar












[image: The recognition and treatment of autoimmune ... - DOCKSCI.COM]
The recognition and treatment of autoimmune ... - DOCKSCI.COM












[image: Limited memory can be beneficial for the evolution ... - Semantic Scholar]
Limited memory can be beneficial for the evolution ... - Semantic Scholar












[image: The Evolution of Cultural Evolution]
The Evolution of Cultural Evolution












[image: Cooperation Characteristics of the Public and Civil Sectors that ...]
Cooperation Characteristics of the Public and Civil Sectors that ...












[image: Sanctions, Cooperation, and the Stability of Plant ...]
Sanctions, Cooperation, and the Stability of Plant ...












[image: The coevolution of loyalty and cooperation]
The coevolution of loyalty and cooperation












[image: Culture and cooperation]
Culture and cooperation












[image: Depth, Flexibility and International Cooperation: The Politics of ... - SSRN]
Depth, Flexibility and International Cooperation: The Politics of ... - SSRN












[image: BARGAINING AND THE EVOLUTION OF ...]
BARGAINING AND THE EVOLUTION OF ...















Recognition Memory and the Evolution of Cooperation






cooperation, but that the effectiveness of such a simple recognition memory ..... memory slot and gain enough energy to reproduce and giving defectors fewer. 






 Download PDF 



















 49KB Sizes
 3 Downloads
 240 Views








 Report























Recommend Documents







[image: alt]





Recognition Memory and the Evolution of Cooperation: How simple ... 

How simple strategies succeed in an agent-based world ... depends on the fit between that strategy and the (ecological and social) ..... MIT Media Laboratory.














[image: alt]





Behavioral differences and the evolution of cooperation ... 

in 21st Benelux Conference on Artificial Intelligence (BNAIC 2009), ... the overall dynamics of the system, calling for a coevolutionary process as the one dis-.














[image: alt]





Behavioral differences and the evolution of cooperation ... 

edges of a complex network, engaging in social dilemmas of cooperation. ... It has for instance been recognized that the adaptive nature of social networks plays ...














[image: alt]





darwin, evolution and cooperation 

a modeling framework suffers from severe shortcomings, when one tries to accommodate living populations under ... Clearly, population structures are best represented by heterogeneous ...... detail.php?id1â�„4 2002s-75l (2002). 31 CROWLEY ...














[image: alt]





The Evolution of Cooperation in the Centipede Game ... 

in finite populations and the effect of this finite setting on partial cooperation. 2. .... For the sake of illustration, the model that will be investigated below will largely ...














[image: alt]





Controlling excludability in the evolution of cooperation 

Background: A tragedy of the commons arises if individuals cannot protect their future use of a depletable ... Conclusions: Selection for privatization occurs at low values of relatedness. ..... these free-living cells aggregate to form a motile, mul














[image: alt]





Evolution of Cooperation in a Population of Selfish Adaptive Agents 

Conventional evolutionary game theory predicts that natural selection favors the ... In both studies the authors concluded that games on graphs open a window.














[image: alt]





Evolution of Cooperation in a Population of Selfish Adaptive Agents 

of cooperation on graphs and social networks. Nature 441, 502â€“505 (2006). 10. Watts, D.J.: Small worlds: The dynamics of networks between order and random- ness. Princeton University Press, Princeton (1999). 11. Amaral, L.A., Scala, A., Barthelemy,














[image: alt]





Evolution of Cooperation under N-person Snowdrift ... 

Jul 3, 2009 - Indeed, such random sampling leads to groups whose composition follows a binomial distribution. Individual payoffs Î C(k) and Î D(k) are listed ...














[image: alt]





LNAI 4648 - Evolution of Cooperation in a Population ... - Springer Link 

of individual strategy and network structure provides a key mechanism toward the ... For instance, the network of movie actors exhibits an average connectivity.














[image: alt]





Evolution of Contours for Shape Recognition 

School of Engineering and Technology, International College. King Mongkut's Institute ... genetic programming (GP), called linear GP, to optimize ... computer program with a higher performance in solving the problem .... Best-so-far fitness (%).














[image: alt]





Limited memory can be beneficial for the evolution ... - Semantic Scholar 

Feb 1, 2012 - through ''image scoring'' (Nowak and Sigmund, 1998), where individuals monitor ...... Zimmermann, M.G., EguÄ±luz, V.M., San Miguel, M., 2004.














[image: alt]





The recognition and treatment of autoimmune ... - DOCKSCI.COM 

signals in the medial temporal structures. ... structures.9 ...... wind MD. Effect of rituximab in patients with leucine- rich, glioma-inactivated 1 antibody-associated ...














[image: alt]





Limited memory can be beneficial for the evolution ... - Semantic Scholar 

Feb 1, 2012 - since the analyzed network topologies are small world networks. One of the .... eration levels for different network structures over 100 runs of.














[image: alt]





The Evolution of Cultural Evolution 

for detoxifying and processing these seeds. Fatigued and ... such as seed processing techniques, tracking abilities, and ...... In: Zentall T, Galef BG, edi- tors.














[image: alt]





Cooperation Characteristics of the Public and Civil Sectors that ... 

shape society's power relations generally, and last but not least from each ... function of creating sources provides access to several external sources, like tenders, private .... As alternative solutions, mostly public services were outsourced;.














[image: alt]





Sanctions, Cooperation, and the Stability of Plant ... 

Aug 18, 2008 - ANRV360-ES39-11. ARI. 18 August ...... Phylogenetic perspectives on nodulation: evolving views of plants and symbiotic bacteria. Trends Plant ...














[image: alt]





The coevolution of loyalty and cooperation 

as the ones involved in wikis or open source projects â€” that are mostly based on cooperative efforts while ... square lattice,â€� Phys. Rev. E, vol. 58, p. 69, 1998.














[image: alt]





Culture and cooperation 

In this paper, we provide an answer by analysing the data of Herrmann et al. (2008a) .... shall analyse in detail below, showed a large diversity of punishment ...














[image: alt]





Depth, Flexibility and International Cooperation: The Politics of ... - SSRN 

form of transitional flexibility or provisions that serve as safety valves in the long term. Both types of flexibility ... coding of the texts of these agreements allows us to establish measures of depth and flexibility for each of ... different flex














[image: alt]





BARGAINING AND THE EVOLUTION OF ... 

have an equilibrium in which agents play their stationary (feedback) strategies below a .... a&M ayi aq ue3 IO Lv2.wq.w aq ue3 E alayM 'I 11~ 103 [_M '01 01 'M.


























×
Report Recognition Memory and the Evolution of Cooperation





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















