









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Supplemental Material to “The Devil is in the Tails: Regression Discontinuity Design with Measurement Error in the Assignment Variable” by Zhuan Pei and Yi Shen September 2016 A



Theoretical Results



A.1 A.1.1



Proofs of Lemmas and Propositions Proofs of Lemmas 1 and 1F



Lemma 1 Under Assumptions DB, 1 and 2, LX ∗ ,UX ∗ , Lu and Uu are identified. Proof. The relationship D∗ = 1[X ∗  0. By Assumption 2, Pr(X ∗ = −1|D∗ = 1) =



Pr(X ∗ =−1) Pr(D∗ =1)



> 0 and Pr(X ∗ = 0|D∗ = 0) =



Pr(X ∗ =0) Pr(D∗ =0)



> 0. Con-



sequently, Assumption 2 translates into statements about the support of X ∗ |D∗ = 0 and X ∗ |D∗ = 1:



max{supportX ∗ |D∗ =1 } = −1 min{supportX ∗ |D∗ =0 } = 0



i.e. Assumption 2 allows us to pin down two of the six unknowns in (4). It follows that the remaining four



unknowns in (4), LX ∗ , UX ∗ , Lu and Uu are now exactly identified:



Lu = LX|D∗ =0 Uu = UX|D∗ =1 + 1 LX ∗



= LX|D∗ =1 − LX|D∗ =0



UX ∗



= UX|D∗ =0 −UX|D∗ =1 − 1



Lemma 1F Under Assumptions DB, 1F, 2F, 4 and 5, the support of u and the support of X ∗ conditional on D = 0 and D = 1 are identified. Proof. Using equation (4) but replacing D∗ with D therein, the upper and lower end points of the u distribution are given by



Uu = UX|D=1 + 1 Lu = −(UX|D=1 + 1)



(A1)



and those of the X ∗ |D = d (d = 0, 1) distributions are given by:



LX ∗ |D=1 = LX|D=1 − Lu LX ∗ |D=0 = LX|D=0 − Lu UX ∗ |D=1 = −1 UX ∗ |D=0 = UX|D=0 −Uu



A.1.2



(A2)



Proof of Proposition 1F



The proof of Proposition 1F follows in a similar way to that of Proposition 1. Because of the existence of nonparticipants, however, the distribution of X ∗ conditional D = 0 is also supported on negative integers. The number of parameters therefore is larger than that in the perfect compliance case even if the support of the unconditional X ∗ distribution does not change. It is straightforward to show that the convolution



relationships under Assumption 1F again lead to a system of equations QF pF = bF : 



1 qU u −1    q1  Uu −2   ..   .    1  q  Lu +LX1 ∗   0    ..   .   ..   .    0     1  0 |



0 1 qU u −1 1 qU u −2



.. . q1L +L1 u X∗



···



0



0 −qU 0



0



+Uu X∗



···



0



0 −qU 0 +U −1 u X∗



···



.. .



.. . −q0L0



0 −qU X ∗ +Uu 0 −qU X ∗ +Uu −1



.. .



··· ···



0



···



.. .



···



0



−q0L0 +L u X∗



···



0 −qU X ∗ +Uu



.. . .. .



0 .. .



··· ···



.. .



0



0



···



−q0L0



···



0



···



1 qU u −1



0



1 qU u −2 .. .



X∗



+Lu



0 −qU



0 .. .



···



0



···



1



···



1



0



0



···



0



0



···



0



1 {z



1



···



1



···



q1L



1 u +LX ∗







0



X ∗ +Uu −1



X∗



QF : (KXF∗ +Ku )×KXF∗



+Lu



 0    pU 0 ∗ X   0  p 0 −1 U  X∗  ..   .     p0   L0 ∗ +1  X    p0 0  LX ∗     p1−1     p1−2   ..   .   1  pL1  ∗ {zX | F } pF :KX ∗ ×1



              =             



                  



0







         0    0     1   1 | {z } 0 .. .



(A3)



bF : (KXF∗ +Ku )×1



}



Note that in (A3), we 1) adopt the notation LX ∗ |D=d = LXd ∗ , UX ∗ |D=d = UXd ∗ for d = 0, 1; 2) define KXF∗ = UX0 ∗ − LX0 ∗ − LX1 ∗ + 1 and 3) use the superscript 1 and 0 to indicate conditioning on D = 1 and D = 0 (as opposed to D∗ = 1 and D∗ = 0 in (8)). Analogous to (8), the number of rows in QF is Ku more than the number of columns. Full column rank in QF is again a necessary and sufficient condition for identification. A.1.3



Proof of Propositions 2 and 2F



Proposition 2 Under Assumptions DB, 1Y, 2Y and 3Y, the conditional expectation function E[Y |X ∗ ] is identified for model (1). Proof. Assumption 1Y implies that X ∗ ⊥ ⊥ u conditional on Y . Therefore, the distribution of X ∗ is identified from the observed joint distribution of (X, D∗ ) conditional on each value of Y by Proposition 1. That is, we can obtain the X ∗ distribution conditional on Y , Pr(X ∗ = x∗ |Y = y) for all x∗ and y = 0, 1. Consequently, E[Y |X ∗ = x∗ ] is recovered by Bayes’ Theorem since the marginal distribution of Y is observed in the data. In the binary case, E[Y |X ∗ = x∗ ] =



Pr(X ∗ = x∗ |Y = 1) Pr(Y = 1) ∑y Pr(X ∗ = x∗ |Y = y) Pr(Y = y)



(A4)



Proposition 2F Under Assumptions DB, 1FY, 2FY, 3FY, 4 and 5, the conditional expectation functions E[Y |X ∗ ] and E[D|X ∗ ] are identified for model (2). Proof. Analogous to arguments in the previous section, Assumptions DB, 1FY, 2FY, 3FY, 4 and 5 are sufficient conditions for identifying the X ∗ distribution conditional on (D,Y ) from the conditional distribution of X given (D,Y ). It follows that Pr(X ∗ = x∗ |D = d) and Pr(X ∗ = x∗ |Y = y) for d, y = 0, 1 are identified because Pr(Y = y|D = d) and Pr(D = d|Y = y) are observed in the data: Pr(X ∗ = x∗ |D = d) = ∑ Pr(X ∗ = x∗ |D = d,Y = y) Pr(Y = y|D = d)



(A5)



Pr(X ∗ = x∗ |Y = y) = ∑ Pr(X ∗ = x∗ |D = d,Y = y) Pr(D = d|Y = y)



(A6)



y



d



Consequently, E[D|X ∗ = x∗ ] and E[Y |X ∗ = x∗ ] are recovered by an application of the Bayes’ Theorem



A.1.4



E[D|X ∗ = x∗ ] =



Pr(X ∗ = x∗ |D = 1) Pr(D = 1) ∑d Pr(X ∗ = x∗ |D = d) Pr(D = d)



(A7)



E[Y |X ∗ = x∗ ] =



Pr(X ∗ = x∗ |Y = 1) Pr(Y = 1) . ∑y Pr(X ∗ = x∗ |Y = y) Pr(Y = y)



(A8)



Proof of Propositions 4 and 4F



Proposition 4 (a) Under Assumptions 1 and 7, the distributions of X ∗ and u are identified. (b) Under Assumptions 1Y, 2C and 7, δsharp is identified. Proof. Proof of part (a) is based on Schwarz and Bellegem (2010). Let fa and fb be two candidate distributions for X ∗ |D∗ = 1, and let σa and σb (σa < σb ) be two candidates for σ . Suppose ( fa , σa ) and ( fb , σb ) are observationally equivalent, i.e. fa ∗φ (0, σa2 ) = fb ∗φ (0, σb2 ) = g, where g is the density function of X|D∗ = 1. It follows from properties of normal random variables that f1 = f2 ∗ φ (0, σa2 − σb2 ). A contradiction arises because f1 is only supported on the negative part of the real line but f2 ∗ φ (0, σa2 − σb2 ) is supported on the entire real line. Hence, σa = σb and the continuous density of X ∗ |D∗ = 1 on x∗ ∈ (−∞, 0) is identified by the one-to-one correspondence between characteristic function and probability density fX ∗ |D∗ =1 (x∗ ) = 1 R ∞ −itx ϕX|D∗ =1 (t) 2π −∞ e ϕu (t) dt,



where ϕA denotes the characteristic function of the random variable A (note that



1



2 2



ϕu (t) = e− 2 σ t , which appears in the denominator of the integrand, is nonzero for all t). The distribution of X ∗ |D∗ = 0 is identified analogously. Since Pr(D∗ = d) is observed for d = 0, 1, we can identify the unconditional X ∗ distribution: fX ∗ (x∗ ) =



1



∑ fX |D =d (x∗ ) Pr(D∗ = d) ∗



∗



(A9)



d=0



For part (b), the idea of the proof is the same as that of Proposition 2. The identification of the X ∗ density for each value of Y , fX ∗ |Y =y (y), is given by the combination of Assumption 1Y and Proposition 4(a). We can then identify the conditional expectation function using: R ∗



∗



E[Y |X = x ] = R



y fX ∗ |Y =y (x∗ )dFY (y) . fX ∗ |Y =y (x∗ )dFY (y)



(A10)



Assumption 2C guarantees that the denominator of (A10) is nonzero and that E[Y |X ∗ = x∗ ] is defined for x∗ in a neighborhood of zero. Taking the difference in the limits of E[Y |X ∗ = x∗ ] across the threshold identifies δsharp . Proposition 4F (a) Under Assumptions 1F, 4 and 7, the distributions of X ∗ and u are identified. (b) Under Assumptions 1FY, 2C, 4 and 7, δ f uzzy is identified. Proof. For part (a), fX ∗ |D=1 and σ are identified the same way as in Proposition 4(a) by following Schwarz and Bellegem (2010). After pinning down σ , fX ∗ |D=0 is identified from inverse Fourier transform fX ∗ |D=0 = 1 R ∞ −itx ϕX|D=0 (t) 2π −∞ e ϕφ (0,σ 2 ) (t) dt.



The unconditional density, fX ∗ is identified by applying equation (A9) with D∗



replaced by D. Finally, part (b) of Proposition 4F can be proved using equation (A10) and the continuous analog of (A7).



A.1.5



Proof of Proposition 5



We prove the following lemma, which Proposition 5 trivially follows. Lemma 3 Suppose Assumption 2C holds and that fX ∗ is continuous at 0. If Fu satisfies



lim



x→∞



1 − Fu (x + v) =0 1 − Fu (x)



for all v > 0,



then lim E[Y |X = x, D∗ = 1] = lim E[Y |X ∗ = x∗ ]. ∗



x→∞



x ↑0



(A11)



Symmetrically, if Fu (x − v) =0 x→−∞ Fu (x)



for all v > 0,



lim



then lim E[Y |X = x, D∗ = 0] = lim E[Y |X ∗ = x∗ ]. ∗



x→−∞



x ↓0



(A12)



Proof. By symmetry, it suffices to prove (A11). To this end, note that E[Y |X = x, D∗ = 1] =E[Y |X ∗ + u = x, X ∗ < 0] =E[E[Y |X ∗ , u]|X ∗ + u = x, X ∗ < 0] =E[g(X ∗ )|X ∗ + u = x, X ∗ < 0],



where g(x∗ ) ≡ E[Y |X ∗ = x∗ ] = E[Y |X ∗ = x∗ , u] since Y and u are independent. The conditional density of X ∗ , given X ∗ + u = x and X ∗ < 0, is



ϕ(−v) = R ∞ 0



fX ∗ (−v) fu (x + v) , fX ∗ (−v) fu (x + v)dv



v > 0.



Therefore E[g(X ∗ )|X ∗ + u = x, X ∗ < 0] Z ∞



=



g(−v)ϕ(−v)dv 0



Z ∞



= 0



g(−v)dµx ,



where µx is the conditional distribution of −X ∗ given X ∗ + u = x and X ∗ < 0, with density function ϕ. fu (x+v) Denote by ηx the conditional distribution of u − x given u − x > 0, then it has density ψ(v) = 1−F , v> u (x)



0. Thus µx is absolutely continuous with respect to ηx , with the density ϕ(−v) fX ∗ (−v) dµx (v) = = R∞ . fu (x+v) dηx ψ(v) 0 f X ∗ (−v) 1−Fu (x) dv Since fX ∗ is continuous at 0 and fX ∗ (0) > 0, there exist ε > 0, δ > 0, such that fX ∗ (−v) ≥ ε for all v ∈ [0, δ ]. Therefore fu (x + v) dv 1 − Fu (x) 0 Z δ fu (x + v) dv ≥ ε 1 − Fu (x) 0 Fu (x + δ ) − Fu (x) =ε . 1 − Fu (x) Z ∞



fX ∗ (−v)



By assumption, Fu (x + δ ) − Fu (x) →1 1 − Fu (x) Thus for x large enough,



Fu (x+δ )−Fu (x) 1−Fu (x)



as x → ∞.



is bounded from below by a positive constant. Hence dµx (v) ≤ c · fX ∗ (−v) dηx



for some constant c when x is large enough. For any a > 0, Z a



ηx ([0, a]) =



ψ(v)dv = 0



1 − Fu (x + a) Fu (x + a) − Fu (x) = 1− →1 1 − Fu (x) 1 − Fu (x)



as x → ∞



by assumption. Hence ηx converges in distribution to Dirac measure δ0 as x → ∞. Absolute continuity of µx



with respect to ηx then implies that µx converge in distribution to δ0 as well. As a result, lim E[Y |X = x, D∗ = 1]



x→∞



= lim E[g(X ∗ )|X ∗ + u = x, X ∗ < 0] x→∞



Z ∞



= lim



x→∞ 0



g(−v)dµx



= lim g(x∗ ) ∗ x ↑0



= lim E[Y |X ∗ = x∗ ]. ∗ x ↑0



A.2



Example Documenting a Nonidentified Case in Subsection 3.1



Let supportX ∗ = {−3, −2, −1, 0, 1, 2}, the vectors of probability masses (p1−3 , p1−2 , p1−1 ) = (p00 , p01 , p02 ) = ( 14 , 14 , 12 ) and r1 = 12 . Let supportu = {−1, 0, 1}; and (m−1 , m0 , m1 ) = ( 12 , 14 , 14 ). It follows that the observed 3 3 3 1 vectors of probabilities are (q1−4 , q1−3 , q1−2 , q1−1 , q10 ) = (q0−1 , q00 , q01 , q02 , q03 ) = ( 18 , 16 , 8 , 16 , 8 ), and the resulting



9 × 6 matrix 



1 8



   3  16   3  8   3   16  1 Q=  8    0    0    1   0







0



− 81



0



1 8



0



3 − 16



− 81



0



3 16



1 8



− 38



3 − 16



− 81



3 8



3 16



3 − 16



− 83



3 − 16



3 16



3 8



− 18



3 − 16



− 83



1 8



3 16



0



− 81



3 − 16



0



1 8



0



0



− 81



1



1



0



0



0



0



0



1



1



1



0



0                         



is only of rank 4. The result of nonidentification is intuitive because we can “switch” the p and m vectors and the alternative distributions ( p˜1−3 , p˜1−2 , p˜1−1 ) = ( p˜00 , p˜01 , p˜02 ) = ( 12 , 14 , 14 ) and (m˜ −1 , m˜ 0 , m˜ 1 ) = ( 14 , 14 , 21 ) give rise to the same distributions of X|D∗ = 1 and X|D∗ = 0 as (p1−3 , p1−2 , p1−1 ), (p00 , p01 , p02 ) and (m−1 , m0 , m1 ).



A.3



Identification of the Measurement Error Distribution in Lemma 2



The ml ’s are identified after the p1k ’s and the p0k ’s are identified because they solve the following linear system: 



pU1 X ∗



  1  p  UX ∗ −1  ..  .     p10    0   ..  .   ..   .    0     p0−1    p0−2   ..  .     p0LX ∗    0   ..  .   ..  .   0 |



···



0 pU1 X ∗



···



pU1 X ∗ −1 · · · .. . ··· p10



0 0 .. . 0



···



pU1 X ∗



0 .. .



···



pU1 X ∗ −1



···



.. .



0



···



p10



0



···



p0−1



···



p0−2 .. .



···



0 .. . .. .



···



0



p0LX ∗



···



p0−1



0 .. .



··· ···



p0−2 .. .



0



···



p0LX ∗



{z



(KX ∗ +2Ku −2)×Ku



                                     |           



 mUu mUu −1 .. . m0 .. . mLu +1 mLu {z



Ku ×1







qU1 X ∗ +Uu



    q1   UX ∗ +Uu −1   ..     .       q1Lu   =       qU0 u −1       qU0 −2 u     ..   .   } q0Lu +LX ∗ {z |



                      



(KX ∗ +2Ku −2)×1



(A13)



}



}



Denote system (A13) with the compact notation Pm = q, where P is the (KX ∗ + 2Ku − 2) × Ku matrix containing the already known p1k and p0k ’s, m is the Ku × 1 vector containing the ml ’s, and q is the (KX ∗ + 2Ku − 2) × 1 vector containing the constant q1i ’s and q0i ’s. The fact r1 , r0 > 0 implies that KX ∗ ≥ 2, and Ku ≥ 1 by construction. Together, they imply that KX ∗ + 2Ku − 2 > Ku , which means that there are more rows than columns in P. Because Pk1 > 0 for some k, the columns in P are linearly independent. Therefore, any solution that solves (A13) is unique, and the parameters ml ’s are consequently identified by solving (A13).



A.4



Nonidentifiability When X ∗ and u Have Discrete and Unbounded Support



Following the identification result in Subsection 3.1, a natural question arises: how does the result extend to the case where the support of the discrete assignment variable is unbounded? While a sufficient condition for identification is left for future research, we show in this section that the model is not always identified by constructing two sets of observationally equivalent distributions. The general nonidentifiability result may not be surprising given the absence of an infinite-support-counterpart to Assumption 3, but the construction of the example is not straightforward as the technique used in the construction of a not-full-rank Q in the Subsection A.2 no longer applies when supports of X ∗ and u are infinite. We construct two sets of infinitely supported distributions of X ∗ and u that are observationally equivalent, i.e. they give rise to the same joint distribution (X, D∗ ). In particular, we specify discrete probability mass functions, {p1a , p0a , ma } and {p1b , p0b , mb } (where p1j and p0j ( j = a, b) denote the conditional probability mass functions of X ∗ |D∗ = 1 and X ∗ |D∗ = 0, respectively) such that 1. the support of p1a , p1b is the set of negative integers {−1, −2, −3, ...}; 2. the support of p0a , p0b is the set of nonnegative integers {0, 1, 2...}; 3. q1 ≡ p1a ∗ ma = p1b ∗ mb and q0 ≡ p0a ∗ ma = p0b ∗ mb where ∗ denotes convolution. As in the Subsection 3.1, the probability mass functions q1 and q0 are the observed distribution of the noisy assignment variable X conditional on D∗ = 1 and D∗ = 0, respectively. Note that Assumptions 1 and 2 still hold in the construction of the example. It is useful to consider yet again the moment generating functions of the distributions, which we denote by {Pa1 (t), Pa0 (t), Ma (t)} and {Pb1 (t), Pb0 (t), Mb (t)}.1 Again, we can translate the convolutions of the distributions p1a ∗ ma = p1b ∗ mb and p0a ∗ ma = p0b ∗ mb into products of MGF’s Pa1 (t)Ma (t) = Pb1 (t)Mb (t) and Pa0 (t)Ma (t) = Pb0 (t)Mb (t). It follows then that Pbd (t) = Pad (t)



Ma (t) for d = 0, 1 Mb (t)



(A14)



Loosely speaking, the supports of p1a and p1b are preserved under convolution with the “distribution” represented by 1 When



Ma Mb (t).



the support is unbounded, the question of convergence naturally arises regarding the moment generating functions. We are not concerned with the convergence issue and use the MGF’s in the formal sense as we are only interested in the coefficients of the eti terms.



To construct the two sets of distributions, we first specify



Ma Mb (t),



Pa1 (t), Pa0 (t) and Mb (t), and then show



that Pb1 (t) and Pb0 (t) obtained following (A14) are moment generating functions for valid probability distributions that are supported on the negative and nonnegative integers, respectively. Finally, we check that Ma (t) constructed by



Ma Mb (t)Mb (t)



represents a valid probability distribution.



Let Ma (t) = ca/b (x + ∑ (−x)|n|−1 etn ) Mb n6=0 Pa1 (t) = c1a (



x2 −t e + ∑ x|n|−1 etn ) 1 + x2 n6−2



Pa0 (t) = c0a (



x2 + ∑ x|n| etn ) 1 + x2 n>1



Mb (t) =



1 1 (P (t) + Pa0 (t)) 2 a



where x is any constant in the interval (0, 1), and ca/b = constants so that



Pb1 (t)



Ma Mb (0)



=



c1a = c0a =



1−x+x2 −x3 x+x2



are normalizing



= Pa1 (0) = Pa0 (0) = 1 (and consequently Mb (0) = 1). Using (A14), we obtain



ca/b c1a



Pb0 (t) = ca/b c0a Ma (t) =



x+1 , x2 +x+2



! x|n| (x2 + 3) tn |n| |n|−2 tn xe + e + ∑ ∑ (x + x )e x2 + 1 n6−2 and n even n6−3 and n odd ! x|n|+1 (x2 + 3) tn |n|+1 |n|−1 tn x+ e + ∑ ∑ (x + x )e x2 + 1 n>1 and n odd n>2 and n even −t



1 1 [P (t) + Pb0 (t)] 2 b



Note that Pb1 (t) only contains negative powers of et and that Pb0 (t) only contains nonnegative powers of et . Also, all coefficients of powers of et in Pb1 , Pb0 and Ma are strictly positive with Pb1 (0) = Pb0 (0) = Ma (0) = 1. Thus, Pb1 , Pb0 and Ma represent valid probability distributions that satisfy the support requirement mentioned above. Hence, the distributions of X ∗ and u are not always identified from model (3) when their supports are not finite.



A.5



Identification and Estimation Relaxing the Binary Y Restriction



In this subsection, we supply the details in Subsections 3.3 and 3.4 when we relax the restriction that Y is binary. We first discuss identification by generalizing Propositions 2 and 2F. Let FY denote the observed



c.d.f. of Y . Generalizing Propositions 2 and 2F, we can still identify Pr(X ∗ |Y = y) for each value of y and subsequently identify E[Y |X ∗ = x∗ ] in both the sharp and fuzzy design using ∗



∗



R



E[Y |X = x ] = R



y Pr(X ∗ = x∗ |Y = y)dFY (y) . Pr(X ∗ = x∗ |Y = y)dFY (y)



(A15)



For estimation with a continuously distributed Y , note that as a special case of (A15),



∗



E[Y |X = k] =



Z



y



Pr(X ∗ = k|Y = y) fY (y) dy, Pr(X ∗ = k)



where fY is observed the p.d.f. of Y . The idea for the next step is to approximate the integral by the sum of the terms evaluated on grids of y.2 We can estimate Pr(X ∗ = k) using results in Subsection 3.4 and estimate fY (y) with a standard kernel density estimator. For Pr(X ∗ = k|Y = y), take a sequence of bandwidths hN satisfying hN → 0 and NhN → ∞ as N → ∞. For each N, we can identify the supports of X ∗ and u condition on Y ∈ [y − hN , y + hN ]. Asymptotically this will give the true support of X ∗ and u condition on Y = y under mild conditions (e.g., the support of X ∗ given y only changes on a discrete set of y). Meanwhile, it is standard to estimate the distribution of X given D∗ = d and Y = y for d = 0, 1, despite the fact that D∗ is discrete and Y is continuous.3 This, along with the information on the supports of X ∗ and u, allows us to estimate Pr(X ∗ |Y = y). This approach has two drawbacks. First, in order to closely approximate the integral, the procedure is computationally burdensome. Second, if the support of X is wide, the procedure will require a large sample size for the estimates to be reliable.



B



Details in the Empirical Illustration



B.1



Analysis Sample Construction for Empirical Illustration



Unlike Card and Shore-Sheppard (2004), who combine RD and difference-in-differences designs using both the age and income eligibility rules in Medicaid, we apply an RD design using only the income eligibility cutoff rule. Therefore, we make further restrictions to the analysis sample to simply the interpretation of the estimated effects. In particular, the interaction between cash welfare (also known as Aid to Families with Dependent Children or AFDC before 1996) and Medicaid obscures the causal effect of taking up Medicaid 2 We 3 See



thank a referee for this suggestion. Li and Racine (2007) for details in nonparametric density estimation methods with mixed covariates.



on private insurance coverage. For individuals whose Medicaid and AFDC income eligibility thresholds coincide, any difference in private insurance coverage for groups just above and below the threshold is attributed to the combined receipt of Medicaid and AFDC. Therefore, we restrict our sample to those whose Medicaid threshold is strictly higher than their families’ AFDC cutoff for the gross income test. This restriction reduces the sample size from 55,021 to 12,534, and the lowest Medicaid threshold in our sample is 100% of the federal poverty line. We further restrict the sample by dropping the children for whom the reported family income is zero. By matching SIPP to Social Security Summary Earnings Records, Pedace and Bates (2000) find that 89% of the SIPP respondents who report zero earnings had zero earnings. Therefore, one may suspect that the measurement error structure for those who report zero earnings is drastically different from those who do not. Making this restriction reduces the sample size to 11,376.



B.2



Formulation of the Parametric Continuous Model



In the second approach adopted in Section 5, we treat X ∗ (and u) as continuous and specify X ∗ as a transformation of a smoothly distributed random variable S:



X∗ =



    S     0       S



if S 6 0 with prob p if S > 0



.



(A16)



with prob(1-p) if S > 0



This specification allows for bunching in X ∗ at the income threshold, which is motivated by neoclassical labor supply models (e.g. Saez (2010), Kleven and Waseem (2013), and see Jales and Yu (2016) for a review). The parameter p, which potentially depends on the value of S, denotes the degree of bunching – there is no bunching or discontinuity when p = 0. For simplicity, we assume that S is normally distributed with mean µ and variance σS2 , but we can be more flexible by assuming a mixture normal distribution that is less restrictive. Together, with equation (A16) and the normality assumption for S, we can express the FX ∗ using p, µ, and σS . For ease of exposition, we will use fX ∗ to denote the corresponding “density” of X ∗ , which invokes the Dirac Delta function to account for bunching at zero. To be consistent with the discrete formulation, we assume a one-sided fuzzy design and impose a logit



functional form in the first stage and outcome relationships: Pr(D = 1|X ∗ ) = = 1|X ∗ ) =



Pr(Y



1



∗ ∗k 1[X 


1 ∗k ∗k 1 + e− ∑ βk X +δ D+∑ γk D·X



.



Maintaining the classical measurement error assumption, we can write down the likelihood for each observation (Xi , Di ,Yi ) L(Xi , Di ,Yi )



=



1



∏[ fX|D,Y (Xi |Di = d,Yi = y) Pr(Di = d,Yi = y)] [Di =d,Yi =y] d,y



Z



=



∏[



1[D =d,Y =y] i i



fX ∗ |D,Y (x∗ |Di = d,Yi = y) fu (Xi − x∗ )dx∗ Pr(Di = d,Yi = y)]



(A17)



d,y



where fX ∗ |D,Y (x∗ |Di = d,Yi = y) = R



Pr(Yi = y|X ∗ = x∗ , Di = d) Pr(Di = d|X ∗ = x∗ ) fX ∗ (x∗ ) . Pr(Yi = y|X ∗ = x∗ , Di = d) Pr(Di = d|X ∗ = x∗ ) fX ∗ (x∗ )dx∗



We employ the distr package in R (Ruckdeschel and Khol (2014)) to compute the likelihood.



B.3



Assessing the Fit of the Parametric Continuous Model



In this subsection, we assess the fit of the continuous model in Table A.4 and Figure A.1. Since the model provides a parametric representation of the joint distribution (X, D,Y ), we examine its fit by putting the estimated parameters back to the model and gauging its success in predicting 1) the four probabilities Pr(D = d,Y = y) for d, y = 0, 1 and 2) the X distribution within each of the four subgroups. Table A.4 compares the actual and model predicted probabilities, and the model prediction errors appear to be less than 1 percentage points for all four probabilities. Figure A.1 superimposes the model predicted X distribution (line) on top of the observed X histogram (bar) within each of the four subgroups, and in all four panels the model prediction captures the shape of the histograms. Overall, the parametric continuous model fits the data reasonably well.



Figure A.1: Actual vs. Model Predicted Income Distribution
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(c): Actual vs. Model Predicted Income Distribution Group: Medicaid=0, Private Insurance=0



(d): Actual vs. Model Predicted Income Distribution Group: Medicaid=0, Private Insurance=1
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(b): Actual vs. Model Predicted Income Distribution Group: Medicaid=1, Private Insurance=1
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Note: Model predictions are derived using parameter estimates in Table A.3.
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Table A.1: Mapping between Box-Cox Transformed and Actual Income Measures for a Child in a FourPerson Families Facing Various Medicaid Eligibility Cutoffs in 1991



Medicaid Eligbility Cutoff 100% FPL Transformed Income Value -30 -15 -5 -1 0 1 5 15 30



133% FPL



185% FPL



200% FPL



Dollar Amounts (in 1991 dollars) $0.01 $147 $652 $1,010 $1,117 $1,231 $1,764 $3,727 $8,806



$1.9 $250 $913 $1,356 $1,486 $1,623 $2,257 $4,527 $10,207



$16 $442 $1,341 $1,904 $2,066 $2,237 $3,015 $5,710 $12,210



$24 $503 $1,467 $2,063 $2,233 $2,413 $3,230 $6,039 $12,754



Note: Each dollar amount represnets the actual monthly family income of a child given the value of the transformed family income and the Medicaid eligiblity cutoff she faces (the cutoff depends on the age of the child and her state of residence). The calculations above are based on a Box-Cox Transformation Parameter of 0.33, which is used in Figures 8 and A.1. A dollar in 1991 is equivalent to $1.75 in 2016, and the 1991 monthly FPL for a family of four is $1117.



Table A.2: Discontinuity Estimates for Income Distribution and Medicaid and Private Insurance Coverage: Discrete Model



(1)



(2)



(3)



Income Distribution Discontinuity



Medicaid Discontinuity



Private Insurance Discontinuity



(4)



(5)



Box-Cox Transformation Parameter



Percentage Trimmed



0.3



1%



-0.017** (0.008)



-0.145*** (0.062)



0.031 (0.122)



0.214 (0.288)



0.55



1.5%



-0.007 (0.011)



-0.226** (0.104)



0.053 (0.140)



0.235 (0.276)



0.05



2%



-0.004 (0.007)



-0.213*** (0.083)



0.070 (0.124)



0.329 (0.259)



0.06



2.5%



0.001 (0.010)



-0.202** (0.100)



0.088 (0.105)



0.436 (0.399)



0.09



1%



-0.005 (0.016)



-0.196** (0.105)



0.067 (0.122)



0.342 (0.360)



0.48



1.5%



-0.007 (0.025)



-0.230*** (0.062)



0.073 (0.085)



0.317 (0.268)



0.25



2%



-0.017 (0.021)



-0.201*** (0.077)



-0.016 (0.124)



-0.080 (0.357)



0.33



2.5%



-0.007 (0.009)



-0.255*** (0.095)



0.105 (0.105)



0.412 (0.421)



0.21



1%



-0.018 (0.020)



-0.193** (0.110)



0.039 (0.098)



0.202 (0.242)



0.58



1.5%



0.009 (0.007)



-0.205*** (0.066)



-0.029 (0.077)



-0.141 (0.282)



0.27



2%



-0.003 (0.010)



-0.210*** (0.069)



0.024 (0.082)



0.114 (0.205)



0.36



2.5%



0.009 (0.015)



-0.241*** (0.090)



0.020 (0.102)



0.083 (0.187)



0.38



0.33



0.35



p-value Estimated from OverCrowd-out ID Test



Note: Reported are the discontinuity estimates in the true income distribution, Medicaid coverage, and private insurance coverage, respectively. Standard errors are in parentheses. *, ** and *** represent p


Table A.3: Discontinuity Estimates for Income Distribution and Medicaid and Private Insurance Coverage: Continuous Model



Percent Bunching Medicaid Coverage Discontinuity Crowd-out Estimate



Point Estimate



Standard Error



0.000



(0.001)



-0.125*** 0.012



(0.017) (0.031)



Note: Box-Cox Transformation parameter set to be 0.33, and the trimming percentage at 1%. Discontinuities are calculated based on maximum likelihood estimates. First stage is specified as a one-sided logit with second-order polynomial terms in transformed income variable. Outcome equation is specified as a logit with second-order polynomial terms in transformed income and the Medicaid dummy.



Table A.4: Model Predicted v.s. Actual Subgroup Proportions



Population



Model Predicted



Actual



Medicaid=1, Private=0



11.20%



12.00%



Medicaid=1, Private=1



2.35%



2.12%



Medicaid=0, Private=0



14.00%



13.20%



Medicaid=0, Private=1



72.40%



72.70%



Note: Model predictions are derived using parameter estimates in Table A.3.
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