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ABSTRACT This paper presents a novel model of reinforcement learning agents. A feature of our learning agent model is to integrate analytic hierarchy process (AHP) into a standard reinforcement learning agent model, which consists of three modules: state recognition, learning, and action selecting modules. In our model, AHP module is designed with primary knowledge that human intrinsically should have in order to attain a goal state. This aims at increasing promising actions of agent especially in the earlier stages of learning instead of completely random actions as in the standard reinforcement learning algorithms. We adopt profit-sharing as a reinforcement learning algorithm and demonstrate the potential of our approach on two learning problems of a pursuit problem and a Sokoban problem with deadlock in the grid-world domains, where results indicate that the learning time can be decreased considerably for the problems and our approach efficiently avoids the deadlock for the Sokoban problem. We also show that bad effect that can be usually observed by introducing a priori knowledge into reinforcement learning process can be restrained by a method that decreases a rate of using knowledge during learning.



Keywords Reinforcement Learning, Analytic Hierarchy Process, Profit Sharing, Pursuit problem, Sokoban, Deadlock



1.



INTRODUCTION



Many problems encountered with real-world include uncertain environments. Therefore, it is very difficult for humans to program intelligent machines or agents that work well or adapt against for such practical environments. To overcome such difficulties, many architectures and approaches have been proposed for the design of intelligent agents, such as Belief-Desire-Intention [4], Brook’s subsumption [5], etc. Reinforcement learning [9, 14] is also expected as one of the most promising techniques for creating agents for real world problems and multi-agent environments. The most important features of reinforcement learning are trial-and-error
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search and delayed reward. These mean that a reinforcement learning agent is initially unaware of its environment and must learn everything. This must be neither realistic nor effective. Its compensation is that the learning does never progress if the trials fail. Such failed trials occur when the finite computational memory is not enough and a problem itself contains deadlock states during the agent learning. In the real world problems, there are some cases that agents must get through the work quickly. Such cases appear in soccer game, controlling traffic signal, etc. Particularly it is very hard to apply agents still in progress of standard reinforcement learning to the problem cases, because the agents cannot work well quickly in the soccer game and it affects a person’s life in the controlling traffic signal. In addition, there is a troublesome state called deadlock in learning problems. If an agent is in deadlock, the learning does never progress. Therefore, it is important to overcome such drawbacks and to grope about its possibility as a new trend for research of reinforcement learning in order to create practical agents that work well even in the early learning stages. One way to overcome the above drawbacks to reinforcement learning approaches may be to use knowledge so that agent(s) performs promising actions even at the start point of learning rather than random ones. For example, Dixon et al. [7] presented a general and intuitive approach for incorporating previously learned information and prior knowledge into the reinforcement learning process. They showed that learning time can be reduced for mobile-robot and gridworld domains. Unemi [16] presented a reinforcement learning with human knowledge as an intrinsic behavior. He showed that the performance can be improved drastically by introducing relatively simple knowledge for mobile-robot navigation. In this paper, we also follow such realistic manners in the previous researches mentioned above. Our basic idea is to introduce primary knowledge into reinforcement learning process in order to improve the learning. The primary knowledge used in our approach is one of the most simple and fundamental ones that human intrinsically should have as behavior in order to attain a goal state. To incorporate the knowledge into reinforcement learning methods, we use a decision-making method, Analytic Hierarchy Process (AHP) [12]. A new module of AHP designed with the knowledge works into the standard reinforcement learning agent model, which consists of three modules: state recognition,



Table 1: An example of pairwise comparison matrix. CRITERIA A1 A2 .. . Ai



Figure 1: Standard agent model.



A2 V12 1 .. . 1/V2i



··· ··· ··· .. . ···



Ai V1i V2i .. . 1



whether a reward r is generated. If there is no reward, the agent stores the state-action pair so-called rule (si , ai ) in its Episodic Memory, and repeats this cycle until a reward is generated. The process of moving from an initial state to the final reward state is called an episode. When a reward is given to the agent, the rules stored in its episodic memory are reinforced at once. In the profit-sharing, the rules on an episode are reinforced by



learning, and action selecting modules (see Figure 1 for the standard reinforcement learning agent model). The AHP is a powerful and flexible decision-support technique for complex multicriteria decision problems. By decomposing a problem into a hierarchical structure, AHP helps decision makers cope with complexity. The weights of the decision criteria and the priorities of the alternatives are determined by comparing two elements at a time, verbally expressing the intensity of preference for one element over the other. By this pairwise comparison process, AHP enables incorporation of both qualitative and quantitative aspects of the decision problem. Our idea for introducing the AHP module is to control agent’s actions based on the weights of the possible agent’s actions (namely, alternatives) obtained via the AHP module such that agent(s) selects a suited action for a current environment state during the learning. To the best of our knowledge, such a fusion is the first attempt to create intelligent agents by reinforcement learning. As a learning method for creating agents, we adopt profitsharing [8], which is one of the experience-based reinforcement learning methods, rather than Q-learning [17] because profit-sharing is known to be suitable for multi-agent reinforcement learning systems [1]. To evaluate our approach, we test a profit-sharing reinforcement learning method with our agent model on two grid-world problems: a pursuit problem as a multi-agent learning problem and a Sokoban as a single-agent problem with deadlocks. Computational results show that for the two problems, our approach is able to considerably improve the learning speed in the early learning stage and for the Sokoban our approach efficiently avoids the deadlock states. We also demonstrate that bad effect that can be usually observed by introducing a priori knowledge into reinforcement learning process can be restrained by a method (described at section 5.2) that gradually decreases a current rate of using knowledge during learning.



2.



A1 1 1/V12 .. . 1/V1i



w(si , ai ) ← w(si , ai ) + f (r, i), where w(si , ai ) stands for the weight of rule at time i within the episode and f is the reinforcement function that assigns a reward r among rules in the episode. In this formula, the weight of each rule is reinforced according to its distance from the final reward state. We call a subsequence of an episode a detour when different actions are selected for the same state in an episode. The rules on a detour are called ineffective rule. To control the ineffective rules, we use the following reinforcement function that satisfies the Rationality Theorem [10] of profit-sharing: f (r, j) =



1 f (r, j − 1), S



j = 1, . . . , W − 1,



where W is the maximum episode length, S is the maximum number of conflicting rules in the same state, and S1 is the discount rate. In our profit-sharing algorithm, we use the Roulette Wheel Selection method in which an action is selected proportionately according to the amount of weights of the possible actions. This selection method is analogous to a roulette wheel with each slice proportional in size to the weight and is often used in profit-sharing algorithms.



3. ANALYTIC HIERARCHY PROCESS AHP was developed by Saaty [12], in which the hierarchy of components of the decisions were used in decision making process. The AHP is the decision-making support method which is designed to select the best from a number of alternatives evaluated with respect to several criteria. This method allows for some level of inconsistency in human judgments and provides some measures for limiting that. It is taken by carrying out pairwise comparison judgments which are used to obtain overall priorities for ranking the alternatives. To do that, the AHP is based upon the construction of a series of pairwise comparison matrices. A basic process of the AHP is described briefly. The AHP decomposes a given problem of decision making into a hierarchy structure. It generally consists of three hierarchies: GOAL, CRITERIA, and ALTERNATIVES (as shown in Figure 7). As shown in Table 1, we form a pairwise comparison matrix for each criterion, where the number in the ith row and jth column gives the relative importance of alternative Ai as compared with Aj . The pairwise comparisons



PROFIT SHARING



Profit-sharing [8] is one of the reinforcement learning methods that allows agents to learn effective behaviors from their experiences within dynamic environments. Profit-sharing is different from other reinforcement learning methods such as Q-learning [17], which is one of the DP-based reinforcement learning methods and makes the assumption that an environment can be modeled by a Markov Decision Process (MDP). In this paper, we adopt profit-sharing approach because it is known to be suited for dynamic or multi-agent environments rather than Q-learning [1, 2]. In multi-agent environments, each agent observes a state s, which is generally the partially available state of its environment at time i. An action a is then selected from the action set. After the action is selected, the agent determines
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Table 2: Fundamental Saaty’s Scale for pairwise comparison. Numerical Values Vij =1 Vij =3 Vij =5 Vij =7 Vij =9



Verbal Terms Equally Important Moderately more Important Strongly more Important Very strongly more Important Extremely more Important



Explanation the two alternatives (or objectives) are equal in importance Ai is weakly more important than Aj Ai is strongly more important than Aj Ai is very strongly more important than Aj Ai is absolutely more important than Aj



Figure 4: An instance of Sokoban problem. Figure 2: The pursuit problem.



Figure 3: An example of collision and its disposal.



Figure 5: An example of deadlock.



are translated from verbal terms to the numbers according to the fundamental Saaty’s scale for the comparative judgments shown in Table 2. Finally, each weight of the alternatives is calculated using a geometric average method to select the best from the set of the alternatives. Full details of the AHP can be found in [12].



is set to 3, and the number of hunters is 2. The purpose of the two hunters is to capture the randomly-moving prey agent, as shown in Figure 2(b), that is, the goal state is as follows: the prey is captured when two neighbor positions of horizontal or vertical directions (not oblique directions) are occupied by the two hunters. When reinforcement learning approaches are applied to domains such as the pursuit problem, we encounter two problems. The first one is perceptual aliasing that the agent is fooled into perceiving two or more different state as the same state in the “agent’s sensory limitation” [18]. The second problem is concurrent learning [13], in which the dynamics of the environment vary unpredictably as, due to learning, each agent modifies its own policies and behaviors asynchronously. These problems can result in non-Markovian properties within state transitions [2].



4.



LEARNING PROBLEMS



In the paper, two learning problems are taken from the grid-world arena: a pursuit problem for the multi-agent learning environment and a Sokoban problem with deadlock for the single-agent learning environment.



4.1 Pursuit problem Pursuit problem [3] has been known as one of the benchmark problems for multi-agent learning systems. Many studies [1, 11, 15] have been done using the problem. In this paper, we treat the following pursuit problem. In an n × n grid world (not torus), a single prey agent and multi-hunter agents are placed at random positions in the grid, as shown in Figure 2(a). On each time step, each of all the hunter and prey agents has five possible actions to choose from: moving up, down, left, right within the boundary, and stay at the current position (Therefore, the action set is UP, DOWN, LEFT, RIGHT, and STAY). We assume that each agent acts independently without communicating with each other and that every agent acts simultaneously at each time step. Two or more agents cannot occupy the same position. If two or more agents come into collision at the same position as shown in Figure 3, the collided agents get back to the positions where they were at the previous step. Each of all the agents has a limited visual field of depth d. Each agent recognizes the relative positions of any other agents within its visual field at each time step. In our setting of the pursuit problem, the limited visual field of depth d for each agent



4.2 Sokoban Problem Sokoban (Japanese for “warehouse keeper”) is a popular one-player computer game, which was created in 1982 by H. Imabayashi. It was proved to be PSPACE-complete by Culberson [6]. In this paper, we regard the game as a learning problem for a single-agent. Given a topology of warehouses and passageways, the objective is to push a number of cargos from their current locations to goal locations. Figure 4 shows a simple instance of Sokoban, where one cargo and one goal exist in a single warehouse of size 7 × 7. A warehouseman (agent) can take five actions (moving up, down, left, right within the boundary, and stay at the current position). The warehouseman can push a cargo according to the following three rules: (1) Warehouseman can push one cargo. (2) Warehouseman cannot push two or more cargo simultaneously. (3) Warehouseman cannot pull a cargo. Two or more objects cannot occupy the same position. However, a cargo and the goal can occupy the same position. The warehouse-
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the search space or it exploits the learning information obtained during learning. In our agent model, a new dilemma also occurs. The new one is whether an agent should use the learning information obtained or knowledge during learning. To overcome the new dilemma, we propose a composition method that the action weights given by both the learning and AHP modules are mixed with some rates in order to achieve an effective learning. The role of the AHP module is to obtain the action weights based on the designed primary knowledge according to a current environment state, and it is similar to that of the learning module. From this point of view, it is possible to use the AHP module and the learning module separately or simultaneously in the learning process. To generalize this, we provide the following composition method in order to mix the action weights sent from the AHP and learning modules to the action selecting module.



Figure 6: Our agent model with AHP module. man has a limited visual field of depth d, and recognizes a pillar (or wall), a cargo, and the goal in the visual field. In our setting of Sokoban, the limited visual field of depth d for the agent is set to 3. As for most of the single-agent problems, a solution can be found from any states. However, Sokoban becomes unsolvable if a warehouseman pushes a cargo into a corner or pillar (wall) in many cases. Such an unsolvable state is called deadlock. An example is shown in Figure 5. Since the warehouseman cannot pull the cargo, he can never attain the goal state.



5.



T W s = rate · AHP W s + (1 − rate) · LM W s (0 ≤ rate ≤ 1), where T W s is a total weight vector of the action weights that are sent to the action selection module, AHP W s is a vector for the action weights obtained from the AHP module, LM W s is a vector for the action weights given from the learning module, and rate is a parameter and denotes the ratio that determines how amount is used between AHP W s and LM W s. Note that the sum of action weights contained in each of AHP W s and LM W s vectors is regularized to 1 for each vector before the composition method is applied. We use the method with two ways. The first one called “fixed-rate method” is to use a fixed value of rate in the composition method during the learning. However, the AHP module does not carry out long-term improvements like the learning module does. Therefore, the weights of the AHP module may prevent the reinforcement learning process going well. In order to avoid this, the second way gradually decreases the value of rate per each episode by



OUR METHOD



Our basic idea is to introduce primary knowledge designed by AHP into reinforcement learning process in order to improve the learning speed. In this section, we describe our reinforcement learning agent model with AHP module, composition method for weights given from learning and AHP modules, and AHP design for primary knowledge on the pursuit and Sokoban problems.



5.1 Novel Agent Model The standard reinforcement learning agent generally consists of three modules: state recognition, learning, and action selecting modules, as shown in Figure 1. We propose a novel model of reinforcement learning agent. Figure 6 shows our agent model. The graphical difference between them is that the AHP module is just added on a parallel with the standard learning module in the standard model. In order to improve the learning speed in the early learning stage, the AHP module is designed with primary knowledge for a specific problem. In the standard one, at each step, action weights given from the learning module via the state recognition module are sent to the action selecting module, and the agent selects an action from the action set according to the weights using the roulette wheel selection method described in section 2. The agent then acts to the environment. Information of the action is sent back to the learning module at each time during the learning. On the other hand, in the proposed model, at each step action weights given from both the AHP and learning modules are sent to the action selecting module. In the AHP module designed with primary knowledge, weights of the actions are calculated according to a current state of the environment. The process after this is the same with the standard one described above.



rate = α · rate



(0 ≤ α ≤ 1),



where α denotes an attenuation ratio parameter. We call the second one “change-rate method”. In this case, agent uses much rate of the weights from AHP module instead of learning module in the earlier learning stages. Since the rate decreases as learning passes, in contrast to the earlier stages, agent acts with much rate of the weights from learning module symmetrically. As another good effect of the change-rate composition method, we expect that it restrains bad effect caused by introducing knowledge into reinforcement learning process. The composition method is quite flexible, because we are able to perform various algorithms according to parameter settings of rate and α. For example, the standard profitsharing algorithm can be performed if we set rate = 0 and α = 0, and non-learning algorithm without the learning module, that is, AHP based method using only primary knowledge, can be also executed if rate = 1 and α = 1.



5.3 Primary Knowledge and Design of AHP for Pursuit Problem



5.2 Composition Method



In our approach with the novel agent model, primary knowledge is used to enhance the reinforcement learning process. The primary knowledge is defined as one of the



An agent still in progress of the standard reinforcement learning generally falls into a dilemma whether it explores
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Figure 9: The structure of primary knowledge.



Figure 7: The structure of a hunter agent’s primary knowledge.



Figure 10: The structure of agent’s knowledge for taking a suited action when he is adjacent on a cargo. Figure 8: The view of agent.



the AHP module. In the following, we describe an initial setting and the update rules performed in the AHP module in an episode. We use the values of the evaluation shown in Table 2. Initially, the evaluation values for the pairwise comparison judgments in the pairwise comparison matrix are set to all one. After the initialization, the evaluation values in a pairwise comparison matrix are updated according to the position of the prey agent at each time step in an episode. The automatic update scheme is used with the following rules.



simplest ones that human intrinsically should have as behavior in order to attain a final goal state in a given learning problem. This is derived from the fact that human intrinsically knows a key point to attain a goal state because the final goal state for a reinforcement learning problem have to be given by human. For the pursuit problem, we give the following primary knowledge to every hunter agent: “a hunter agent approaches a prey agent.” This intuitive knowledge is very simple and fundamental to attain a goal state of the problem. To integrate such knowledge into the reinforcement learning agent, we attempt to design the knowledge by AHP. Since AHP is quite flexible, it is expected that various knowledge can be designed if knowledge is related to decision making for which AHP can be applied generally. We decompose a decision problem induced by the primary knowledge for the pursuit problem into the hierarchy structure as shown in Figure 7. In the figure, the goal is that a hunter agent approaches the prey agent, and the alternatives contain the five actions (UP, DOWN, LEFT, RIGHT, and STAY) because an agent has to select an action from the set at each step. The criterion becomes a position of the prey agent seen from a hunter agent in the grid world. Since the position of the prey agent seen from a hunter agent can be obtained via the state recognition module, the agent calculates the weight values of the alternatives (actions) from the position information in the AHP module. In our study, we set the agent view in the grid world as shown in Figure 8. For example, as shown in Figure 8, if the prey is in the region of upper left in the grid world, the hunter agent should select an action of UP or LEFT from the possible action set in order to approach the prey agent under the primary knowledge, not RIGHT or DOWN. The AHP module supports to make such a decision according to a current state in the environment. Although a human compares alternatives given and obtains a final decision as in the standard making-decision process of AHP, such a decision should be made during the learning automatically instead of human due to a design of autonomous agents. To automatically calculate action weights suited for each state of the environment in the AHP module, we provide update rules for the values stored in comparison matrices of



Rule 1: The initial time step of episode: 1. If the prey agent is in a hunter agent’s view, the evaluation values of the alternatives that the hunter approaches the prey agent increase by one. 2. If the prey agent is not in a hunter agent’s view, the evaluation value does not change. Rule 2: The time steps in the middle stages of episode: If the prey agent disappears from the hunter’s view, the higher evaluation values of the alternatives decrease by one, and the lower evaluation values of the alternatives increase by one. In the Rule 2, the higher or lower in the evaluation values is judged from the value of Vij = 1 as the central one between 1/9 . . . , 1, . . . 9 given in a comparison matrix. The Rule 2 means that the evaluation values stored in a comparison matrix are gradually equalized to “Equal Important” shown in Table 2 because a hunter agent cannot choose a proper direction due to the hunter’s view limitation. However, even if a hunter agent cannot see the prey agent, the hunter would move on a comparatively better direction because some steps are required until the stored values are equalized, and have influence on movements of the hunter for a while.



5.4 Primary Knowledge and Design of AHP for Sokoban Problem The difficulty to solve a Sokoban problem is the presence of deadlock states in the search space. The deadlock prevents an agent from attaining a goal state, and as a result, the efficiency of agent’s learning deteriorates. If an agent falls into the state, the learning never progress. Therefore, it is important to take into account a deadlock avoidance.
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Figure 11: The structure of agent’s knowledge for pushing a cargo.



Figure 13: The attenuation tendency for α values. two composition methods described at section 5.2. The first set is rate = {0.25, 0.5, 0.75} and α = 1.0, which means that the mixed rate of the weights given from the AHP and learning modules is fixed during the learning (with the fixedrate composition method). The second one is rate = 1.0 and α = {0.99, 0.999, 0.9999, 0.99999} (with the change-rate composition method). Figure 13 displays curves that show the attenuation tendency of α values.



Figure 12: The structure of agent’s knowledge for turning at a cargo.



In Sokoban, a deadlock occurs if warehouseman (agent) pushes a cargo into a corner or a pillar (wall) in many cases. Therefore, the primary knowledge given to an agent for avoiding a deadlock is that “an agent does not push a cargo to a pillar (wall).” We call it KnwlgNoPushCargo. In addition to the above knowledge, we reuse the primary knowledge used in the pursuit problem. For Sokoban, the knowledge becomes “an agent approaches a cargo.” We call it KnwlgToCargo. The AHP hierarchy structure for KnwlgToCargo is shown in Figure 9. This knowledge is used mainly until the agent is adjacent to the cargo. When the agent is adjacent on the cargo, it is clear that KnwlgNoPushCargo is valid. If the agent is in the situation, either of the following two actions can be selected: pushing the cargo or turning at the cargo, as shown in Figure 10. Evaluations for the alternatives of PUSH and TURN in Figure 10 are based on positions of pillar and goal where exist over the cargo. After the decision of PUSH or TURN, a decision from the five actions of (UP, DOWN, LEFT, RIGHT, and STAY) can be made using either of the structures provided for each of the two cases PUSH and TURN given in Figures 11 and 12. We set the agent view shown in Figure 8. To update the evaluation values in pairwise comparison matrices provided for all of the knowledge described above, we use update schemes that are similar to one shown in section 5.3.



6.



6.1 Results on Pursuit Problem Details of the pursuit problem were stated at section 4.1. The following setup is added to the test: A prey agent’s movement (PM) is randomly moved or non-randomly moved. The non-randomly movement of the prey agent means that the prey agent keeps away from the nearest hunter agent. Therefore, the case of the non-randomly movement of the prey agent becomes a more difficult problem. The size of grids (GS) is set to 7 and 15, and therefore, the following four problem cases can be made. Case1 Case2 Case3 Case4



GS: GS: GS: GS:



7, PM: randomly movement 7, PM: non-randomly movement 15, PM: randomly movement 15, PM: non-randomly movement



We run our reinforcement learning algorithm based on each parameter setting ten times for each problem case. Each run is repeated until the number of episodes is 100,000. The curves shown in Figures 14 and 15 demonstrate each performance of the learning approaches in early stage of learning (up to 2500 episodes). Each of the four graphs in the two figures corresponds to each problem case. The two graphs in Figure 14 are for case 1 and case 2, respectively. The graphs of Figure 15 are for case 3 and case 4, respectively. In all the graphs, the horizontal axis indicates the number of episodes, and the vertical axis shows the number of steps required to attain a goal state. In the graphs for cases 1, 2, and 3, the line of (A) shows the performance of the conventional agents, and the lines of (B) and (C) show the performance of the agents with the AHP module. We here set rate = 0.5 and α = 1 for the line of (B), and set rate = 1 and α = 0.999 or 0.9999 for the line of (C). The line (D) shows the performance of the agents with only the AHP module. In the graph for case 4 in Figure 15, we do not show the line of (A) because the trials failed (our computer memory was insufficient). Experimental results in the graphs show that the performance of our approach is better than that of the conventional method because the number of steps that the hunter agents capture the prey is quite



EXPERIMENTAL RESULTS



To demonstrate the potential of our agent model with primary knowledge, we test profit-sharing based reinforcement learning with the agent model on the two problems: pursuit problem as a multi-agent learning problem and Sokoban problem as a single-agent problem with deadlocks. We first describe a common setting for agent and parameters for the two problems. Each of all the agents has a limited visual field of depth d = 3. Therefore, the perceptual aliasing described in section 4.1 occurs particularly for larger grid sizes. Learning parameters are set as follows. The weight of an initial rule is 0.1, the discount rate is 0.2, and the reward is 1.0. We also investigate the following two sets of parameters for the learning algorithm with the
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Figure 14: Results for Case1 (upper graph) and Case2 (lower graph) in early learning stages.



Figure 15: Results for Case3 (upper graph) and Case4 (lower graph) in early learning stages.



less than that of the conventional agent. It is clear that this is achieved with the effect of the AHP module with the primary knowledge. Table 3 shows the number of steps to attain a goal state for each parameter setting of rate and α for each problem case in the final learning stage. We here show average steps Avg and its standard deviation Stdv when measuring extra 100 episodes of learning after the 100,000 episodes. Note that the result for the standard profit-sharing method can be found at the parameter setting of rate = 0 and α = 0 in the table. In the problem case 4, we do not show the result of the standard method since the trials failed as described above. Nevertheless, our approach performed well even for case 4 that is the most difficult case in our experiments. Note that boldface in the table indicates the best result for each case in our approach. It is not effective that agents keep using the knowledge during the learning because adverse effect caused by knowledge can be observed, e.g., when we set rate = 0.75, α = 1, and rate = 1, α = 1, etc. for the case 1 (see Table 3). However, we observed that our approach with the changerate method (if set α = 0.99 or 0.999) obtains better results than the others for every case. From these observations, it is worthy of note that bad effect caused by the knowledge in reinforcement learning can be restrained by our approach with the change-rate method.



Figure 16: An instance of Sokoban problem. The curves in Figure 17 show the performance of all the methods based on various parameter settings in the early stages of learning up to 10,000 episodes. The horizontal axis shows the number of episodes, and the vertical axis is the number of steps to goal. We observed that our approach with the change-rate method (see line (C)) with parameter rate = 1.0 and α = 0.999 can be capable of attaining a goal state with less episodes obviously in comparison with the others including the standard profit-sharing method. This result shows that deadlocks can be avoided by our agent from earlier learning stages. The average numbers of steps to goal were 37.33 for the standard method with rate = 0, α = 0 and 37.17 for our approach with rate = 1.0, α = 0.99 after the 100,000 episodes. From these, we conclude that the performance of our approach is superior to that of the standard profit-sharing in early stages of learning, and ours with restraining bad effect caused by the knowledge is competitive to that even in the final learning stage .



6.2 Results on Sokoban Problem According to the common setting described above and details of the Sokoban given at section 4.2, we test the potential of our agent model. The problem instance is shown in Figure 16. We run our reinforcement learning based on each parameter setting ten times for the instance. Each run is repeated until the number of episodes is 100,000.



7. CONCLUSION In this paper, we proposed reinforcement learning agents with primary knowledge designed by AHP for the pursuit
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Table 3: Performances of our method and the conventional method in the final learning stage. rate 0 0.25 0.5 0.75 1 1 1 1 1



α 0 1 1 1 0.99 0.999 0.9999 0.99999 1



Case1 Avg. 9.7 13.7 21.8 38.4 9.4 9.1 9.3 18.4 87.4



Stdv. 3.7 3.7 6.4 11.3 3.4 3.1 3.2 4.7 25.0



Case2 Avg. 23.3 26.4 37.1 47.5 20.9 20.6 21.5 29.2 112.2



Stdv. 22.7 10.1 9.5 17.1 12.7 10.9 10.3 12.0 33.8



[5]



[6]



[7]



Figure 17: Results in early learning stages.



[8]



and Sokoban problems. Through the computational experiments on the multi-agent and single-agent problems, we showed that the profit-sharing based reinforcement learning agents with the AHP module are capable of attaining a goal state efficiently in the early stages of learning. It indicates that our agent with the primary knowledge designed with the AHP for each of the problems is effective and the performance in the earlier stages can be improved considerably. Moreover, we demonstrated that our agent avoids the deadlocks for the Sokoban problem. We also showed that in the final learning stage, the performance of our approach (with the change-rate method particularly) is comparative with (or better than) that of the standard profit-sharing method in terms of the number of steps to a goal state although the performance of reinforcement learning algorithms with a priori knowledge is downside usually. Therefore, we conclude that the AHP is a great tool even for the reinforcement learning paradigm, and our approach is a promising reinforcement learning technique to enhance its potential.
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