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Simulation-based RL



Components of a simulated dialogue environment



I



State-action space and dialogue processing constraints (e.g. Information State Update rules defining the dialogue “skeleton”)



I



User simulation



I



Noise/error model



I



Reward function



→ trained via Supervised Learning (SL).



Dialogue simulation on the Speech Act level



Figure: The user action (au ), noisy state estimate of user action s˜u , system action based on noisy state estimate a˜s , system action given current state as )



Advantages of simulation-based RL



I



Large amounts of artifical data can be generated.



I



SL of simulated components requires less training data.



I



Online learning.



I



Can discover strategies which are not in the initial data set.



Challenges for simulation-based RL



I



The quality of the learned strategy depends on the quality of the simulated environment.



I



Reward function needs to be explicitly set.



I



Transferability to real dialogue settings?



I



Often no suitable in-domain data available to train simulations from (chicken-and-egg problem).



Learning for new applications: A chicken-and-egg problem



Learning for new applications: A chicken-and-egg problem



2 approaches to overcome the problem: I



Hand-craft probabilities, update and retrain [Schatzmann et al., 2007a]



I



Start by exploring Wizard-of-Oz (WOZ) data [Williams and Young, 2004, Prommer et al., 2006, Rieser and Lemon, 2008c].



Wizard-of-Oz data collection [Fraser and Gilbert, 1991]



Example: “Bootstrapping” Approach from WOZ data I



1. Collect WOZ data [Fraser and Gilbert, 1991]. 2. Train and test simulated environment using Supervised Learning. 3. Train and evaluate dialogue policies in simulation using Reinforcement Learning. 4. Evaluate learned strategies with real users! 5. Meta-evaluate the whole framework, e.g. show that results transfer.



Example: “Bootstrapping” Approach from WOZ data II
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Corpus requirements for simulation-based RL



I



Define an optimisation task: non trivial decisions (fix what’s obvious!)



I



Coverage of state-action space: explore competing strategies in context.



I



User reactions for each state/action pair (→ train user simulation).



I



User ratings for each dialogue (→ model reward function).



Example: SAMMIE data collection [Kruijff-Korbayová et al., 2006] I



I



Domain: multimodal information-seeking dialogue for MP3, in-car.



I



Actions: multimodal output options.



I



6 wizards, 21 subjects, 4 tasks each, ca. 1700 turns.



I



Wizards are not restricted by a script.



I



Input noise simulation (also see [Stuttle et al., 2004]).



Example: SAMMIE data collection [Kruijff-Korbayová et al., 2006] II



Example: SAMMIE data collection [Kruijff-Korbayová et al., 2006] III



Examples User: “Please search for music by Björk." Wizard: “I found 43 items." The items are displayed on the screen." [displays list] User: “Please select ‘Human Behaviour’."



Example: Non-trivial trade-offs for multimodal information presentation



I



Presentation timing: I I I



I



when to present information, how many pieces of information to the user, or ask for further constraints.



Presentation mode: how the retrieved items are presented I I



multimodal mode (screen and speech) verbal mode (uni-modal).



→ hierachical decision problem.
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Action set for dialogue optimisation



Action set: defines the set of possible choices available to the learner at each state. I



Conventionally predefined by the system designer, e.g. [Singh et al., 2002, Walker, 2000, Henderson et al., 2008].



I



WOZ data allows to study human behaviour first, e.g. [Williams and Young, 2004, Levin and Passonneau, 2006].



State space for dialogue optimisation



State space: defines the agent’s view of the environment. I



System runtime features, e.g. information_provided= yes/no.



I



Often manually selected, see critique [Paek, 2006].



I



Scalability issue for RL algorithms.



I



As little features as possible, as informative as possible.



I



Automatic feature selection techniques [Rieser and Lemon, 2006b].



Example: Hierarchical State-Action space



2



n 2 2 3 askASlot filledSlot 1 | 2 | 3 | 4 | : 0,1 6 6 6 7 n 6 6acquisition action: 6implConfAskASlot7state: 6 6confirmedSlot 1 | 2 | 3 | 4 | : 6 7 6 6 4explConf 5 6 4 n o 6 6 DB: 1-438 presentInfo 6 6 n o3 2 6 6 DB low: 0,1 6 " # 6 6 n o7 6 7 presentInfoVerbal 6 7 6presentation action: 0,1 DB med: state: 6 6 7 6 presentInfoMM 4 5 n o 4 DB high 0,1



Noise models for dialogue optimisation



Noise model: simulates the channel noise, introduced by Automatic Speech Recognition (ASR), and is often measured in terms of word error rate (WER) or concept error rate (CER). The system’s next action (as ) is based on a noisy estimate (s˜u ) of the user’s action (au ). au → s˜u → a˜s → as ;



Previous approaches to noise modelling



I



I



Slot level: Fixed error rate per dialogue, e.g. [Pietquin and Renals, 2002, Henderson et al., 2008, Rieser and Lemon, 2008b]. String level: I



I



Simulate phone-level confusions, e.g. [Pietquin, 2004, Stuttle et al., 2004, Deng et al., 2003]. Simulate word-level confusion, e.g. [Pietquin and Dutoit, 2006b, Schatzmann et al., 2007b]



Noise model evaluation



I



Intrinsic: Similarity of generated user utterances between simulated and real (initial) corpus, e.g. [Schatzmann et al., 2007b]



I



Extrinstic: Policy performance in simulation, e.g. [Pietquin and Beaufort, 2005, Pietquin and Dutoit, 2006a]



Simulated Users for dialogue optimisation User simulation: predictive model of the next user action (au ) in a specific context/state (S) S → au → as → S 0 → . . . Purpose: I



Automatic evaluation, e.g. [Chung, 2004, López-Cózar et al., 2003, Möller et al., 2006]→ realistic estimate of expected results with real users.



I



Automatic training, e.g. [Georgila et al., 2006, Schatzmann et al., 2006, Ai et al., 2007]→ exploration of complete (all possible) user actions in one state.



Previous approaches to user simulations I



Level of abstraction: I



Acoustic level, e.g. [López-Cózar et al., 2003, Chung, 2004, Filisko and Seneff, 2006],



I



Word-level, e.g. [Watanabe et al., 1998],



I



Intention level, most RL approaches, introduced by [Eckert et al., 1997].



Previous approaches to user simulations II



Issues: I



Training using n-grams. bu,t ≈ argmaxau ,t P(au,t |as,t−1 ); a



I



User goal modelling for task consistency.



I



Amount of training data required.



I



Instrinsic vs. extrinsic evaluation.



Example: Cluster-based user simulations from small data sets



I



Problem: Data sparsity → user simulation is not complete; bad for training!



I



Idea: Similar to real users within similar contexts/clusters (but not identical) to allow exploration of unseen state-action pairs.



I



Method: Bi-gram model based on clusters of similar system states, [Rieser and Lemon, 2006a]. bu,t ≈ argmaxau ,t P(au,t |clusters,t−1 ) a



Example: Cluster-based vs. bi-gram user simulations



Table: Bi-gram model (left) vs. cluster-based model (right)



Evaluating user simulations I



Intrinsic: I



I I



I



I



I



(Expected) accuracy, recall, and precision with respect to the user population in the initial data set [Schatzmann et al., 2005a], [Georgila et al., 2006]. Perplexity [Georgila et al., 2005] ‘High-level’ comparison of generated and real corpora [Scheffler and Young, 2001], [Schatzmann et al., 2005a], [Ai and Litman, 2006]. HMM similarity of real and generated dialogues [Cuayáhuitl et al., 2005]. Cramér-von Mises divergence [Williams, 2007]



Extrinsic: I



Policy performance in simulation [Schatzmann et al., 2005b], [Ai et al., 2007], [Lemon and Liu, 2007]



Example: SUPER evaluation



I



Simulated User Pragmatic Error Rate [Rieser and Lemon, 2006a]



I



Simulated users should show varying, but also complete and consistent behaviour in a certain context.



I



Variation (V ), consistency (no insertions I), completeness (no deletions D) m



SUPER



=



1 XV +I+D m n k =1



...where n is the number of possible actions in a context, m is the number of contexts.



Example: SUPER results



SUPER



parameters Training Testing



smoothed 59.47 -5.74



user simulations: cluster random 19.15 -4.89 -0.83 -17.38



I



Training: more variation,  = 0.1 and δ = 0.4



I



Testing: more realistic,  = 0.05 and δ = 0.1



majority -24.90 -29.90



Reward function for dialogue optimisation



Reward function: defines a mapping r (d, i) from a dialogue d and a position in that dialogue i to a reward value r . I



Final value of ”goodness“ of a dialogue, e.g. task success, user satisfaction, etc.



I



Also known as: Objective function, evaluation function.



I



Reading material: [Walker, 2005].



Previous approaches to reward modelling I



I



“The most hand-crafted aspect of Reinforcement Learning" [Paek, 2006]. Manually constructed, e.g. [Levin et al., 2000, Frampton and Lemon, 2006, Williams and Young, 2007]. I



I



Example: (−1) for each turn; (+10) for task success.



Obtained from data [Walker, 2000, Rieser and Lemon, 2008c].



I PARADISE



framework [Walker et al., 2000].



US |{z}



subjective



=



n X



wi × N(Ci )



i=1



|



{z



objective



}



Example: reward functions for information presentation



TaskEase = − 20.2 ∗ dialogueLength + 11.8 ∗ taskCompletion + 8.7 ∗ multimodalScore;



I



Stepwise linear regression for feature selection (information gain analysis).



I



Subjective target variable (= what you care about), e.g. Task Ease, User Satisfaction, Learning Gain, etc..



I



Objective, system-runtime input features (= what you can control), e.g. number of turns.



Example: non-linear reward functions for multimodal presentation reward function for information presentation 10



multimodal presentation: MM(x) verbal presentation: Speech(x)



0



turning point:14.8



-10 intersection point



user score
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Figure: Evaluation functions relating number of items presented in different modalities to multimodal score [Rieser and Lemon, 2008c]



Evaluating PARADISE models



I



Intrinsic: Goodness-of-fit R 2 [Möller et al., 2007].



I



Extrinsic: Prediction performance [Walker et al., 2000], [Engelbrecht and Möller, 2007].



I



Meta: Model stability across user populations [Rieser and Lemon, 2008a].
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Policy training in simulation



I



Simulated environment.



I



RL algorithm (SARSA, Q-learning, etc.)



I



Log runtime features, simulated dialogue moves, etc.



I



Visualise what was learned.



Policy training using SHARSHA [Shapiro and Langley, 2002]



Training environment REALL-DUDE [Lemon et al., 2006b]



Policy testing in simulation



I



Test with a different user simulation, otherwise it’s ”cheating“ [Paek, 2006].



I



Use an informative baseline.



I



Use a T-test (or equivalent) for comparing final reward, dialogue length, etc., for significant improvements.



I



Interpret what was learned.



Example: Baseline I



I



A baseline should allow meaningful comparisons.



I



Our baseline: Rule-based Supervised Learning (SL) on WOZ data.



I



Allows to measure the relative improvements over the average wizard strategy (= human performance) present in the initial data.



Example: Simulated dialogue for multimodal information presentation RL policy: greet (db: 438) sim.User: prvAsked(artist=Nirvana) RL policy: implConf(artist=Nirvana), AskASlot(album=?) (db:26) sim.User: prvAsked(album=MTV Unplugged) RL policy: present[mm](artist=Nirvana, album=MTV Unplugged) (db:14) sim.User: click(song-title=On a Plain) RL policy: present[verbal] (db:1) sim.User: yes-answer(yes)



Seperation of Speech Acts, e.g. prvAsked, and task model, e.g. artist=Nirvana, for User Simulation and learned strategy.



Policy testing with real users



I



Integrate your learned policy into a working system, e.g. using DUDE [Lemon and Liu, 2006].



I



Log system runtime features.



I



Collect subjective measures using a questionnaire.



I



Use statistical tests to show significant differences, e.g. Wilcoxon signed-rank test for the subjective measures.



I



Interpret the results, e.g. was there anything which influenced the ratings which you failed to model in your simulated environment?



Example Questionnaire, adapted from PARADISE



1. In this conversation, it was easy to find what I was searching for. (Task Ease) 2. The system worked the way I expected it to, in this conversation. (Expected Behaviour) 3. In this task, I thought the system had no problems understanding me. (NLU Performance) 4. In this task, the system was easy to understand. (TTS Performance) 5. In this task, I thought the system chose to present the search results at the right time. (Presentation Timing) 6. In this task, I thought the number of items displayed on the screen was right. (MM Presentation) 7. In this task, I thought the amount of information presented in each spoken output was right. (Verbal Presentation) 8. In this task, I found that searching for music distracted me from the driving simulation. (Cognitive Load) 9. Based on my experience in this conversation, I would like to use this system regularly. (Future Use)



Example: Results subjective ratings



measure Task Ease Expected Behaviour NLU TTS timing MM Presentation Verbal Presentation Cognitive Load Future Use



SL Baseline 4.78(±1.84) 4.79 (±1.68) 4.92(±1.61) 4.73 (±1.23) 4.42 (±1.84) 4.57 (±1.87) 4.94 (±1.52) 5.06 (±1.19) 3.86 (±1.44)



RL Strategy 5.51(±1.44)*** 5.48(±1.27)*** 5.43 (±1.43) 5.18 (±1.23) 5.36 (±1.46)*** 5.32 (±1.62)*** 5.55 (±1.38)*** 4.85 (±1.37) 4.68 (±1.39)***



Table: *** denotes statistical significance at p < .001



Example: Results objective measures



Measure av. turns av. speech items av. MM items av. reward



SL baseline 5.86(±3.2) 1.29(±.4) 52.2(±68.5) -628.2(±178.6)



RL Strategy 5.07(±2.9)*** 1.2(±.4) 8.73(±4.4)*** 37.62(±60.7)***



Table: *** denotes significant difference between SL and RL at p < .001



Transfer between real and simulated environments



I



Are results obtained in simulation a valid estimate of real dialogues? [Lemon et al., 2006a, Rieser and Lemon, 2008c]



I



Show that objective measures (e.g. dialogue length) are transferable (=not significantly different).



I



Use the data from the user tests to retrain your simulations, e.g. the reward function [Rieser and Lemon, 2008a].



I



Compare initial and updated model (meta-evaluation).



Example: Do results transfer?



meas./env.



SIM



av. turns av.Speech av. MM av.reward



5.9(±2.4) 1.1(±.3) 11.2(±2.4) 44.06(±51.5



RL Strategy REAL 5.07(±2.9) 1.2(±.4) 8.73(±4.4) 37.62(±60.7)



Example: Re-training the reward function



Summary: Bootstrapping approach



1. Collect data in a WOZ experiment. 2. Construct simulated environment using Supervised Learning techniques. 3. Train and evaluate dialogue policies in simulation. 4. Test with real users. 5. Show that the results between simulated and real interaction are compatible. Verena Rieser. Bootstrapping Reinforcement Learning-based Dialogue Strategies from Wizard-of-Oz data. Saarbrueken Dissertations in Computational Linguistics and Language Technology, Vol 28. [Rieser, 2008]. http://homepages.inf.ed.ac.uk/vrieser/thesis.html.
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