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Relative clause extraction complexity in Japanese 1 2



Tomoko Ishizuka , Kentaro Nakatani , Edward Gibson3 Boston University1, Harvard University2, Massachusetts Institute of Technology3
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Relative Clauses (RCs) Object extraction vs. Subject extraction (1) English Object-extracted RCs (OERCs)⇒harder to process The reporter who the statesman attacked had a bad reputation. (2) English Subject-extracted RCs (SERCs) The reporter who attacked the statesman had a bad reputation.



Higher complexity of object extraction is widely acknowledged in SVO languagesÅ\such as English, French, German but cf. Chinese (Hsiao & Gibson, 2003)
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Three Main Accounts for higher complexity of OERCs 1) Resources ⇒ e.g. Dependency Locality Theory (Gibson, 2000) 2) Depth of Embedding ⇒ e.g. Structural Distance Hypothesis (O’Grady et al.,2000) 3) Accessibility ⇒ e.g. Accessibility Hierarchy (Keenan & Comrie,1977; Keenan & Hawkins, 1987)
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The Dependency Locality Theory (DLT) —Gibson (2000) Basic idea: Sentence comprehension involves two components of computational resource use: (1) INTEGRATION resources: connecting an incoming word into the current structure (2) STORAGE resources: keeping track of the incomplete structural dependencies in the current structure • Relevant aspect of this theory => A cost associated with performing an integration increases with the distance between the heads of two projections being integrated together. • Integration cost consists of 1) discourse processing cost 2) structural integration cost
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Illustration of the cost function: (1) Object-extracted RC 3 0 2 0 1 0 1 1 1 The reporter who the statesman attacked had a bad reputation. 0 1 0 0 1 1+2 3 0 0 1 (2) Subject-extracted RC 3 0 0 1 0 1 0 1 1 The reporter who attacked the statesman had a bad reputation. 0 1 0 1 0 1 30 0 1 Integration is longer at the embedded verb for the object extraction. Thus, the DLT predicts that object extractions should be harder.
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The Structural Distance Hypothesis (SDH) —O’Grady et al., 2000 The distance traversed by a syntactic operation, calculated in terms of the number of nodes crossed, determines a structure’s relative complexity.



(1) OERC Structural distance: 2 nodes (S, VP) The reporter who [the statesman [attacked e]] had a bad reputation. (2) SERC Structural distance: 1 node (S) The reporter who [e attacked the statesman] had a bad reputation.



The Accessibility Hierarchy (AH) — Keenan & Comrie, 1977 Keenan & Hawkins, 1987 The AH universally determines the degree of accessibility to RC formation. Subject position is more accessible than object position in the AH. Thus, SDH & AH predict that Object extractions should be harder. 6



Main Question: What makes some extractions more difficult than others? • Resources • Depth of embedding • Accessibility



To answer this question, we did self-paced reading study of Japanese RCs. 44 native Japanese speakers participated in the study.
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Other potential sources of RC extraction difficulty 1) Canonical Word Order (MacDonald & Christiansen, 2002) Canonical word orders are easier to process than noncanonical word orders. Therefore, SERCs are easier to process than OERCs in English. It is not clear what the canonical word order theory predicts for languages like Japanese. Because Japanese allows subject and object null pronouns, both SV and OV word orders are canonical in Japanese. 2) Perspective Shift (MacWhinney, 1982) There is complexity associated with shifting the perspective of a clause, where the perspective of a clause is taken from the subject of the clause.
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3) Case Matching (Sauerland & Gibson, 1998) There is complexity associated with RCs in which the case of the extracted element does not match the head noun of the RC. In this study, the effects of perspective shift and case matching are controlled. The RC always involves a perspective shift, and the extracted element in the RC never matches its head noun (case clash).



4) Ambiguity. In Japanese, there is always a temporary ambiguity in RCs, such that the first NP can be taken as a main clause. For the predictions of ambiguity resolution in our materials, see below.
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Experimental method: self-paced word-by-word moving window with comprehension questions after each item. 24 targets (4 each of 6 conditions), 65 fillers. Plausibility norming study: A questionnaire with 25 participants Items: simple transitive clauses that made up each RC Results: 4 items were found to be more plausible in one version. => These were omitted from analyses
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RC-extraction conditions with dative topic (-niwa) head nouns: a. Singly embedded OERC [ N1-nom e V1] N2-dat-top b. Singly embedded SERC [ e N1-acc V1] N2-dat-top c. Doubly embedded OERC [ [ N1-nom e V1] N2-nom e V2] N3-dat-top d. Doubly embedded SERC [ e [ eN1-acc V1] N2-acc V2] N3-dat-top RC-extraction conditions with case matching head nouns (nom and acc): e. Case matching SERC [ e N1-acc V1] N2-nom V2 N3-dat-top f. Case matching OERC [ N1-nom e V1] N2-acc V2 N3-dat-top
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Predictions of ambiguity resolution in conditions (a)-(d). In the object-extracted versions, the first segment NP-ga (nom) might initially be analyzed to be part of a matrix clause. In the subject-extracted versions, the first segment NP-o (acc) is more likely to be analyzed as part of a relative clause, because of the absence of a lexical subject. (All items, including fillers, had lexical subjects.) The object-extracted RCs are therefore potentially more ambiguous than the subject-extracted RCs at the first NP. This ambiguity is resolved at the verb, which was unambiguously transitive (e.g., “chase”, “respect”). Thus, if there is an ambiguity effect, it should occur at the verb.
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Predictions: The DLT predicts that SERCs (b, d, e) should be harder. Since Japanese is the head-final, SOV language, RCs always precede their head nouns, unlike RCs in English and French. Thus, there are always more intervening discourse referents between the gap and the extracted head for SERC than OERC. The SDH & AH predict that OERCs (a, c, f) should be harder. Object extractions always cross two nodes, S and VP. In contrast, Subject extractions always cross one node, VP. In addition, Perspective Shift Theory and Case Matching Principle predict, (e) and (f) should be processed faster than (c) and (d) at region N2.



13



Examples: a. Singly embedded OERC 車が追跡したオートバイにはまだ免許を取得していない高校生が乗っ ていた。



[kuruma-ga e tuisekisita] ootobai-ni-wa mada menkyo-o syutoku sitenai kookoosei-ga notteita. [car-nom e chased] motorbike-dat-top yet license-acc got has-not high_school_student-nom rode. ‘A high school student who has not got a license was on the motorbike which the car chased.’ b. Singly embedded SERC 車を追跡したオートバイにはまだ免許を取得していない高校生が乗っていた。



[e kuruma-o tuisekisita] ootobai-ni-wa mada menkyo-o syutoku sitenai kookoosei-ga notteita. [e car-acc chased] motorbike-dat-top yet license-acc got has-not high_school_student-nom rode. 14



‘A high school student who has not got a license was on the motorbike which chased the car.’ c. Doubly embedded OERC トラックが追い越した車が追跡したオートバイには無免許の高校生が 乗っていた。



[[torakku-ga e oikosita] kuruma-ga e tuisekisita] ootobai-ni-wa mumenkyo-no kookoosei-ga notteita. [[truck-nom e passed] car-nom e chased] motorbike-dat-top without_license -gen high_school_student-nom rode. ‘A high school student without a license was on the motorbike which the car which the truck passed chased.’ d. Doubly embedded SERC



15



トラックを追い越した車を追跡したオートバイには無免許の高校生が 乗っていた。



[e [e torakku-o oikosita] kuruma-o tuisekisita] ootobai-ni-wa mumenkyo-no kookoosei-ga notteita. [e [e truck-acc passed] car-acc chased] motorbike-dat-top without_license-gen high_school_student-nom rode. ‘A high school student without a license was on the motorbike which chased the car which passed the truck.’ e. Case matching SERC トラックを追い越した車が追跡したオートバイには無免許の高校生が 乗っていた。



[e torakku-o oikosita] kuruma-ga tuisekisita ootobai-ni-wa mumenkyono kookoosei-ga notteita. [e truck-acc passed] car-nom chased motorbike-dat-top without_license-gen high_school_student-nom rode. 16



‘A high school student without a license was on the motorbike which the car which passed the truck chased.’ f. Case matching OERC トラックが追い越した車を追跡したオートバイには無免許の高校生が 乗っていた。



[torakku-ga e oikosita] kuruma-o tuisekisita ootobai-ni-wa mumenkyono kookoosei-ga notteita. [truck-nom e passed] car-acc chased motorbike-dat-top without_license-gen high_school_student-nom rode. ‘A high school student without a license was on the motorbike which chased the car which the truck passed.’
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Main Results Figure 1: Mean residual reading times for singly embedded conditions OERC (a): 550.74 ms. SERC (b): 339.31 ms. Nearly Significant by subjects, F1(1,44) = 2.58 p = 0.115 Significant by items F2(1,19) = 4.60 p < 0.05 Shows: OERCs are harder to process than SERCs.
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Figure 2: Mean residual reading times for doubly embedded conditions OERC (c): 389.66 ms. SERC (d): 178.04 ms. Significant by subj F1(1,44) = 8.78 p = 0.005 Significant by items F2(1,19) =12.19 p =0.002 Shows: OERCs are harder to process than SERCs.
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Figure 3: Mean residual reading times for case matching conditions OERC (f): mean 295.67 ms. SERC (e): mean 226.22 ms. Shows: OERCs tended to be read slower than SERCs but not significant (Fs < 0.9, ps > 0.3
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Supporting results Numerically better comprehension performance for SERCs suggests that SERCs are easier to process than OERCs. OERC SERC



Singly embedded 71.3% 78.5%



Doubly embedded 65.8% 71.7%



Prediction from Ambiguity There were no slow down observed at the verb of object extractions. Therefore, we consider the results obtained above are not due to the ambiguity effect.
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Figure 4: Mean residual reading times for case matching conditions CLASH: 451.47 ms. MATCH: 260.95 ms. Significant by subjects F1(1,44) = 7.69 p < 0.01 Significant by items F2(1,19) = 6.93 p < 0.02



Shows: Case matching conditions are easier than case clashing conditions.
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Conclusions:



• Object extractions are harder to process than Subject extractions in Japanese, matching results previously reported for in SVO languages. • In case clash conditions, the reading times for object extractions were much slower. • In case match conditions, object extractions tended to be slower, but the difference was not significant. • Comprehension performance was better for subject extractions than for object extractions. The evidence is compatible with the Structural Distance Hypothesis, and the Accessibility Hierarchy, and not compatible with the Dependency Locality Theory.
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Nevertheless… The Hsiao and Gibson (2003) results run counter to what we would expect based on the discussion of Japanese so far. How do we reconcile the two views? Further Questions arise: Are there other reasons object extractions are harder in Japanese other than depth of embedding or the accessibility?
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