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RELATIVE DECIDABILITY AND DEFINABILITY IN HENSELIAN VALUED FIELDS



JOSEPH FLENNER



Abstract. Let (K, v) be a henselian valued field of characteristic 0. Then K admits a definable partition on each piece of which the leading term of a polynomial in one variable can be computed as a definable function of the leading term of a linear map. The main step in obtaining this partition is an answer to the question, given a polynomial f(x) ∈ K[x], what is v(f(x))? Two applications are given: first, a constructive quantifier elimination relative to the leading terms, suggesting a relative decision procedure; second, a presentation of every definable subset of K as the pullback of a definable set in the leading terms subjected to a linear translation.



§1. Introduction. In [9], Holly showed that definable subsets of algebraically closed valued fields can be expressed canonically as disjoint unions of swiss cheeses, sets of the form S \ (T1 ∪ . . . ∪ Tn )



where the S, Ti are open or closed balls. In this way she presented the balls as the basic building blocks of the definable subsets of the field K. The language of valued fields used here is a three-sorted one, with sorts for the field, the value group, and the residue field. Holly’s theorem relied essentially on the completeness and quantifier elimination in the theory of algebraically closed valued fields (ACVF) dating from Robinson [17]. As made explicit in [10], this was intended as a first step towards the elimination of imaginaries for ACVF that came to fruition in work of Haskell, Hrushovski, and Macpherson in [7]. This in turn became a starting point for a line of work establishing ACVF as a testing ground for the adaptation of methods from stability theory to nonstable theories. See for example the monograph [8] of Haskell, Hrushovski, and Macpherson. Meanwhile, model-theoretic work on the p-adics has paralleled to some degree work on ACVF. We have, for example, the decision procedure of Cohen [5] and quantifier elimination of Macintyre [14]. Macintyre’s theorem exists in a language enhancing the usual valued field language by a system of predicates identifying the n th powers for each n. Translated into the value group (Z, +), this evokes Received March 29, 2010. 2000 Mathematics Subject Classification. Primary: 03C60, 12J10. Secondary: 03C10, 12L05. Key words and phrases. Henselian valued field, decidability, quantifier elimination, elimination of imaginaries. c 0000, Association for Symbolic Logic ! 0022-4812/00/0000-0000/$00.00
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the divisibility predicates which are precisely what is needed to achieve quantifier elimination in Presburger arithmetic. Indeed, it appears that in the general setting of henselian valued fields, many of the sort of results holding outright in ACVF can be proved, in a sense, modulo the associated theories of residue field and value group. This idea began with Ax-Kochen [1, 2, 3] and Erˇsov [6], establishing the completeness of the theory of henselian valued fields of pure characteristic 0 relative to the theories of the residue field and value group. For general henselian fields, however, quantifier elimination relative to the residue field and value group fails. Suggesting that perhaps the three-sorted language employed by Holly is not optimal in the henselian case, Kuhlmann [13] has obtained elimination of quantifiers relative to an associated structure of ‘additive and multiplicative congruences’. We aim to prove for henselian valued fields of characteristic 0 analogues of both Holly’s theorem on canonical forms of subsets of the field and of Cohen’s on decidability. To do so we adopt a language built around structures of leading terms which is equivalent to (but for our purposes more syntactically convenient than) Kuhlmann’s. These both capture the information of the value group and residue field, and provide an algebraic view of the topology of balls. Section 2 covers the relevant definitions and basic properties. The main technical tool is in Section 3, in which it is shown that the valuation of a polynomial f(x) at x can be computed in terms of v(x − !), where ! is a root of one of the (nonzero) derivatives of f. This is used to prove that the field admits a partition on each piece of which the leading term of a polynomial in x is a definable function of the leading term of x − !. Section 4 uses this to describe a constructive relative quantifier elimination procedure (differing in particular from Kuhlmann’s result in its constructivity), while Section 5 concludes with a characterization of the definable subsets (in one variable) of the field relative to the definable subsets of the leading term structures. While elimination of imaginaries has already been extended from ACVF to the p-adics [12] (as well as real closed valued fields [15]), it is hoped that this may eventually form the one-dimensional case for a more native and comprehensive approach to a relative elimination of imaginaries for henselian valued fields in characteristic 0. Acknowledgments. The bulk of the research presented here was done while the author was a graduate student in Berkeley under the supervision of Thomas Scanlon, for whose advice and insight through countless discussions on this subject (and many others as well) I am grateful. I would also like to thank Deirdre Haskell, Dugald Macpherson, and Anand Pillay for helpful conversations and support during and after visits to Hamilton and Leeds. Some loose ends were tied up and a first draft written while I was hosted by the Hausdorff Research Institute for Mathematics, whose hospitality during their trimester program on Diophantine Equations I happily acknowledge. Finally, thanks to the referee for a very thorough reading and many insightful suggestions.
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§2. Leading terms. 2.1. Definitions and notation. To fix notation, we work in a valued field (K, v) with value group V and valuation ring O := {x ∈ K | v(x) ≥ 0}. Among the ideals of O are m" := {x ∈ O | v(x) > "}



and in particular the (unique) maximal ideal m := m0 . The residue field is R := O /m, and the residue of x is written either x¯ or res(x) as convenient. More generally, for any " ≥ 0 in V we have the ring R" := O /m" with reduction map res" : O → R" . Valued fields possess a topology having as basic open sets the open balls B>" (a) := {x ∈ K | v(x − a) > "}



with center a and radius ". Closed balls B≥" (a) are defined in the obvious way, and we will also have occasion to refer to balls of the form B>"/n (a) := {x ∈ K | nv(x − a) > "}



even if " is not divisible by n in V , i.e. we may take the radii of balls from a divisible closure V˜ of V . We also allow the radius " to be either ∞ or −∞, so K, ∅, and {a} are all balls. It is readily shown using the ultrametric inequality v(x + y) ≥ min {v(x), v(y)} that for any two balls B and C , if B ∩ C )= ∅ then B ⊆ C or C ⊆ B; that any element of B is a center of B; and that both the open and closed balls are in fact clopen in the valuation topology. Definition 2.1. Let " ≥ 0 in V . The leading term structure of order " is the quotient group RV" := K × /(1 + m" ). The quotient map is denoted rv" : K × → RV" . As with the value group, it is convenient to include an element ∞ in RV" as rv" (0). Generally, the subscript 0 will be omitted, so RV = RV0 and rv = rv0 . Besides the induced multiplication, RV" inherits the image of addition from K via the relation ! " ⊕" (x, y, z) ⇐⇒ ∃x, y, z ∈ K x = rv" (x)∧y = rv" (y)∧z = rv" (z)∧x+y = z .



The sum x + y is said to be well-defined (and = z) if there is exactly one z such that ⊕" (x, y, z). While the notation x + y = z will be used exclusively when well-defined, in order to better accommodate sums of more than two terms it will be useful to write x + y ≈ z for ⊕" (x, y, z) in general, bearing in mind that x + y ≈ z and x + y ≈ w does not imply z = w. If # ≥ " ≥ 0, since 1 + m# ⊆ 1 + m" there is a natural map RV# → RV" , which we also denote rv" , or rv#→" should there be fear of confusion. To be clear, then, the leading term language refers to a multisorted language (K, 1RV" 2"∈∆ )



with the usual ring language on the field sort, ∆ ⊆ {" ∈ V | 0 ≤ " < ∞} to be specified as needed, the multiplication and the relation ⊕" on each RV" , and as maps between the sorts rv" : K → RV" and rv#→" : RV# → RV" for each # ≥ " ∈ ∆.
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The following proposition outlines some of the fundamental properties of the leading term structures. The proof follows directly from the definitions. Proposition 2.2. Given 0 ≤ " ∈ V , the following are equivalent for all nonzero x, y ∈ K: 1. rv" (x) = rv" (y) 2. v(x − y) > v(y) + " 3. res" (x/y) = 1 in R" 4. B>v(x)+" (x) = B>v(y)+" (y) 4



In particular, note that because v(x − y) > v(y) can occur only when v(x) = v(y), rv" (x) = rv" (y) implies v(x) = v(y). Thus we can speak unambiguously of v(x) for x ∈ RV" (any " ≥ 0). The next example provides a good general source of intuition. Example 2.3. Let R be any field, and V any ordered abelian group. The Hahn field R((t V )) consists of the formal power series over R # c" t " "∈V



where the support {" | c" )= 0} is well-ordered. Taking % $# v c" t " = min {" | c" )= 0} ,



R((t V )) has residue field R and value group V . More concretely, in case R = Q and V = Z, we have the field Q((t)) of Laurent series over the rational numbers. Two such series will have the same leading term of order 3, say, if they have the same value and their first four coefficients coincide. Thus, if x = t −2 + t −1 + 1 + t + 2t 2 + t 3 + . . . y = t −2 + t −1 + 1 + t + t 2 + t 3 + . . . then rv3 (x) = rv3 (y) since v(x) = v(y) = −2 and v(x −y) = v(t 2 ) = 2 > v(y)+3. But rv4 (x) )= rv4 (y).



Next we establish when the addition on RV" is well-defined. Proposition 2.4. Let " ≥ 0, and v(x + y) = min{v(x), v(y)}. Then for all z such that rv" (z) = rv" (x), rv" (z + y) = rv" (x + y). Conversely, if v(x + y) > v(x), then there exists z such that rv" (z) = rv" (x) but rv" (z + y) )= rv" (x + y). xm Proof. Consider z = x(1 + m), with v(m) > ". Defining m & := x+y , we then find z + y = x(1 + m) + y = x + y + (x + y)m & = (x + y)(1 + m & ) and v(m & ) = v(m) + v(x) − v(x + y) ≥ v(m) > ". On the other hand, suppose v(x + y) − v(x) = ε > 0, and let m be any element of value " + ε. Take z := x(1 + m). As v(m) > ", rv" (z) = rv" (x). But v((z + y) − (x + y)) = v(z − x) = v(x) + v(m) = v(x + y) + "



implies, by Proposition 2.2, that rv" (z + y) )= rv" (x + y).
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Therefore, there is a well-defined z ∈ RV" such that ⊕" (rv" (x), rv" (y), z) precisely when v(x + y) = min{v(x), v(y)}, namely z = rv" (x + y). For later use, it will be necessary to extend 2.4 to sums of more than two terms in RV" . This is not entirely automatic, since even if say v(x + y + z) = min {v(x), v(y), v(z)}, it may be the case that rv" (y) + rv" (z) is not well-defined. It must then be shown that if ⊕" (rv" (y), rv" (z), u1 ) and ⊕" (rv" (y), rv" (z), u2 ) with u1 )= u2 , we still have rv" (x)+ u1 = rv" (x)+ u2 . This however is easily accomplished with help from Proposition 2.2. Proposition 2.5. Suppose that v(x1 + . . . + xn ) = min {v(x1 ), . . . , v(xn )}. Then y ≈ rv" (x1 ) + . . . + rv" (xn ) if and only if y = rv" (x1 + . . . + xn ). 4 The next proposition clarifies what happens when the addition is not well-defined. Proposition 2.6. Suppose that v(x1 + . . . + xn ) − min {v(xi )} = ε > 0. If # ≥ " + ε and rv# (x1 ) + . . . + rv# (xn ) ≈ z ∈ RV# , then rv#→" (z) = rv" (x1 + . . . + xn ). Proof. By definition of ⊕# , there are z ∈ K and mi ∈ m# such that z = rv# (z) and z = x1 (1 + m1 ) + . . . + xn (1 + mn ). Now v(x1 + . . . + xn − z) = v(x1 m1 + . . . + xn mn ) ≥ min {v(xi mi )}



> min {v(xi )} + # ≥ min {v(xi )} + ε + " = v(x1 + . . . + xn ) + "



and Proposition 2.2 give rv" (x1 + . . . + xn ) = rv" (z) = rv#→" (z). 4 Thus, when v(x + y) > v(x), while 2.4 shows that there is more than one z ∈ RV# such that rv# (x) + rv# (y) ≈ z, 2.6 implies that all such z have the same image in RV" for " ≤ # − (v(x + y) − v(x)). As a corollary, the following proposition shows that when v(x + y) is not too much larger than v(x) (compared to #), at least v(rv# (x) + rv# (y)) is well-defined. On the other hand, when v(x + y) > v(x) + #, nothing further can be said. Proposition 2.7. Suppose ε = v(x1 + . . . + xn ) − v(x1 ) ≥ 0, with v(x1 ) = min {v(xi )}. Then (i) if # ≥ ε, rv# (x1 ) + . . . + rv# (xn ) ≈ z1 , and rv# (x1 ) + . . . + rv# (xn ) ≈ z2 , then v(z1 ) = v(z2 ). (ii) if 0 ≤ # < ε and v(z) > v(x1 ) + #, then rv# (x1 ) + . . . + rv# (xn ) ≈ rv# (z). Proof. The first statement is an immediate consequence of 2.6 with " = 0 (or 2.5 in the case ε = 0), while the second follows from rv# (x1 ) = rv# (x1 + z), rv# (x2 ) + . . . + rv# (xn ) ≈ rv# (x2 + . . . + xn ) = rv# (−x1 ). 4 2.2. Interpretations. Recall that a structure N is interpretable in M over A ⊆ M when there is an A-definable subset S ⊆ M n and an A-definable equivalence relation ∼ on S such that (i) the elements of N are in bijection with the equivalence classes of ∼, and (ii) the relations on S induced by the relations and functions of N by this bijection are all A-definable. As suggested by Proposition 2.2, the leading term structures in a sense encompass both residue field and value group. This can now be made more explicit. Proposition 2.8. Let 0 ≤ " ∈ V and d ∈ RV" be any element with v(d) = ". 1. The value group V is interpretable in RV" over {d}. 2. The ring R" is interpretable in RV" over {d}.
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3. For # > ", RV" is interpretable in RV# over {d}.



Proof. (1): To begin, observe that v(x) > 0 is definable in RV" . Indeed, it is easily verified that v(x) > 0 ⇐⇒ dx + 1 = 1



(where 1 = rv" (1)). From this it follows that v(x) = 0 is also definable: ! " v(x) = 0 ⇐⇒ ¬v(x) > 0 ∧ ∃y xy = 1 ∧ ¬v(y) > 0 . Now define the equivalence relation ∼ on RV" by ! " x ∼ y ⇐⇒ ∃u v(u) = 0 ∧ x = uy .



Clearly, we have x ∼ y iff v(x) = v(y), so that the equivalence classes of ∼ in RV" are in bijection with V . Moreover, addition of v(x) + v(y) in V corresponds to the multiplication xy in RV" , and the group ordering < is defined by x < y iff x )= ∞ ∧ x + dy = x. (2): Define ∼ on RV+ " := {x ∈ RV" | v(x) ≥ 0} by ! " x ∼ y ⇐⇒ ∃z v(z) > " ∧ x − y = z .



We leave it to the reader to confirm that elements of R" are in bijection with the ∼-equivalence classes in RV+ " , with res" (x) corresponding to rv" (x)/ ∼. The multiplication and addition in R" translates directly from multiplication and addition in RV" . (3): Considering x = rv# (x), y = rv# (y) ∈ RV# , it will be enough to show that x ∼ y ⇔ rv" (x) = rv" (y) is definable over {d} in RV# . Recalling 2.7, this follows from rv" (x) = rv" (y) ⇐⇒ v(x − y) > v(y) + " ! " ⇐⇒ ∃z ∈ RV# v(z) > v(y) + " ∧ x − y ≈ z .



4



In the following sections, we will only need to consider RV" when " is the value of an integer. Then the d in 2.8 would always be ∅-definable, in which case the interpretations could in fact be taken over ∅. As noted in the Introduction, in [13] Kuhlmann has introduced the ‘structures of additive and multiplicative congruences’ which connect the structure of R" and V in a similar way. He defines, for each " ≥ 0 in V , the system ! K" := R" , RV" , Θ" (x, y))



(whereby RV" is taken only as a multiplicative group). The relation Θ" is defined on R" × RV" as ! Θ" (x, y) ⇔ ∃z ∈ O res" (z) = x ∧ rv" (z) = y) .



It can also be shown that RV" interprets K" and vice versa. In fact, the two structures bear the stronger mutual relation of (quantifier-free) bi-interpretability. Though we find the formalism of the leading term language more convenient, the two languages should be taken as equivalent. Cluckers and Loeser [4] and Hrushovski and Kazhdan [11] each work with other alternative manifestations of the leading term structures.
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2.3. Henselian fields. The valued field K is called henselian if it satisfies Hensel’s Lemma. For all P(x) ∈ O [x] and a ∈ O , if v(P(a)) > 0 and ¯ v(P & (a)) = 0, then there exists b ∈ O such that P(b) = 0 and a¯ = b. For examples of henselian fields, in addition to the p-adics Qp we have the Hahn fields R((t V )) of Example 2.3. This shows in particular that from an arbitrary field R and ordered abelian group V , a henselian field can be constructed with R and V as residue field and value group. It is well known that Hensel’s Lemma can be reformulated to loosen the restriction on v(P & (a)) as in the following proposition. See [16] for a proof, as well as a thorough exposition of other equivalent forms of Hensel’s Lemma. Proposition 2.9. Suppose K is henselian, P(x) ∈ O [x] and a ∈ O . If v(P(a)) > ¯ 2v(P & (a)), then there exists b ∈ O such that P(b) = 0 and a¯ = b. 4 Both of these guarantee the existence of a root b of P close to the ‘approximate root’ a, in the sense that v(a − b) > 0. In working with the leading term structures, it will be desirable to refine the conclusion that a and b have the same residue to give rv" (a) = rv" (b) (note that a¯ = b¯ implies rv(a) = rv(b) only when v(a) = 0). A sharper result on the proximity of the approximate root to an actual root is obtained in Proposition 2.10. Suppose K is henselian, P(x) ∈ O [x], a ∈ O , and 0 ≤ " ∈ V . If v(P(a)) > 2v(P & (a)) + ", then there exists b ∈ O such that P(b) = 0 and v(a − b) > ". Proof. By induction on d := deg(P). Let b be the root of P given by Proposition 2.9, and factor P(x) = (x − b)R(x). We have &



v(P(a)) = v(a − b) + v(R(a)),



v(P (a)) = v((a − b)R& (a) + R(a)) ≥ min {v(a − b) + v(R& (a)), v(R(a))} . Assume first that v(R(a)) ≤ v(a − b)+ v(R& (a)). Then v(P(a)) > 2v(P & (a))+ " gives v(a − b) + v(R(a)) > 2v(R(a)) + ",



whence v(a − b) > v(R(a)) + " ≥ ". If on the other hand v(a − b) + v(R& (a)) < v(R(a)), v(P & (a)) = v(a − b) + v(R& (a)) implies v(R(a)) > 2v(R& (a)) + v(a − b) + " > 2v(R& (a)) + ".



Now the induction gives a root c of R, and so also of P, such that v(a − c) > ". 4 Therefore, to produce a root b with rv" (a) = rv" (b), it would suffice to require that v(P(a)) > 2v(P & (a)) + # with # at least v(a) + ". §3. Decomposition. 3.1. Collisions. From now on, the valued field K is assumed to be henselian and of characteristic 0. The residue field may have positive characteristic, though the results generally take a simpler form in the pure characteristic 0 case. The goal being to investigate definability in K through the leading term structures, this would be trivial if we could simply say for f(x) ∈ K[x] that rv(f(x)) = f(rv(x)). However, as seen in Proposition 2.4, this is not always the case. For



8



JOSEPH FLENNER



example, rv(x 2 + a) is identically equal to rv(x)2 + rv(a) only when the sum is well-defined. Difficulties arise wherever x 2 and a ‘collide’ to make v(x 2 + a) > min{v(x 2 ), v(a)}. Our strategy is to partition K so that on each piece of the partition, v(f(x)) reduces to a simple form and rv" (f(x)) can be analyzed within RV" in linear terms as a function of rv" (x − α) for some α ∈ K. Definition 3.1. Say f(x) =



d &



i=0



ai (x − α)i has a collision at & around α if



v(f(&)) > min{v(ai (& − α)i )}. In this case, the severity of the collision is the



value



i≤d



v(f(&)) − min{v(ai (& − α)i )}. i≤d



Note that the zero polynomial has no collisions. Likewise it is impossible for a polynomial to have a collision at α around α, even if α is a root of f(x). On the other hand, if α )= &, then f(&) = 0 iff f(x) has a collision of infinite severity at & around α. As mentioned above, by Proposition 2.5 for any & where f(x) does not have a collision, d # rv" (ai ) rv" (& − α)i rv" (f(&)) = i=0



is well-defined. Accordingly, the existence of a collision at & around α depends only on rv(& − α). In fact, we can go further by locating collisions near roots of the derivatives of f(x). Here let us introduce the convention that if deg(f) = d then by the derivatives of f(x) we mean f, f & , . . . , and f (d ) , notably including f itself as the ‘0th derivative’. By scaling f(x) ∈ K[x] to obtain a polynomial P(x) over O , it is possible to transfer Hensel’s Lemma to polynomials over the field rather than only the valuation ring, with collisions filling the role of the conditions on the valuation of P. The following can be seen as a further generalization of the Hensel property along these lines, giving a root of a derivative of f wherever f has a collision exceeding a bound on the severity. d & ai (x − α)i . Suppose moreover that Proposition 3.2. Let α ∈ K and f(x) = i=0



f has a collision at & around α of severity ε > 2m (v(m!) + "), where ( ' ! ") m = max i ≤ d ( ∀j ≤ d v(ai (& − α)i ) ≤ v(aj (& − α)j ) .



Then there is a ! ∈ K and n < m such that f (n) (!) = 0 and rv" (! − α) = rv" (& − α). Proof. Note first that & )= α, since otherwise v(f(&)) = v(a0 ) and f cannot have a collision at &. Define ' := am (& − α)m and P(x) :=



d 1# f((& − α)x + α) = ai (& − α)i x i . ' ' i=0
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So, P(x) ∈ O [x] and v(P(1)) = ε. Consider P (m) (1). Since P (m) (1) =



d i! 1# ai (& − α)i ' i=m (i − m)!



for i = m we have * + * + 1 m! i! i m am (& − α) v ai (& − α) = v = v(m!) ' (i − m)! '



while for i > m, + * 1 i! i ai (& − α) = (1) v ' (i − m)! * + " ! ! i! v + v ai (& − α)i − v am (& − α)m ) . (i − m)!



Since m! divides i!/(i − m)!, and v(ai (& − α)i ) > v(am (& − α)m ) by maximality of m, the quantity in (1) is greater than v(m!). Thus we conclude that $ % v P (m) (1) = v(m!). Now, from



$ % ! v(P(1)) > 2m v(m!) + ") = 2m v(P (m) (1)) + "



we must have for some n < m % $ % $ v P (n) (1) > 2v P (n+1) (1) + ".



Proposition 2.10 now gives u ∈ O with P (n) (u) = 0 and rv" (u) = rv" (1). Set ! := (& − α)u + α. Since & − α )= 0, it follows from P (n) (u) =



(& − α)n (n) f (!) = 0 '



that f (n) (!) = 0. Finally, rv" (! − α) = rv" (u(& − α)) = rv" (& − α), as required.



4



3.2. The decomposition. Like the m in the proof of Proposition 3.2, we will frequently need to refer to the largest degree term carrying the smallest valuation. Therefore define (2) m(f, α, S) := " ! "") ' ! ! max i ≤ d | ∃x ∈ S ∀j ≤ d v ai (x − α)i ≤ v aj (x − α)j



where as&before the ai are the coefficients of the expansion of f(x) around α, f(x) = ai (x − α)i . Thus, m(f, α, S) is the highest power term in f centered at α which can have minimal valuation (among the other terms of f) on S.



Proposition 3.3. If f(x) ∈ K[x], & ∈ S, v(& − α) = ", and T ⊆ B≥" (&), then m(f, &, T ) ≤ m(f, α, S).
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Proof. Let f(x) =



d &



i=0



ai (x − α)i =



d &



i=0



bi (x − &)i and



( ! ' ! " ! " ") n := max i ≤ d ( ∀j ≤ d v(ai & − α)i ≤ v aj (& − α)j



(so n ≤ m(f, α, S)). Define also ' := an (& − α)n . Like in Proposition 3.2, from f(x) we define the polynomials Pα (x) :=



d 1# f((& − α)x + α) = ai (& − α)i x i ' ' i=0



d 1# f((& − α)x + &) = P& (x) := bi (& − α)i x i ' ' i=0



so that Pα ∈ O [x] and deg (res (Pα )) = n. ! ! "" Furthermore, since Pα (x + 1) = P& (x), P& (x) ∈ O [x] and deg res P& = n as well. This implies that ! " ! (3) 0 = v(bn ) + n" = v bn (& − α)n ) < v bi (& − α)i = v(bi ) + i" for i > n. Now, taking any ( ∈ T , v(( − &) ≥ " combined with (3) gives ! " ! v bn (( − &)n ) < v bi (( − &)i



for all i > n. Therefore we have m(f, &, T ) ≤ n ≤ m(f, α, S). 4 The partition of K is made up of swiss cheeses. Recall that a swiss cheese is a set of the form B \ (C1 ∪ . . . ∪ Cn ), where B and each Ci are (open or closed) balls, including K itself as well as singletons. A key property is that the intersection of two swiss cheeses is again a swiss cheese. Proposition 3.4. Let f(x) ∈ K[x] and S be a swiss cheese in K. Then there exist (disjoint) sub-swiss cheeses T1 , . . . , Tk ⊆ S and α1 , . . . , αk ∈ K such that S=



k ,



Ti



i=1



and for all x ∈ Ti , ! ! v aimi (x − αi )mi ) ≤ v(f(x)) ≤ v aimi (x − αi )mi ) + 2mi v(mi !) where f(x) =



d &



n=0



ain (x − αi )n and mi = m(f, αi , Ti ).



Furthermore the αi can be chosen from among the roots of the derivatives of f(x). Proof. To begin, choose any root α of a derivative of f, and let f(x) = &d i ˜ n=0 ai (x − α) . We work in a divisible closure V of V . For simplicity, as˜ sume that S is a ball B≥# (α), # ∈ V . No generality is lost as a decomposition for B≥# (α) ⊇ S may simply be intersected with S to get the desired result. So in particular, we assume α ∈ S. The proof proceeds by a double induction, first on m(f, α, S) and then on the number of roots of derivatives of f contained in S. Clearly, if m(f, α, S) = 0, then v(f(x)) = v(a0 ) for all x ∈ S.
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Now suppose m(f, α, S) = m. Let ( ! ") ' . D := " ≥ # ( ∀i ≤ m v(am ) + m" ≤ v(ai ) + i"



m In other words, m(f,'α, S) = m implies m (x − α) ) is minimal somewhere ( that v(a) i ( in S (within the set v(ai (x − α) ) 0 ≤ i ≤ d ), while D gives those values of v(x − α) where it actually is minimal. Define also



BD := {x ∈ S | v(x − α) ∈ D} .



D is an initial segment of [#, ∞). Indeed, if # ≤ ε < " ∈ D and i < m, then v(ai ) + i" ≥ v(am ) + m" implies



(4)



v(ai ) + iε > v(am ) + mε,



so ε ∈ D as well. We need not consider i > m, by the maximality of m. In particular, the inequality in (4) becomes strict for ε < ". Therefore we have also shown that if ε ∈ D is not a maximal element of D, or indeed if v(ai ) − v(am ) for all i < m, m−i then for all x such that v(x − α) = ε, ε



v(f(x)) = v(am (x − α)m ).



This already suffices to prove the claim if D = [#, ∞), so we assume that D is in fact a proper initial segment. In this case, let ) and " be such that "= Then we have since for x ∈ S,



v(a) ) − v(am ) v(ai ) − v(am ) ≤ for all i < m. m−) m−i S \ BD = B≥# (α) \ BD = B>" (α)



x∈ / BD ⇔ v(ai (x − α)i ) < v(am (x − α)m ) for some i < m v(ai ) − v(am ) ⇔ < v(x − α) for some i < m m−i ⇔ " < v(x − α).



Therefore, so far we have: (i) if x ∈ B≥# (α) \ B≥" (α), then # ≤ v(x − α) < " gives v(f(x)) = v(am (x − α)m ); (ii) if x ∈ S \ BD = B>" (α), then m(f, α, B>" (α)) < m and the induction hypothesis applies. Now S is the disjoint union of the three swiss cheeses S = B≥# (α) \ B≥" (α) ∪ B≥" (α) \ B>" (α) ∪ B>" (α)



(the second being empty if " ∈ V˜ \ V ). On the first of these, as observed above, v(f(x)) = v(am (x − α)m ), and on the last, m(f, α, B>" (α)) < m. It therefore remains only to consider A := B≥" (α) \ B>" (α), i.e. where v(am (x − α)m ) = v(a) (x − α)) ). ( ! ' ) Let C be the set x ∈ A ( v(f(x)) > v am (x − α)m ) + 2m v(m!) . Now the condition on v(f(x)) of the proposition also holds on A \ C , so in fact it only
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remains to consider v(f(x)) on C . Define an equivalence relation ∼ on C by x ∼ y ⇔ v(x − y) > " ⇔ rv(x − α) = rv(y − α). Proposition 3.2 shows that each ∼-equivalence class in C contains a root ! of a derivative of f. Thus, each such equivalence class is of the form B>" (!), and in particular, there are finitely many of them. So A \ C is a swiss cheese, and we finally must only prove the claim for a ball B = B>" (!). By Proposition 3.3, m(f, !, B) ≤ m. If in fact m(f, !, B) < m, then the induction hypotheses takes effect, and we’re done. However, equality may occur. In this case, however, note that α ∈ / B (since f cannot have a collision at α around α). As α was chosen to be a root of a derivative of f and α ∈ S, B contains strictly fewer roots of derivatives of f than S. Thus, in this case the secondary induction hypothesis applies to complete the proof. 4 In residue characteristic 0 the statement of Proposition 3.4 simplifies considerably: since v(n) = 0 for all integers n, on each Ti we get in fact v(f(x)) = ! v aimi (x − αi )mi ). Let us mention a corollary which may be of independent interest, distinguishing between the equicharacteristic 0 and mixed characteristic cases for clarity. Proposition 3.5. Let f(x) ∈ K[x] be a polynomial of degree d and ( / d (. ( (i) f (!) = 0 Λ := ! ∈ K ( ( i=0



i.e. Λ is the ( finite) set of roots of derivatives of f. Then for all x ∈ K, (i) If char(R) = 0, then 0 1 $ % 23 v(f(x)) = max min v f (i) (!) + iv(x − !) . i≤d



!∈Λ



(ii) If char(R) = p > 0 and 0 1 $ % 23 "(x) := max min v f (i) (!) − v(i!) + iv(x − !) !∈Λ



i≤d



4 then "(x) ≤ v(f(x)) ≤ "(x) + 2d v(d !). Finally, we return to the leading term structures to find that the above decomposition also enables the analysis of rv" (f(x)). Thanks to Propositions 2.5 and 2.6, this is an immediate consequence of Proposition 3.4. Proposition 3.6. Let f(x) ∈ K[x] be a polynomial of degree d and 0 ≤ " ∈ V . Then there are k 4 Ui , (i) disjoint swiss cheeses U1 , . . . , Uk partitioning K = i=1



(ii) elements α1 , . . . , αk ∈ K, d (iii) and positive integers q1 , . . . , qk ≤ (d !)2 d & such that for each i, if f(x) = aij (x − αi )j then for all x ∈ Ui , j=0



  d # ! rv" f(x)) = rv"  rv"+v(qi ) (aij ) rv"+v(qi ) (x − αi )j  j=0
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Though each of the preceding propositions is stated for a single polynomial f(x), the same results will hold for any finite number of polynomials f1 , . . . , fn . To obtain the desired decomposition, simply apply the proposition to each fi separately, and then intersect the resulting partitions to get one which works for all fi simultaneously. We are again using the fact that the intersection of finitely many swiss cheeses is a swiss cheese.



§4. Quantifier elimination. The methods used in the decomposition of the previous section are reminiscent of those employed by Cohen [5] in his decision procedure for the p-adics (as well as those of Cluckers and Loeser [4] in the context of b-minimality). In fact, these results and techniques can be used to give an effective quantifier elimination, and therefore a decision procedure, for the field relative to the leading term structures. Unlike in Qp , there can be no quantifier elimination or decision procedure for general henselian valued fields, due to the lack of control over the residue field or value group in the general case. One could propose that Qp is decidable precisely because its residue field (a finite field) and value group (Presburger arithmetic) are. The objective, then, turns to relative results. As noted in the Introduction, Kuhlmann [13] proved that in the leading term language, the theory of a henselian valued field of characteristic 0 eliminates quantifiers over the field sort. In this section, we give a new proof of Kuhlmann’s theorem which yields not only the relative quantifier elimination, but an explicit procedure for eliminating field-sorted quantifiers. This implies a relative decision procedure in the sense that if the leading term structures are themselves decidable, then the valued field as a whole is decidable; or alternatively, if we allow access to an oracle for the leading term structures, then we can construct a decision procedure for the valued field. Let us point out also that the quantifier elimination fails relative to the residue field and value group. The leading term language is a necessity here. To see this, consider the elements x1 = t 2 and x2 = 2t 2 in the field Q((t)). Although x1 is a square while x2 is not, since both are transcendental over Q and both have identical residue and valuation, x1 and x2 satisfy precisely the same formulas with no quantifiers over the valued field sort (‘field-quantifier-free’) in the standard three-sorted language. One could circumvent this by adding other additional structure such as a crosssection of the value group or an angular component map (see for example Yin [18], who also gives an interesting converse to the type of relative quantifier elimination in question here) on the field. However such a language is strictly stronger than the leading term language in that it can interpret the leading term structures, but also contains a definable subset isomorphic to the value group (namely, the value group sort itself). The first step in the quantifier elimination comes from deciding questions about when certain finite sets of balls have a non-empty intersection.
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Proposition 4.1. Let zi , ai ∈ K, 0 ≤ "i ∈ V for i ≤ n. The formula !9 " ∃x rv"i (zi ) = rv"i (x − ai ) i≤n



is equivalent to a formula with no field-sorted quantifiers over the parameters rv"i (zi ), rv"i (ai − aj ), and "i (or, more precisely, an element of value "i ). Proof. Notice that the set of x satisfying rv"i (zi ) = rv"i (x − ai ) is in fact equal to the open ball Bi := B>v(zi )+"i (zi + ai ). So what is sought is a means of testing for nonemptiness of the intersection of the balls Bi . Since finitely many balls having pairwise nonempty intersections implies a nonempty intersection, it will be sufficient to do so for the intersection of two balls. Thus we may assume n = 2. Let us assume also that v(z1 ) + "1 ≤ v(z2 ) + "2 . This implies that B1 ∩ B2 )= ∅ iff B1 ⊇ B2 iff z2 + a2 ∈ B1 iff v(z1 + a1 − z2 − a2 ) > v(z1 ) + "1 . • Case 1: v(z1 ) ≤ v(a1 − a2 ), v(z1 ) ≤ v(z2 ), and "1 ≤ "2 . Then, by Proposition 2.7, v(z1 + a1 − z2 − a2 ) > v(z1 ) + "1 is equivalent to ∃w1 , w2 ∈ RV"1



!



v(w1 ) )= v(w2 ) ∧ " rv"1 (z1 ) − rv"1 (z2 ) + rv"1 (a1 − a2 ) ≈ w1 ∧ rv"1 (z1 ) − rv"1 (z2 ) + rv"1 (a1 − a2 ) ≈ w2



since the sum in RV"1 at least determines the valuation except when v(z1 − z2 + a1 − a2 ) > min {v(z1 ), v(z2 ), v(a1 − a2 )} + "1 = v(z1 ) + "1 .



• Case 2: v(z1 ) ≤ v(a1 − a2 ), v(z1 ) ≤ v(z2 ), and "1 > "2 . This time, although rv"1 (z2 ) is no longer uniquely determined from rv"2 (z2 ), v(z1 + a1 − z2 − a2 ) > v(z1 ) + "1 is equivalent to



∀u ∈ RV"1 ∃w1 , w2 ∈ RV"1 



 v(w1 ) )= v(w2 ) ∧ rv"2 (u) = rv"2 (z2 ) →  rv"1 (z1 ) − u + rv"1 (a1 − a2 ) ≈ w1 ∧  rv"1 (z1 ) − u + rv"1 (a1 − a2 ) ≈ w2 



because rv"2 (u) = rv"2 (z2 ) implies that rv"1 (z1 ) − u = rv"1 (z1 ) − rv"1 (z2 ). To see this, let u = rv"1 (u) and note that the inequality v(z1 ) < v(z2 ) = v(u) must in fact be strict. Thus rv"1 (z1 ) − u = rv"1 (z1 − u) and rv"1 (z1 ) − rv"1 (z2 ) = rv"1 (z1 − z2 ) as well-defined sums. Now v((z1 − u) − (z1 − z2 )) = v(z2 − u) > v(z2 ) + "2 ≥ v(z1 ) + "1



by rv"2 (u) = rv"2 (z2 ). Now argue as in Case 1. • Case 3: v(z1 ) ≤ v(a1 − a2 ) and v(z2 ) < v(z1 ). This implies v(z1 + a1 − z2 − a2 ) = v(z2 ) < v(z1 ) + "1 , so this case is trivial. • Case 4: v(a1 − a2 ) < v(z1 ). In this case, rv"1 (z1 ) + rv"1 (a1 − a2 ) is well-defined. Then " ! ∃x rv"1 (z1 ) = rv"1 (x − a1 ) ∧ rv"2 (z2 ) = rv"2 (x − a2 ) holds if and only if ! " ∃x rv"1 (z1 ) + rv"1 (a1 − a2 ) = rv"1 (x − a2 ) ∧ rv"2 (z2 ) = rv"2 (x − a2 ) .
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If "1 ≤ "2 this is equivalent to



! rv"1 (z1 ) + rv"1 (a1 − a2 ) = rv"1 rv"2 (z2 ))



(witnessed when the above holds by x = z2 +a2 ), while if "2 < "1 it is equivalent to ! rv"2 rv"1 (z1 ) + rv"1 (a1 − a2 )) = rv"2 (z2 )



(witnessed by x = z1 + a1 ). The desired formula will then be the disjunction over all these cases. 4 In fact, we will need a version of the above result applicable more generally to formulas involving the leading terms of polynomials linear in x: Proposition 4.2. Let zi , ai , bi ∈ K with ai )= 0. The formula !9 " (5) ∃x rv"i (zi ) = rv"i (ai x − bi ) i≤n



is equivalent to a formula with no field-sorted quantifiers over parameters rv"i (zi ), rv"i (aj ), rv"i (ai bj − aj bi ), and "i . Proof. This is easily adapted from 4.1 by applying the proposition after factoring 4 out rv"i (ai ) in (5). Proposition 4.2 forms the basis for an induction on the maximum degree of a polynomial appearing as a leading term. The relative quantifier elimination essentially uses the linearization of the leading terms of polynomials to push questions about the existence of field elements into the leading term structures. One consequence of this approach is that we need not make any assumptions on the formula in the RV structures. Indeed, we may allow any additional structure (such as a cross section, or an expansion to RVeq ) on the leading terms. The important point is that the field sort carries only the usual ring language and the map(s) rv" . The basic situation, therefore, would be a two-sorted structure (K, RV) in residue characteristic 0, and a many-sorted structure (K, RV0 , RVv(p) , RVv(p2 ) , . . . ) when char(R) = p > 0. In full generality, however, the language can include any expansion on the leading term sorts of these basic languages. Proposition 4.3. Let T be the theory of a characteristic 0 henselian field in a language of the kind described above. Then T eliminates quantifiers over the field sort. Proof. We break the proof up into several steps, each of which further reduces the class of formulas needing to be considered. To mitigate a logjam of indices, the notation is reset at each step, so that f(x) in Step 2 is not necessarily the same as f(x) in Step 1, but only the syntax of the formula under consideration is maintained. As equality in the main sort is definable in the RV sort (f(u) ¯ = 0 in K iff rv(f( ¯ = ∞ in RV), any field-quantifier-free formula can be written in the form ! u)) ¯ . . . , rv"n (fn (u))), ¯ where the fi are polynomials over K and ϕ is ϕ rv"1 (f1 (u)), some predicate definable (with RV-sorted parameters, possibly in an expanded language) on RV"1 × . . . × RV"n . Thus it suffices to show that a formula of the form " ! ! (6) ¯ . . . , rv"n (fn (x, u))) ¯ ∃x ∈ K ϕ rv"1 (f1 (x, u)),



16



JOSEPH FLENNER



is equivalent to a field-quantifier-free formula. Here ϕ is as above, and the free variables are among the u¯ which will henceforth be suppressed from the notation. We proceed by induction on d := maxi≤n {deg(fi (x))}. If d = 0, the result is trivial. If d = 1, i.e. each fi is linear in x, rewrite (6) as "" ! ! " !9 ∃zi ∈ RV"i ϕ z1 , . . . , zn ∧ ∃x ∈ K (7) zi = rv"i (fi (x)) . i≤n



Now Proposition 4.2 applies to eliminate the quantifier ∃x. Step 1: From (6) to formulas of the form ! ! " ∃x ∈ K f(x) = 0 ∧ ϕ rv"1 (g1 (x)), . . . , rv"n (gn (x))) (8) with deg(f(x)) ≤ d .



Proposition 3.6 gives a partition K =



m 4



j=1



Sj and for each i ≤ n, j ≤ m:



• a root αij of some derivative gij (x) of fi (including possibly fi itself), d • and positive integers qij ≤ (d !)2 such that for all x ∈ Sj and i ≤ n, rv"i (fi (x)) can be computed as the well-defined image in RV"i of a polynomial function of rv"i +v(qij ) (x − αij ). The roots α1j , . . . , αnj also serve as centers of the balls comprising the swiss cheeses Sj . In this way, the formula in (6) is equivalent to one of the form $: gij (yij ) = 0 ∧ ∃y11 , . . . , ynm ∈ K i,j (9) !; ! " "% ∃x ∈ K ϕj rv"1 +v(q1j ) (x − y1j ), . . . , rv"n +v(qnj ) (x − ynj ) . j



Specifically, ϕj will express that x ∈ Sj , that < d = # k rv"i +v(qij ) (aijk ) rv"i +v(qij ) (x − yij ) uij := rv"i k=0



(given fi =



d &



k=0



aijk (x − yij )k , so aijk is a polynomial function of yij ) is well-defined



for each i, and that ϕ holds with uij substituted for each fi . In (9) the bound variable x occurs only linearly, so it can be eliminated as shown above. This produces an equivalent formula in the form   ! 9 " ! (10) ¯ . . . , rv#) (h) (y))) ¯ ∃ (yij )i,j ∈ K  gij (yij ) = 0 ∧ + rv#1 (h1 (y)), i,j



with h1 , . . . , h) being polynomials and + an RV formula. So it remains to show that the quantifiers ∃y11 , . . . , ynm can be eliminated in such a formula. In fact we may do so one quantifier at a time, so it will suffice to consider a formula of the form " ! ! (11) ∃y ∈ K g(y) = 0 ∧ + rv#1 (h1 (y)), . . . , rv#) (h) (y))) with deg(g(y)) ≤ d . This completes Step 1.
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Step 2: From (8) to formulas of the form ! ! " ∃x ∈ K f(x) = 0 ∧ ϕ rv"1 (x − z1 ), . . . , rv"n (x − zn )) (12) with deg(f(x)) ≤ d , and the zi free variables. First of all, in (8), ! ! " ∃x ∈ K f(x) = 0 ∧ ϕ rv"1 (g1 (x)), . . . , rv"n (gn (x))) ,



each gi (x) can be replaced with its remainder on division by f(x) (in applying the euclidean algorithm, to avoid using quantifiers to define the reciprocals of field elements it will be necessary to clear denominators by multiplying gi (x) through by a power of the leading coefficient of f). Thus it may be assumed that deg(gi (x)) < deg(f(x)) ≤ d



for each i ≤ n. If the latter inequality were strict, of course, the induction hypothesis would finish the proof. Otherwise, if we have deg(f(x)) = d , let us apply the decomposition of Proposition 3.6 a second time relative to g1 (x), . . . , gn (x). The result is another formula equivalent to (8) taking the form !9 (13) ∃ (zi )i≤k ∈ K hi (zi ) = 0 ∧ i≤k



"" ! ! ∃x f(x) = 0 ∧ + rv#1 (x − z1 ), . . . , rv#k (x − zk ))



with deg(hi (zi )) ≤ max {deg(gj (x))} < d for every i. Now, it will suffice to j≤n



eliminate the quantifier ∃x from the subformula " ! ! (14) ∃x f(x) = 0 ∧ + rv#1 (x − z1 ), . . . , rv#k (x − zk ))



since then we would be in the situation of (10) except now with the degrees of the hi (zi ) strictly less than d . This completes Step 2. Step 3: From (12) to formulas of the form ! ! " ∃x ∈ K f(x) = 0 ∧ ϕ rv" (x − z))



with z a free variable, deg(f(x)) = e ≤ d , and f(x) coprime to f (i) (x) for 1≤i≤e. In ! ! " ∃x ∈ K f(x) = 0 ∧ ϕ rv"1 (x − z1 ), . . . , rv"n (x − zn )) ,



suppose that we had v(x − zi )! ≥ v(x − zk ) and "j ≥ "k for " all k ≤ n. Then for each k, rv"k (x − zk ) = rv"j →"k rv"j (x − zi ) + rv"j (zi − zk ) is well-defined. (Since v(zi − zk ) ≥ min {v(zi − x), v(x − zk )} = v(x − zk ), v(x − zk ) ≥ min {v(x − zi ), v(zi − zk )} ≥ v(x − zk )



implies equality and hence well-definition of rv"j (x − zk ) = rv"j (x − zi ) + rv"j (zi − zk ).) ! Thus ϕ rv"1 (x − z1 ), . . . , rv"n (x − zn )) depends only on rv"j (x − zi ) and the parameters rv"j (zi − zk ), and in this case we may write (12) as ! ! "" (15) ∃x f(x) = 0 ∧ + rv"j (x − zi ) .



18



JOSEPH FLENNER



If we can eliminate the ∃x in this formula, then by taking the disjunction over the possible cases of which v(x − zi ) is largest, we will be done. Regarding the coprimality condition, if for some i ≥ 1 we have gcd(f(x), f (i) (x)) = g(x)



nonconstant and f(x) = g(x)h(x), (15) is equivalent to ! ! "" ! ! "" ∃x g(x) = 0 ∧ + rv"j (x − zi ) ∨ ∃x h(x) = 0 ∧ + rv"j (x − zi ) ,



and deg(g(x)), deg(h(x)) < d . Note that the coefficients of g(x) and h(x) are rational functions in the coefficients of f(x). By clearing denominators as in the previous step we may assume they are polynomial in the coefficients of f. So, taking the disjunction over the e possibilities that gcd(f, f (i) ) )= 1 for some i (1 ≤ i < e) or gcd(f, f (i) ) = 1 for every such i, each case reduces as above except for the last one. Therefore we may also assume gcd(f, f (i) ) = 1 for all 1 ≤ i ≤ e, finishing Step 3. Step 4: Eliminating the quantifier ∃x from the formula ! ! " ∃x ∈ K f(x) = 0 ∧ ϕ rv" (x − z)) (16) when deg(f(x)) = e ≤ d and gcd(f(x), f (i) (x)) = 1 for 1 ≤ i ≤ e. e & Suppose f(x) = ai (x − z)i . If a0 = 0, then z is a root of f and we may check i=0



whether ϕ holds on rv" (z − z) = ∞. Let # = 2e (v(e!) + ") and ,(y) be the formula ∃u1 , u2



e !# i=0



rv# (ai )yi ≈ u1 ∧



e # i=0



" rv# (ai )yi ≈ u2 ∧ v(u1 ) )= v(u2 ) .



So f has a collision of severity > # at x around z if and only if ,(rv# (x − z)) (by Proposition 2.7). Let also -(y1 , . . . , yn ) be a field-quantifier-free formula equivalent to    < = n > e e 9 9 9 ! "   ¬∃y ∈ K f (j) (y) = 0 ∧ f (j) (yi ) = 0 ∧  y )= yi i=1 j=1



j=1



i



stating that y1 , . . . , yn are all the roots of the proper derivatives f & , f && , . . . , f (e) . Such a formula must exist by the induction hypothesis. We can take n to be as large . as necessary, no more than e(e−1) 2 Now, consider the formula ! f(z) = 0 ∧ ϕ(∞)) ∨ $ n !: " ,(rv# (x − yi )) ∧ ∃y1 , . . . , yn ∃x -(y1 , . . . , yn ) ∧ (17) i=1 % ,(rv# (x − z)) ∧ ϕ(rv" (x − z)) .



We claim that (17) is equivalent to (16). In fact, if f has a root x and ! is a root of f (i) (1 ≤ i < e), then f(!) )= 0 by coprimality, and so the constant term of f recentered around ! is nonzero. This implies that f still has a collision at x around ! (of infinite severity). Thus, f(x) = 0 (but f(z) )= 0) implies that ,(rv# (x − z))
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and moreover that ,(rv# (x − yi )) for each root yi of a proper derivative of f. If there exists such an x where also ϕ(rv" (x − z)) holds, then (17) holds. Suppose conversely that (17) holds. By Proposition 3.2 (and the proof of Proposition 3.4), ,(rv# (x − z)) implies that there is a !, which is a root of one of f, f & , f && , . . . , f (e) , for which rv" (x − z) = rv" (! − z) and f does not have a collision of severity > # at x around !. So, ¬,(rv# (x − !)). Since , holds on each rv# (x − yi ) and the yi exhaust the roots of the proper derivatives of f, therefore, this ! must be a root of f itself. In other words, (17) implies that there is a root ! of f for which ϕ holds on rv" (x − z) = rv" (! − z). This shows that (16) and (17) are equivalent. In (17), the quantifier ∃x can be eliminated as in (7), since x appears only linearly. Likewise, each quantifier ∃yi can also be eliminated by the induction hypothesis, because deg(f (j) ) < deg(f). Taking the disjunction over all these cases, we have succeeded in eliminating the field-sorted quantifier in (16), and this finishes the proof. 4 Since, looking back over the proof of Proposition 3.4, we have an effective algorithm for producing the swiss cheese decomposition, the above proof gives an effective algorithm for producing a field-quantifier-free formula from any formula in the leading term language. Assuming formulas in the leading term sorts are decidable, therefore, we may use this to devise a decision procedure for formulas over the valued field, and we have proved Proposition 4.4. The theory of a henselian valued field with char(K) = 0 is decidable relative to an oracle for the leading term structures 1RVv(n) 2n∈N , or equivalently, as long as these structures are decidable. 4 §5. Definable subsets of K. In this section, the goal is to use the quantifier elimination and decomposition to give a characterization of definable subsets of K. This provides the promised analogue of the theorem of Holly [9] on canonical forms for sets definable (in one variable) in algebraically closed valued fields. Proposition 5.1. Suppose S ⊆ K is definable over A. Then there are α1 , . . . , αk ∈ acl(A) and a subset D ⊆ RV"1 × . . . × RV"k definable over acl(A) such that S = {x ∈ K | 1rv"1 (x − α1 ), . . . , rv"k (x − αk )2 ∈ D} . As before, if char(R) = 0, we may take "i = 0 for all i; if char(R) = p > 0, then the "i can be taken among v(pn ) for n ∈ N. Proof. The elimination of field-sorted quantifiers from Proposition 4.3 implies that S is definable by a formula of the form ! (18) ϕ rv"1 (f1 (x)), . . . , rv"k (fk (x)))



with ϕ being a formula over the leading term sorts and each fi a polynomial with coefficients over A. Applying the decomposition of Proposition 3.6, there are swiss cheeses U1 , . . . , Um partitioning K, for each i ≤ k RV-polynomials ti1 , . . . , tim (over acl(A)), and for each i ≤ k and j ≤ m field elements αij ∈ acl(A) such that
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(18) is equivalent to m > ! "" ! x ∈ Uj ∧ ϕ t1j [rv"1j (x − α1j )], . . . , tkj [rv"kj (x − αkj )]



j=1



(with each "ij = "i + v(pn ) for some integer n). For each i ≤ k define #i := max{"ij }. j≤m



Since every tij [rv"ij (x − αij )] can be computed as tij [rv#i→"ij (rv#i (x − αij ))], it may without loss of generality be assumed that "ij = #i for all i, j. The condition x ∈ Uj is definable in RV with parameters of the form rv(x − &). Without loss of generality we take & to be among the αij (so that x ∈ Uj is an RV-definable condition on rv#i (x − αij ), some i, j), and let +j be the formula over the leading term sorts expressing ! " +j (x1 , . . . , xk ) ⇐⇒ x ∈ Uj ∧ ϕ t1j [x1 ], . . . , tkj [xk ] .



Thus each +j is a formula over RV#1 ; × . . . × RV#k . Finally, letting , be the formula +j and D be the set in RV#1 × . . . × RV#k defined by ,, we have as required.



S = {x ∈ K | 1rv#1 (x − α1 ), . . . , rv#k (x − αk )2 ∈ D}



4



Holly’s swiss cheeses in algebraically closed valued fields arise as boolean combinations of (finitely many) balls. This can be seen as the combination of a pullback of a finite set (from the residue field) and an interval (the value group). It is a consequence of strong minimality and o-minimality that these are all the sets definable in the residue field and value group. As pointed out in the Introduction, it is unavoidable in the general henselian setting that we must allow for pullbacks of arbitrary definable sets D of the leading term structures, which could be very complicated. The pullback of an interval in the value group itself will produce a ball (or, if the interval is bounded above, an annulus) around 0. Shifting to balls centered elsewhere in the algebraically closed case can be taken as analogous to our linear shifting by 1α1 , . . . , αk 2. To obtain a one-dimensional elimination of imaginaries in [10] (‘1-prototypes’), Holly includes a new sort for the balls. This is necessary because while a ball is defined by its radius and center, the center is not unique. Accordingly one introduces into the three-sorted language of valued field, residue field, and value group the imaginaries arising as the fibers of the function f : 1α, #2 ;→ B≥# (α) = {x ∈ K | v(x − α) ≥ #}



(and likewise for the open balls). It follows by the same reasoning that henselian valued fields of characteristic 0 admit 1-prototypes in the leading term language after expanding the RV sorts to RVeq and adding new sorts for definable sets of the form {x ∈ K | 1rv"1 (x − α1 ), . . . , rv"k (x − αk )2 ∈ D}
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together with the functions f : 1α1 , . . . , αk , D2 ;→ {x ∈ K | 1rv"1 (x − α1 ), . . . , rv"k (x − αk )2 ∈ D}



on K k × RVeq for each k. In more dimensions, it is an immediate consequence of quantifier elimination that definable subsets of K n take the form (19)



¯ . . . , rv"k (fk (x))2 ¯ ∈ E} {1x1 , . . . , xn 2 ∈ K | 1rv"1 (f1 (x)),



where E is definable in RV"1 × . . . × RV"k and each fi ∈ K[x1 , . . . , xn ]. One could then obtain an essentially trivial elimination of imaginaries by including new sorts consisting of the sets (19). An approach towards a more satisfying solution of the elimination of imaginaries problem may be to give a sharper sufficient subclass of the polynomials fi . For example, one could hope to show that every definable set can be coded in terms of sets of the form (19) with the fi being affine transformations of K n . In fact this appears to be overly optimistic, but one may still ask whether such a language at least suffices to encode the definable modules and torsors over O used in Haskell, Hrushovski, and Macpherson’s elimination of imaginaries for algebraically closed valued fields [7]. REFERENCES



[1] James Ax and Simon Kochen, Diophantine problems over local fields. I, Amer. J. Math., vol. 87, pp. 605–630. , Diophantine problems over local fields. II. A complete set of axioms for p-adic number [2] theory, Amer. J. Math., vol. 87, pp. 631–648. , Diophantine problems over local fields. III. Decidable fields, Ann. of Math. (2), vol. 83, [3] pp. 437– 456. [4] Raf Cluckers and Franc¸ois Loeser, b-minimality, J. Math. Log., vol. 7, no. 2, pp. 195–227. [5] Paul J. Cohen, Decision procedures for real and p-adic fields, Comm. Pure Appl. Math., vol. 22, pp. 131–151. [6] Ju. L. Erˇsov, On the elementary theory of maximal normed fields, Dokl. Akad. Nauk SSSR, vol. 165, pp. 21–23 (Russian). [7] Deirdre Haskell, Ehud Hrushovski, and Dugald Macpherson, Definable sets in algebraically closed valued fields: elimination of imaginaries, J. Reine Angew. Math., vol. 597, pp. 175–236. , Stable domination and independence in algebraically closed valued fields, Lecture Notes in [8] Logic, vol. 30, Association for Symbolic Logic. [9] Jan E. Holly, Canonical forms for definable subsets of algebraically closed and real closed valued fields, this Journal, vol. 60, no. 3, pp. 843–860. , Prototypes for definable subsets of algebraically closed valued fields, this Journal, vol. 62, [10] no. 4, pp. 1093–1141. [11] Ehud Hrushovski and David Kazhdan, Integration in valued fields, Algebraic geometry and number theory, Progr. Math., vol. 253, Birkh¨auser Boston, Boston, MA, 2006, pp. 261– 405. [12] Ehud Hrushovski and Ben Martin, Zeta functions from definable equivalence relations, Preprint http://arxiv.org/abs/math/0701011. [13] Franz-Viktor Kuhlmann, Quantifier elimination for henselian fields relative to additive and multiplicative congruences, Israel J. Math., vol. 85, no. 1-3, pp. 277–306. [14] Angus Macintyre, On definable subsets of p-adic fields, this Journal, vol. 41, no. 3, pp. 605– 610. [15] T. Mellor, Imaginaries in real closed valued fields, Ann. Pure Appl. Logic, vol. 139, no. 1-3, pp. 230–279. [16] Paulo Ribenboim, Equivalent forms of Hensel’s lemma, Exposition. Math., vol. 3, no. 1, pp. 3–24.



22



JOSEPH FLENNER



[17] Abraham Robinson, Complete theories, North-Holland Publishing Co. [18] Yimu Yin, Henselianity and the Denef-Pas language, this Journal, vol. 74, no. 2, pp. 655–664. UNIVERSITY OF NOTRE DAME DEPARTMENT OF MATHEMATICS 255 HURLEY HALL NOTRE DAME, IN 46556, U.S.A.



E-mail: [email protected]



























[image: TURING'S LANDSCAPE: DECIDABILITY ...]
TURING'S LANDSCAPE: DECIDABILITY ...












[image: Connection Matrices and the Definability of Graph ...]
Connection Matrices and the Definability of Graph ...












[image: 523 Grammar Relative Pronouns and Relative Adverb (hub 3A).pdf ...]
523 Grammar Relative Pronouns and Relative Adverb (hub 3A).pdf ...












[image: Processing subject and object relative clauses in ...]
Processing subject and object relative clauses in ...












[image: Relative Concerns and Delays in Bargaining with Private Information]
Relative Concerns and Delays in Bargaining with Private Information












[image: Relative Wages and Labor Supplies in Mexican ...]
Relative Wages and Labor Supplies in Mexican ...












[image: Binding and Dependency Length in Gapless Relative ...]
Binding and Dependency Length in Gapless Relative ...












[image: Processing Subject and Object Relative Clauses in ...]
Processing Subject and Object Relative Clauses in ...












[image: processing relative clauses in japanese1]
processing relative clauses in japanese1












[image: Relative clause extraction complexity in Japanese - CiteSeerX]
Relative clause extraction complexity in Japanese - CiteSeerX












[image: Relative clause extraction complexity in Japanese - CiteSeerX]
Relative clause extraction complexity in Japanese - CiteSeerX












[image: ABSOLUTE RELATIVE]
ABSOLUTE RELATIVE












[image: On the decidability of honesty and of its variants - Trustworthy ...]
On the decidability of honesty and of its variants - Trustworthy ...












[image: On the decidability of honesty and of its variants - Trustworthy ...]
On the decidability of honesty and of its variants - Trustworthy ...












[image: Correlation and Relative Performance Evaluation]
Correlation and Relative Performance Evaluation












[image: Relative Humidity and Dewpoint Tables.pdf]
Relative Humidity and Dewpoint Tables.pdf












[image: Erythropoietin, Iron Depletion, and Relative ...]
Erythropoietin, Iron Depletion, and Relative ...












[image: Understanding and producing the reduced relative construction ...]
Understanding and producing the reduced relative construction ...












[image: Technological Change and Transition: Relative ...]
Technological Change and Transition: Relative ...












[image: RELATIVE EQUILIBRIUM STATES AND DIMENSIONS ...]
RELATIVE EQUILIBRIUM STATES AND DIMENSIONS ...












[image: Technological Change and Transition: Relative ...]
Technological Change and Transition: Relative ...












[image: Relative-Absolute Information for Simultaneous Localization and ...]
Relative-Absolute Information for Simultaneous Localization and ...












[image: EVALUATION OF ABSOLUTE AND RELATIVE ...]
EVALUATION OF ABSOLUTE AND RELATIVE ...















RELATIVE DECIDABILITY AND DEFINABILITY IN ...






Holly's theorem relied essentially on the completeness and quantifier elimination in the theory of algebraically closed valued fields (ACVF) dating from Robin- son [17]. As made explicit in [10], this was intended as a first step towards the elimination of imaginaries for ACVF that came to fruition in work of Haskell,. Hrushovski ... 






 Download PDF 



















 287KB Sizes
 0 Downloads
 279 Views








 Report























Recommend Documents







[image: alt]





TURING'S LANDSCAPE: DECIDABILITY ... 

one, we do not have a proof whether this is fundamentally impossible or not. ... I will claim that the moduli space of metrics on a Calabi-Yau manifold has a fractal ..... of Euclidean quantum gravity Perspectives in Riemannian geometry, CRM ...














[image: alt]





Connection Matrices and the Definability of Graph ... 

i.e. the operation of taking the disjoint union of Gi and Gj and identifying vertices .... finite relational vocabulary Ï„ the set of L(Ï„) formulas contains all the atomic.














[image: alt]





523 Grammar Relative Pronouns and Relative Adverb (hub 3A).pdf ... 

Page 2 of 2. 523 Grammar Relative Pronouns and Relative Adverb (hub 3A).pdf. 523 Grammar Relative Pronouns and Relative Adverb (hub 3A).pdf. Open.














[image: alt]





Processing subject and object relative clauses in ... 

Sentences were presented on PC in word by word non- cumulative fashion. â�– Participants were instructed to read sentences in a natural pace and answer ...














[image: alt]





Relative Concerns and Delays in Bargaining with Private Information 

Jun 27, 2013 - Keywords: relative concerns; alternating-offer bargaining; private information; ... dominates the literature on noncooperative bargaining models: ...














[image: alt]





Relative Wages and Labor Supplies in Mexican ... 

for Mexican manufacturing is employed on two monthly data samples: one, .... to cointegration and error correction modeling (ECM) techniques to take into account non- .... a greater impetus of exports to skilled-labor saving technologies than to that














[image: alt]





Binding and Dependency Length in Gapless Relative ... 

THE INSTITUTE OF ELECTRONICS,. IEICE Technical Report ... This article is a technical report without peer review, and its polished and/or extended version may be published elsewhere. ..... dissertation, University of Southern California, Los.














[image: alt]





Processing Subject and Object Relative Clauses in ... 

(1a) SR: Niwa-de otokonoko-o oshita onnanoko-wa tanoshiku asonde-i-ta. Garden-LOC boy-ACC pushed girl-TOP funnily play-PRG-PST. 'The girl who pushed the boy in the garden was playing funnily.' (1b) OR: Niwa-de otokonoko-ga oshita onnanoko-wa tanoshik














[image: alt]





processing relative clauses in japanese1 

of resource, such as temporary storage or integration costs. The other is in terms of ... occurs, there are two clear alternative hypotheses concerning how this distance is ... 1 energy unit (EU) is consumed if h2 is the head of a new discourse ...














[image: alt]





Relative clause extraction complexity in Japanese - CiteSeerX 

(1) INTEGRATION resources: connecting an incoming word into the ... 2) structural integration cost ..... Computational factors in the acquisition of relative clauses ...














[image: alt]





Relative clause extraction complexity in Japanese - CiteSeerX 

Illustration of the cost function: (1) Object-extracted ... Items: simple transitive clauses that made up each RC. Results: 4 items ... effect, it should occur at the verb.














[image: alt]





ABSOLUTE RELATIVE 

data-start data-100-start data--100-start. ABSOLUTE data-100-top data-top data-end data-100-end data--100-end. RELATIVE data-bottom data--100-top.














[image: alt]





On the decidability of honesty and of its variants - Trustworthy ... 

The middleware establishes sessions between services with compliant .... We interpret compliance between two contracts as the absence of deadlock in.














[image: alt]





On the decidability of honesty and of its variants - Trustworthy ... 

Among the various notions of compliance appeared in the literature [4], here we adopt progress (i.e. the absence of deadlock). In Definition 4 we say that c and.














[image: alt]





Correlation and Relative Performance Evaluation 

Economics Chair and the hospitality of Columbia Business School. ..... It is easy to see that the principal's program is in fact separable in the incentive schemes:.














[image: alt]





Relative Humidity and Dewpoint Tables.pdf 

Relative Humidity and Dewpoint Tables.pdf. Relative Humidity and Dewpoint Tables.pdf. Open. Extract. Open with. Sign In. Main menu.














[image: alt]





Erythropoietin, Iron Depletion, and Relative ... 

Research and Epidemiology, Los Angeles Biomedical Research. Institute at Harbor-UCLA .... Stata, version 9.0 (Stata Corp, College Station, TX). RESULTS.














[image: alt]





Understanding and producing the reduced relative construction ... 

Oct 4, 2006 - centerpiece of a new theory of sentence comprehension ... foundation for MTS, and so we review the most rele- ...... bridge University Press.














[image: alt]





Technological Change and Transition: Relative ... 

construction, business construction, and other construction. ..... output per worker and the solid (dashed) line represents the mean value of output per worker.9 ..... market imperfections (e.g., taking rental rates on labor and capital as given).














[image: alt]





RELATIVE EQUILIBRIUM STATES AND DIMENSIONS ... 

given marginal, for almost every fiber the corresponding conditional measure has dimension equal to the ratio of the relative metric entropy and the Lyapunov ...














[image: alt]





Technological Change and Transition: Relative ... 

developing and transitional economies, we decompose the growth of output per worker .... efficiency, technology changes and changes in the capital-labor ratio.














[image: alt]





Relative-Absolute Information for Simultaneous Localization and ... 

That is why it is always required to handle the localization and mapping. â€œsimultaneously.â€� In this paper, we combine different kinds of metric. SLAM techniques to form a new approach called. RASLAM (Relative-Absolute SLAM). The experiment result














[image: alt]





EVALUATION OF ABSOLUTE AND RELATIVE ... 

and Jolene Sy is now at the University of Florida. ..... Reinforcer assessment data for Aaron (top), Logan (middle), and Derrick (bottom). Data are depicted as.


























×
Report RELATIVE DECIDABILITY AND DEFINABILITY IN ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















