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Abstract A decision maker relies on two experts to take the optimal action that depends on the realization of a random variable. Each expert first exerts costly, unobservable effort to acquire information about the variable, then sends a non-verifiable message to the other and finally makes a recommendation to the decision maker. Each expert wants his recommendation to be accurate. Further, each is of one of two possible types depending on whether he prefers the opponent’s recommendation to be accurate or not. Types are private information. In equilibrium the decision maker can infer the likely reliability of experts’ recommendations from their observable similarity. We find that when recommendations are similar they are more likely to have been the outcome of experts’ higher efforts and more informative communication and therefore are expected to perform better. This represents an extension of the inference rules used in natural setups to strategic ones. Keywords: experts, communication, information acquisition, research effort, external concerns, coincidence. JEL classification numbers: C72, D82.
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When men exercise their reason coolly and freely on a variety of distinct questions, they inevitably fall into different opinions on some of them. When they are governed by a common passion, their opinions, if they are to be called, will be the same. Alexander Hamilton (1755 - 1804)
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Introduction



1.1



Motivation



Decision makers, like a prime minister or a CEO, often have to make decisions whose consequences are uncertain. In such cases the decision maker usually seeks advice from experts who have superior knowledge about the matter. Common wisdom also suggests that, to reduce bias, it is useful to consult several experts rather than a single one before making the decision. This important role experts play in allocating resources has fostered a growing study of their interaction with the decision maker, which has been largely focused on the lack of alignment of decision maker’ and experts’ interests and its possible remedies. The contribution of this paper is the analysis of communication between experts and some of its positive properties that may be relevant for the decision maker. Experts hardly work independently, without exchanging information with each other prior to reporting to the decision maker. Different kinds of experts, like political advisors, financial analysts, scientists, etc. make recommendations to their respective decision makers that are based on own research and investigation but also on communication with peers or fellow experts. The first goal of this paper is to explicitly embody communication strategies into a model of expert opinion formation. The decision maker, however, is not per se interested in what experts tell each other but rather on the quality of the advice he gets at the end. Because communication among experts, after all, transforms each expert’s private research into a public good and it may reduce experts’ research efforts (to the detriment of the decision maker), our second goal is to analyze how experts’ communication strategies shape their information acquisition incentives. The role of, and assumptions about, the decision maker are also partially reconsidered here. In our view, his ability to influence or design experts’ work tends to be sometimes 2



overestimated by the expertise literature. For certain real instances, at least, he is best thought of as a ‘listener’ or ‘user’ without significant possibilities of intervention in the creation of expert opinion. In such cases, the decision maker is left almost exclusively with the role of elucidating the quality of the expert advice he has access to. In this paper we abstract from the decision maker’s preferences and focus on his possibility of inferring the reliability of experts’ advice when their motivations towards each other are not known with certainty. Such inference on the quality of available advice would be easy to make in case experts did not communicate with each other and, therefore, experts’ motivations were irrelevant and final recommendations, independent. It would be a trivial statistical problem where coincidence of independent expert opinions would suggest that the decision is an easy one and lead the decision maker to gain confidence in experts. The central question of this paper is whether this rule can be kept when experts acquire and communicate information strategically. The fact that the information experts acquire privately, once communicated to others, is transformed into a public good creates the classical free-riding problem. Were this effect to dominate, it might be optimal for each expert not to exert too much research effort, get poor evidence and then rely on communication from other experts to complete the recommendation and send it to the decision maker. Under this view, coincidence of expert advice might be disappointing for the decision maker as it would indicate low effort; and, conversely, diversity of recommendations would point out at intense research effort and better chances of getting good advice overall. In this paper we show that if experts care enough for the performance of their opponents, the opposite result arises driven by the credibility gains experts experience when informing each other. These credibility gains accrue to each expert independently on whether he is positively or negatively affected by other experts’ performance. We find that when experts strategically acquire and exchange information, more similar recommendations are the likely outcome of higher individual efforts and more informative communication which, in turn, guarantee better advice to the decision maker. This paper, therefore, suggests that the coincidence of (strategic) expert advice can be maintained as a valid criterion for its evaluation.
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1.2



Results



The analysis is based on a game of incomplete and imperfect information. A state of world ω ∈ {0, 1} is realized but not observed until the end of the game. A decision maker wants to know the realization and he asks each of two experts for a recommendation. For that purpose each expert i = 1, 2 first chooses privately µi and pays c(µi ) to get a signal si ∈ {0, 1} with Pr(si = ω) = µi . Second, expert i after observing privately si sends a non-verifiable message mi ∈ {0, 1} to the opponent; messages are sent simultaneously. Finally expert i makes a recommendation ai on the basis of the two pieces of information available to him, si and mj . An expert’s Bernoulli utility function is decreasing in the distance between his recommendation and the realized ω (private utility) but it also depends on how well his opponent does in the same dimension (external utility). Experts can be of one of two possible types: an altruistic expert has an external utility equal to the opponent’s private utility; a spiteful expert has an external utility equal to the negative of the opponent’s private utility. The total utility for each expert is the sum of his private and external utility. Our assumption on experts’ behaviour is a particular case of the preferences studied by Levine (1998), from whom we borrow the labels for the types. The expert’s type is private information. Given experts’ utility functions are additively separable into private and external utility, each expert, regardless of his actual type, makes sincere recommendations to the decision maker. When experts send messages to each other there exists always the possibility of a ‘babbling’ equilibrium. This is standard in cheap talk games and consists in sending ‘empty’ messages. In such a case, communication is useless and, therefore, ignored by everyone. We focus on non babbling equilibria, that is, equilibria in which experts transmit some payoff-relevant information. The different external concerns of the two types of expert determine different preferences over the reliability of the message (ri ) they send. This is a key concept in the paper and we define it, from the standpoint of the listener (expert j), as the probability that the message mi and the realization of ω coincide. As expert j’s expected payoff increases with the reliability ri and the reliability decreases with the noise of the message (i.e. how likely it is that mi and si do not coincide), when the noise is large, the opponent’s expected payoff is small. Thus the opposite sign of the external
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utility of the two types of expert is transmitted to opposite preferences over the noise in the message sent to the opponent. We find the altruistic type always tells the truth while, curiously, the spiteful type may not lie with probability 1. In brief, the receiver-expert discounts the information supplied by the sender-expert to the extent that the former believes the latter to be spiteful. In other words, the reliability of the message is smaller the larger the probability the sender is spiteful. If the receiver’s prior beliefs are sufficiently pessimistic about the sender, communication may be completely uninformative in equilibrium. Discounting messages has an impact on efforts to acquire information, i.e., how experts choose accuracies µ in equilibrium. For the cases in which communication is useful in equilibrium, we find that the marginal expected utility of accuracy is decreasing in the own prior probability of being spiteful and increasing in the opponent’s prior probability of being spiteful. For the case of the own probability, notice that as expert 1’s prior probability of being spiteful increases, the reliability of his message decreases. The optimal response of expert 2 is to rely less on expert 1’s messages. In this case, expert 1’s choices of µ1 have a weaker impact (irrespective of expert 1’s actual type) in his external utility. Intuitively, when the relevance of one expert’s messages is low, his incentives to gather information for ‘external influence’ are equally low. The explanation for the marginal effect of the opponent’s probability of being spiteful is based on the ‘private’ incentives instead but the logic is similar. As expert 2’s prior probability of being spiteful increases, expert 1 relies less on expert 2’ message. Because accuracies are found to be strategic substitutes in this model, this increases the value of expert 1’s own effort to acquire information for ‘private use’. The intuition is equally straightforward: when an expert can rely less on his opponent’s message the marginal value of his research effort increases. To answer our main question we focus on games in which both experts have the same prior belief about each other’s type. This represents a situation in which experts can be thought of as coming out from a common pool with one distribution of spitefulness/altruism. In such a symmetric setup, both experts exert the same effort level and the expected performance of their recommendations is identical. However they may make different recommendations to the decision maker, as the signal each expert receives always comes with noise. We show that experts make similar recommendations when both have



5



a strong, mutual belief in each other’s altruism. This strong belief in mutual altruism, in turn, leads each expert to acquire relatively more information and transmit it relatively more truthfully. In sum, the advice available to the decision maker is likely to be accurate if both recommendations are similar. We conclude, therefore, that the decision maker is able to judge about the expected performance of experts’ recommendations by their similarity, just as he would do with independent signals.



1.3



Related literature



There are a number of research strands to which this paper is related. We will deal with the literatures on communication, information acquisition and, more extensively, with the expertise literature. There is a vast literature dealing with strategic communication. Pure communication through cheap talk games was first studied by Crawford and Sobel (1982). Their fundamental result, extended by Spector (2000), is that the more information is transmitted in equilibrium when the agents’ preferences are more similar. We also obtain results on the information transmitted and acquired in equilibrium which are consonant with theirs: both experts acquire and transmit more information in equilibrium when it is more likely that they are altruistic (and, thus, have the same preferences). Information acquisition has received an ample treatment in a number of contexts such as oligopolies (Hauk and Hurkens, 2001); auctions (Ganuza, 2004) and agency relationships (Lewis and Sappington, 1997; Crémer, Khalil and Rochet, 1998; Jeon 2002 and Gromb and Martimort 2003). However the examination of experts’ entangled incentives to acquire and exchange information, as we attempt to do in this paper, has been explicitly addressed only by Gromb and Martimort (2003). Experts’ behaviour has been the subject of intense and growing consideration by the literature, e.g. Krishna and Morgan (2001), Morris (2001), Wolinsky (2002), Dur and Swank (2003), Gromb and Martimort (2003) and Li and Suen (2004). Most of this literature studies how the conflict of preferences between the decision maker and the experts makes the transmission of information inefficient and the possible remedies to that. The main departures of this paper with respect to the expertise literature are that (i) we allow experts to communicate with each other and merge information prior to it reaching the decision maker, (ii) we analyze how this affects their decisions to acquire 6



information and (iii) we deprive the decision maker of any ability of influencing experts’ behaviour and focus on his evaluation of experts’ interaction. With respect to the first point, only Wolinsky (2002) allows for explicit communication among experts. In contrast with our model, however, he endows experts with relatively similar preferences (they have similar bias with respect to the decision maker and they differ only in this bias), and he assumes that experts are exogenously informed (i.e., they do not acquire information). Wolinsky (2002)’s focus is not the decision maker’s evaluation of experts’ recommendations but rather the impact of his commitment ability in the efficiency of the information transmission process. The assumption of exogenously informed experts is only relaxed by Lewis and Sappington (1997) and Gromb and Martimort (2003) who, in an agency setup, study how the principal/decision maker can induce efficient information acquisition by the agents/experts. In particular, Lewis and Sappington (1997) study how a principal should design appropriate incentive contracts to induce information acquisition and reporting by the same agent and whether it is beneficial to split tasks between two agents. In their model, however, in case of separation each agent is in charge of a different task (one investigates, the other reports to the principal) while we are interested in capturing the fact that both experts perform both activities. In terms of results, our conclusion is more consonant with Gromb and Martimort’s findings. They establish the “Principle of Incentives for Expertise” by which an expert is rewarded if his recommendation is confirmed either by the facts or by other experts’ recommendations. In their paper, coincidence of recommendation is the basis for rewarding experts while in ours it is a property of their communication without any intervention of the principal. The central theme in most of the expertise literature is what a decision maker can do in order to extract as much information as possible from the experts. A notable exception is Morris (2001) who studies the use that a decision maker should make of information obtained from an expert who may be concerned about his future reputation. This paper is similar to Morris (2001) in that it studies the use that a decision maker should make of information obtained from two experts who communicate with each other and who may have different attitudes towards cooperative behaviour. Krishna and Morgan (2001) endow two experts with different preferences (in terms of direction and the strength of
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their bias with respect to the decision maker’s preferences) and analyze how the decision maker can better design experts’ interaction: consulting only one or the two of them. Their model does not allow experts to communicate with each other and, more important, it assumes each expert’ bias is observable. In our model, in contrast, we assume that each expert’ preference is not observable. The result we obtain is precisely that the decision maker is able to infer the spitefulness/altruism experts exhibit (and their equilibrium effort and performance) from an observable measure such as the coincidence of their recommendations. The paper is organized as follows. In section 2 we present the main ingredients of the model, the time structure and introduce the necessary notation. In section 3 we find the equilibrium of a simpler game of communication taking the information acquisition decisions as given. In section 4 we address the information acquisition problem and use the results of the previous section to solve for the whole game. In section 5 we perform a comparative statics analysis of two equilibrium outcomes for a particular case. Section 6 concludes. All proofs appear in the appendix.



2



The model



2.1



Main elements and time structure



There is a decision maker and an unobserved realization of a state of the world, ω ∈ {0, 1}. The decision maker is concerned with choosing an action level as close as possible to ω. However, the decision maker has no direct information about ω and he relies on two experts, expert 1 and expert 2. The decision maker and both experts believe a priori that Pr(ω = 1) = Pr(ω = 0) = 1/2. We assume that each expert is of one of two possible types: altruistic (A) or spiteful (S). We shall refer to type t ∈ {A, S} of expert i ∈ {1, 2} as expert it and we define I = {1A , 1S , 2A , 2S }. Each expert i learns privately his type and believes a priori that the other is spiteful with probability λj and altruistic with probability 1 − λj , i.e. Pr(jS ) = λj . The distributions over types (λ1 , λ2 ) are common knowledge. We will define more precisely the types below but the idea is that an altruistic expert regards the opponent’s successes as own successes and the opponents’s failures as own failures and vice-versa for the spiteful type.
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Each expert first acquires information about ω, then sends a message to the other expert and finally makes a recommendation to the decision maker. We assume that expert it acquires information by choosing the accuracy of a signal revealed to him by nature. In particular, expert it chooses a probability µti ∈ (1/2, 1] with which a signal sent by nature sti ∈ {0, 1} will coincide with ω, i.e., µti ≡ Pr(sti = ω). The cost of choosing µ is captured by the cost function c(µ), equal for both experts and types, which satisfies c′ (µ) > 0 and, to avoid corner solutions at µ = 1, also the standard assumption that limµ→1 c′ (µ) = ∞. Further, to guarantee uniqueness of the equilibrium the cost function is required to be convex enough. The precise condition is related to the marginal revenue of choosing µ and it will be presented in section 4. Both the accuracy µti and the signal sti are not observable by the opponent and remain private information during the whole game. We assume that signals, contingent on ω, are independent. After receiving signal sti ∈ {0, 1} from nature, expert it sends a message mti ∈ I to expert j. In particular expert it tells the truth with probability σti ∈ [0, 1], i.e. σti ≡ Pr(mti = sti ). Notice that this notation amounts to assuming that expert it ’s probability of telling the truth is independent of the signal he receives from nature, which seems a sensible assumption in our symmetric setup and it is indeed done without loss of generality. This is assumed to be cheap-talk: sending any message is costless for the sender and messages are non-verifiable. Finally expert it makes a recommendation ati : {0, 1}2 → [0, 1] to the decision maker on the basis of the two pieces of information available to him, (sti , mj ) ∈ {0, 1}2 . Notice that now we do not restrict ati (sti , mj ) to be 0 or 1 but instead we allow for any real number in the 0-1 segment. This is done for analytical and realistic purposes. It is analytically more convenient because the final report a will depend on the inferences each expert makes and these inferences generally will be real numbers between 0 and 1. Further, it is not difficult to think of actual cases in which the ‘truth’ is either 0 or 1 but, in absence of perfect information about the environment, intermediate levels of action and/or recommendation are feasible. The following time structure summarizes the order of moves. T = 0 Nature chooses ω and each expert’s type, A or S, which each learns privately. T = 1 Expert it chooses an accuracy level µti and receives privately signal sti from nature. 9



T = 2 Expert it sends message mti to his opponent. Messages are sent simultaneously. T = 3 Expert it makes recommendation ati . We will use weak perfect Bayesian equilibrium as our equilibrium concept as we need no to introduce special restrictions on beliefs off the equilibrium path (see Mas-Colell et. al. (1995)).



2.2



Preferences



For a given recommendation ati , we measure its performance in getting close to ω by the negative of the quadratic loss v(ati |ω) ≡ −(ati − ω)2 although our results also hold for more general distance functions. In this reduced-form model, each expert’s payoff depends on his own performance and also on the opponent’s. In particular, we assume that expert it ’s utility function uti is additively separable into private utility (denoted by ui ) and external utility (denoted by u ti ), i.e.



uti = u ¯i + δ˜ uti .



(1)



The private component of utility is the same for both types of expert i and corresponds to the performance of the recommendation ai , u ¯i = v(ai |ω) = −(ai − ω)2 . The external component of expert i’s utility depends on two things: his type and the performance of his opponent v(aj |ω). The external utility of the altruistic type coincides with the opponent’s performance, i.e. u ˜A i = v(aj |ω), so that he regards opponent’s successful recommendations as own successes. The story for the spiteful type is just the opposite one and his external utility is the negative of the opponent’s performance, i.e. u ˜Si = −vj , so that he regards opponent’s failed recommendations as own successes. These external concerns are a particular (and limit) case of Levine’s (1998) model without allowing preferences to exhibit fairness.1 1



In Levine’s (1998) model, each player i has a coefficient of altruism −1 < αi < 1 which, together with his own and others’ direct utility determine his adjusted utility. Using our notation, Levine’s preferences would look like α



j i u ˜α i (vj ) =



αi + λαj vj . 1+λ



Levine’s preferences are clearly much richer than ours as they allow for fairness considerations in case that λ > 0. Our external concerns are the special case of Levine’s model for λ = 0, αi = 1 for the
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All our results go through if external concerns are important enough without need of being larger than private ones. More precisely, the results on communication do not depend on δ, as long as δ > 0, and those on information acquisition are valid for any value of δ > δ, where δ < 1. For this reason we will assume δ = 1 and discuss the role of this assumption when applicable. Summarizing, the utility functions for both types of expert i are 2 2 uA i (ai , aj |ω) = −(ai − ω) − (aj − ω) ,



uSi (ai , aj |ω) = −(ai − ω)2 + (aj − ω)2 .



2.3



Belief updating



To prepare for subsequent analysis it is useful to clarify how the probability distribution over the state of nature is updated by each expert when he receives his signal and when he receives the opponent’s message. In our simple framework with only two support points, 0 and 1, the probability distribution over ω is captured simply by the probability of one of them, e.g., 1, Pr(ω = 1). Another property of our simple setup is that this probability coincides with the expected value of ω, i.e. Pr(ω = 1|·) = E(ω|·). At T = 1, when experts choose their respective accuracies, the only information available about ω is the prior that Pr(ω = 1) = 1/2. At T = 2, expert it has received signal sti from nature and beliefs are updated as follows bti (sti ) ≡ Pr(ω = 1|sti ) =



Pr(sti |ω = 1)  . Pr(sti |ω)



(2)



ω∈{0,1}



Finally at T = 3 expert it ’s beliefs about ω after having received message mj are β ti (sti , mj ) ≡ Pr(ω = 1|sti , mj ) =



Pr(sti , mj |ω = 1)  . Pr(sti , mj |ω)



(3)



ω∈{0,1}



Conditional on ω, sti and mj are independent because sti and sj are so. Therefore we have that Pr(si , mj |ω) = Pr(si |ω) Pr(mj |ω). The first part of the product is the same we already had in (2). The second part of the product corresponds to the inference expert i makes about observing message mj conditional on the actual state of nature being ω. It altruistic type and αi = −1 for the spiteful one. Recall also that Levine (1998) finds that λ > 0 comes out from calibration of preferences in ultimatum games while λ = 0 appears to be more appropriate for public goods contribution games. See also the related empirical evidence in Ledyard (1995) supporting the assumption of λ = 0 for explaining actual behaviour in public goods games.
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can, therefore, be interpreted as the reliability of expert j’s messages. As Pr(mj |ω) will be central in the paper, we shall denote explicitly the reliability of expert j’s messages by



rj = Pr(mj = ω|ω).



(4)



Notice that in our symmetric setup we have that rj = Pr(mj = 1|ω = 1) = Pr(mj = 0|ω = 0). To keep notation intuitive we will assume that r1 and r2 are larger than 1/2 in equilibrium; the next section shows how this assumption implies no loss of generality. Confining r to be in [1/2, 1] helps to characterize beliefs β ti in terms of rj : the larger the reliability rj , the more informative beliefs β ti . Thus, for instance, the case of rj = 1/2 corresponds to expert j sending completely uninformative messages. This implies that expert i ignores messages mj and, abusing notation, we write β ti = bti . Analogously, we write β ti = bti whenever rj > 1/2 and messages mj are informative.
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Exogenous accuracies: the communication game



There are two strategic decisions experts make: how to acquire information at T = 1 and how to transmit it at T = 2. In this section we will study only the latter issue by means  t=A,S of a simpler game, that we denote by G(λ, µ), in which accuracies µ = µti i=1,2 are



exogenously given and the distributions over types λ = (λ1 , λ2 ) are common knowledge.



In the next section we will use the results of this section to study the choices of µ and therefore to solve for the equilibrium of the full game G(λ). An equilibrium of the simplified communication game G(λ, µ) requires to specify the optimal message and recommendation for each expert and also the beliefs about ω that support the equilibrium. As mentioned before the equilibrium concept is weak perfect Bayesian equilibrium. However, and for the sake of clarity, we detail how the conditions are adapted to our case. Expectation is denoted by E[·], recall I = {it }t=A,S i=1,2 and we abuse notation by using I = {i, −i}. Definition 1 A profile of strategies (σ, a) and system of beliefs (β, b) is a weak perfect Bayesian equilibrium of the game G(λ, µ) if for all i ∈ I, 1. at T = 2, given beliefs b, E[ui |a, σ] ≥ E[ui |a, σ ˆ i , σ−i ] for all σ ˆ i ∈ [0, 1] 12



2. at T = 3, given beliefs β and b, E[ui |a, b, β] ≥ E[ui |ˆ ai , a−i , b, β] for all a ˆi ∈ [0, 1] . 3. beliefs β are derived from strategy profile σ through Bayes’ rule. We will start by considering how experts make their recommendations to the decision maker at the end of the game. At T = 3 expert it has available two pieces of information about ω, his own signal sti and the opponent’s message mj , which determine a posterior probability distribution for ω. The following lemma establishes that experts minimize the expected loss by making sincere recommendations to the decision maker. Lemma 1 In equilibrium ati = β ti (sti , mj ). The result in exact terms is just a statistical property of the quadratic loss function but the intuition it conveys is more general. Each expert at T = 3 cares only about the accuracy of his own recommendation. This is a property of the additive separability of the utility function (1). Each is concerned with choosing the best estimate of ω. In our simple model, this corresponds to the mean of the posterior distribution which is β ti (sti , mj ) as defined in (3). The proof shows that if we replace the quadratic function by any other symmetric distance function we would obtain equilibrium recommendations monotonically increasing in the belief β ti . We turn now to study how experts send messages. Given communication is costless, a first type of equilibrium are ‘babbling’ equilibria. These are equilibria in which everybody sends non-informative messages and, in response, nobody pays attention to them. Given this, sending non-informative messages is an equilibrium. Lemma 2 The strategy profile σ = (1/2, 1/2), together with β = b, is an equilibrium of the game G(λ, µ). To see why, notice that if experts 1A and 1S are playing a babbling strategy, expert 2 (regardless of his type) can only infer that Pr(ω = 1|m1 ) = Pr(ω = 0|m1 ) = r1 = 1/2 upon receiving any message mi = 0, 1. In this case, as mentioned above, the posterior beliefs β coincide with the prior ones b and expert 2 does not learn anything about ω by observing message m1 . Finally, given expert 2 does ignores experts 1A and 1S ’s play, any strategy they choose is trivially a best response to that. 13



The interesting issue in cheap-talk communication games is to go beyond babbling strategies and look for informative equilibria where at least some payoff-relevant information is transmitted in equilibrium. The rest of the section studies the conditions for the existence and the nature of such informative equilibria. In what follows, we restrict ourselves to equilibria for which ri > 1/2 for i = 1, 2 and this is done without loss of generality. That is, we restrict the analysis to equilibria of the communication game in which the receiver interprets message m = 1 as evidence in favour of ω = 1 and message m = 0 as evidence in favour of ω = 0. Or, in other words, the equilibria we will present are, strictly speaking, not unique; there are other equilibria in which m = 1 is evidence in favour of ω = 0 and vice-versa. These ‘reversed equilibria’ are based on the same intuition as the ones we will present, but use just exchanged labels for messages. Then, as everyone understands that the game is played with exchanged labels, the reversed strategies would constitute a valid equilibrium. Any non-babbling equilibrium is characterized by the tension between sender’s types: the altruistic type would like the receiver to have informative beliefs about ω and the spiteful would like the receiver to have uninformative ones. Under the above restriction of r > 1/2, this can be reworded in terms of r : expert iA would like ri to be as close as possible to 1 and expert iS would like ri to be as close as possible to 1/2. This is the main intuition behind equilibrium strategies. A We begin with the strategy of the altruistic type and let σA = {σA 1 , σ 2 }.



Lemma 3 In any equilibrium in which r > 1/2, σ A = 1. The altruistic type is concerned with improving the opponent’s inference about ω and this can only be done, independently of spiteful type’s strategy, by playing a pure strategy. Given we restrict strategies to have ‘natural’ meaning, the pure strategy corresponds to telling the truth. The best response of the spiteful type is a bit more subtle. The spiteful type’s goal is to turn messages as noisy as possible and, if that were feasible, completely unreliable, i.e., leading the opponent to infer that r = 1/2. Whether this is actually feasible depends on the prior beliefs and on the accuracies. We distinguish two cases and deal with each of them separately.



14



Proposition 1 Consider equilibria in which σA = 1. 1. If λi (µSi − 1/2) ≥ (1 − λi )(µA i − 1/2), then   1 1 − λi µA S i − 1/2 σi = 1− ; 2 λi µSi − 1/2



(5)



and β j = bj ; S 2. If λi (µSi − 1/2) < (1 − λi )(µA i − 1/2), then σ i = 0 and β j = bj .



The spiteful type’s equilibrium strategy (5) in part 1 is obtained imposing the condition for uninformative messages, i.e. ri = 1/2, and then substituting σA i = 1 from the previous lemma. Notice that in this case the spiteful type tells the truth with some positive probability, i.e., does not always lie. This somehow surprising result is better understood when we consider the condition for this to be an equilibrium. The condition for part 1, λi (µSi − 1/2) ≥ (1 − λi )(µA i − 1/2), requires the ex-ante probability of the spiteful type and his accuracy to be high enough (relative to the altruistic counterparts). Assume this is the case and consider that the spiteful type lies with probability 1; then the opponent, by ‘reversing’ the message could extract information from it and update his beliefs about ω to improve his expected performance. The spiteful type, by playing instead the mixed strategy above, is able to leave the opponent uncertain about mi and renders communication uninformative. To complete the argument, notice that as ri = 1/2 in equilibrium, there is no updating of beliefs, and expert j cannot be better off by observing expert i’s message. Given that, any strategy of the spiteful type is a best reply. Consider now part 2 corresponding to the opposite condition, that is, that the weight of spiteful (either in terms of ex-ante likelihood or in terms of accuracy) is lower. In this case the spiteful type cannot turn messages uninformative, that is, for any strategy σSi he chooses, the reliability of the messages will be larger than 1/2. Given that, the spiteful type’s best response is to contradict altruistic type’s information and lie with probability 1. In this case, under the equilibrium strategies, communication is informative and the receiver is able to make the following inference about the reliability of messages mi ri = λi (1 − µSi ) + (1 − λi )µA i > 1/2.
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(6)



The implication of the proposition is that, even in case that the equilibrium is informative, some information is lost in equilibrium and the loss increases with the prior belief of playing with a spiteful opponent.



Endogenous accuracies, game G(λ)



4



In this section we will focus on experts’ equilibrium accuracy choices made at T = 1. At T = 1 experts’ priors about ω are Pr(ω = 0) = Pr(ω = 1) = 1/2. Therefore we study the full game G(λ) where the only exogenous parameters are the prior beliefs over experts’ types λ = (λ1 , λ2 ). Once experts have chosen accuracies, we can apply the results of the previous section to characterize equilibrium play at T = 2 and T = 3. We first introduce the equilibrium definition for the full game, which extends the previous one to include the optimality condition for the choice of µ and also takes into account that experts’ beliefs b and β depend on the accuracies they choose at T = 1. Definition 2 A profile of strategies (µ, σ, a) and systems of beliefs (b, β) is a weak perfect Bayesian equilibrium of the game G(λ) if for i ∈ I, 1. at T = 1, E[ui |a, µ, b] ≥ E[ui |a, µ ˆ i , µ−i , b] for all µ ˆ i ∈ (1/2, 1]; 2. at T = 2, given beliefs b, E[uti |a, σ, b] ≥ E[uti |a, σ ˆ i , σ−i , b] for all σ ˆ i ∈ [0, 1], 3. at T = 3, given beliefs β, E[uti |a, β] ≥ E[uti |ˆ ai , a−i , β] for all a ˆi ∈ [0, 1]. 4. beliefs b and β are derived from strategy profiles (σ, µ) through Bayes’ rule. It has to be pointed out that because in non-babbling equilibria all public histories have strictly positive probability, Bayes’ law can be always applied. At T = 1, when each expert chooses his accuracy, he does so on the basis of what he conjectures the other expert’s accuracy will be. We shall first study how conjectures about µ are formed and how incentives depend on them.



4.1



Conjectures



We will denote by µ˙ ti expert j’s conjecture about expert it ’s choice of µ. In equilibrium  t t=A,S conjectures and actual choices must coincide. So the conjectures µ= ˙ µ˙ i i=1,2 will satisfy part 1 of the above equilibrium definition if when expert it believes that all other experts 16



t are playing as stated in the conjecture, i.e. µ−t ˙ −t ˙ ti . In −i = µ −i , he himself chooses µi = µ



particular we must be careful to notice that equilibrium requires expert it to believe that the other experts believe that he will be playing µ˙ ti . That is, expert it looks for the optimal µti taken as given not only what the others do, µ˙ −t −i , but also what the others believe he will do, µ˙ ti . This has different implications for the maximization of private expected utility  t  t ¯t = E u ˜t = E u and the external expected utility, denoted by U ¯i and U ˜i respectively. i i We will look at each of them separately taking advantage of the separability of the utility function. When expert it looks for the optimal µti that maximizes his private expected utility he takes into account that an increase in µti increases the likelihood that sti coincides with ω and, as a consequence, makes his own beliefs β ti more accurate and informative. ¯ t dependent of We represent this in the maximization problem (7) below by making U i µti in two ways: directly and through the reliability of his messages ri . This means that when expert it deviates and modifies µti two changes occur: he changes the probability distribution over sti (represented by the first µti ) and the formula he uses to update beliefs which depends on ri (µti ). In the case of the external expected utility, the dependence is slightly more delicate. Notice, according to the formula for the reliability in (6), that a higher µA i increases reliability ri while a higher µSi decreases it. Therefore, an increase in µti modifies the probability distribution of the messages that expert j receives but it cannot affect expert S t j’s beliefs, β j = (β A j , β j ), which do not depend on expert it ’s actual choice µi but rather



on the conjecture µ˙ ti . Further, expert it has to take into account that his type is not observable for expert j. This is represented in (7) by making (both types of) expert j’s ˜ t on beliefs β j depend on µ˙ i rather than on µti while keeping the direct dependence of U i µti . In other words, by deviating and changing µti expert it changes the distribution over the message that expert j receives (the first µti ) but not the formula he uses to update beliefs which is determined ri (µ˙ ti ). Therefore, the conjectures µ˙ will satisfy part 1 of the above equilibrium definition if they solve the following problem,



¯i (µi , ri (µi , µ˙ j )) + U ˜i (µi , rj (µ˙ i , µ˙ j )) − c(µi ) µ˙ i ∈ arg max U µi
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(7)



for all i ∈ I. We will now establish a result that allows for a simplification of this problem. S A Lemma 4 In equilibrium, µS1 = µA 1 = µ1 and µ2 = µ2 = µ2 .



The reason why both types of a given expert choose the same accuracy in equilibrium is that both solve the same optimization problem. This, in turn, is due to the fact that both types derive the same marginal expected utility from µ. To see why, we look ¯ separately at the marginal private expected utility, ∂ U/∂µ, and the marginal external ˜ expected utility, ∂ U/∂µ. Calculations (that, for this and the following expression appear in the appendix) show that the marginal private expected utility is 







¯i /∂µi = rj β i (1, 0)2 − β i (0, 0)2 + (1 − rj ) β i (1, 1)2 − β i (0, 1)2 ∂U



(8)



It is clear that the marginal private utility is the same for both experts as the private ¯i /∂µi is utility is so. A more interesting property of the above expression is that ∂ U proportional to how informative (i.e. different) are expert i’s beliefs β i controlling for expert j’s messages. Thus, the marginal private expected utility is a measure of how much expert i’s signals si contribute to his total expected utility. With respect to the marginal external expected utility, which can be computed as 







˜i /∂µi = µj β j (0, 1)2 − β j (0, 0)2 + (1 − µj ) β j (1, 1)2 − β j (1, 0)2 , ∂U



(9)



the reason why it is identical for both types is less evident. If the altruistic type increases µA i , he increases the equilibrium utility of expert j by making his posterior beliefs more accurate. If it is the spiteful type who raises µSi the story is the opposite one and expert j’s equilibrium utility decreases. The point is to realize that both types produce the same marginal change in the accuracy of expert j’s beliefs by choosing a larger µ. The intuition is that both types have the same marginal gain from acquiring more information as both value equally increased accuracy to make messages mi more (if altruistic) or less (if spiteful) informative. In other words, the contrasting orientation of external concerns differentiates both types’ absolute value of effort but not the marginal one. The ˜i /∂µi is analogous to the private one. In this case interpretation of the expression for ∂ U it controls for the own signals and captures the marginal utility each expert gets through 18



changing opponent’s beliefs and, thus, recommendations. An important consequence of ˜i /∂µi increases with the reliability of the own this for the following results is that ∂ U message ri as this increases the information transmitted in equilibrium. Finally, the result in lemma 4 comes from the combination of this equality in the marginal utilities with the same marginal cost for both experts and types and it allows us to simplify the four-condition maximization problem in (7) into the following system of two equations ˜i (µi , rj (µ˙ i , µ˙ j )) − c(µi ), ¯i (µi , ri (µi , µ˙ j )) + U µ˙ i ∈ arg max U µi



(10)



now for i = 1, 2. The optimal choice of µ together with the equilibrium communication strategies discussed in the previous section will conform the equilibrium of the game G(λ). Another consequence of lemma 4 is that the condition for non-informative messages in proposition 1 simplifies and now it depends only on the prior beliefs about the opponent’s type, not on the accuracies, because they are identical in equilibrium. Therefore message mi is uninformative if expert i’s prior probability of being spiteful is large enough, λi ≥ 1/2, and it is informative otherwise, λi < 1/2. This, in turn, implies that the value of λi is irrelevant if larger or equal than 1/2 because in any game with λi > 1/2 messages mi are equally uninformative. Further, the reliability of expert i’s messages (6) can also be simplified to ri = λi (1 − µi ) + (1 − λi )µi > 1/2.



4.2



(11)



Equilibrium characterization



We will derive some properties of the first-order conditions of the simplified problem (10) and then introduce one assumption about the cost function that ensures existence and uniqueness of equilibrium choices of µ. The following are generic properties of the first-order conditions that hold ceteris paribus and not the comparative statics of the equilibrium choices of µ, which we will present in the next section. Let Ui = E[ui ] = ¯i + U ˜i be the total expected utility. U Lemma 5 Problem (10) has the following properties in case r > 1/2, 1. ∂(∂Ui /∂µi )/∂λi < 0 for any λi < 1/2, (reliability loss); 19



2. ∂(∂Ui /∂µi )/∂µj < 0, (strategic substitutes); 3. ∂(∂Ui /∂µi )/∂λj > 0 for any λi , λj < 1/2, (compensation effect). The first part of the lemma states that the higher the discounting expert 2 makes of expert 1’s information, the weaker the incentives for expert 1 to acquire information. To see why, notice first that changes in λ1 only affect expert 1’s external expected utility, his the private one. An increase in expert 1’s prior probability of being spiteful reduces his reliability r1 and, to close the argument, recall from the previous subsection that the marginal external expected utility (9) is increasing in the reliability. The second part establishes that accuracies are strategic substitutes. In our model expected payoffs increase with the informativeness of expert’s beliefs about ω, i.e. how reactive they are to different signals and messages. It is clear that expert 1’s payoff is increasing in µ2 , as this improves the reliability r2 , and, without counting the cost c(µ1 ), also in µ1 . By using Bayes’ rule, we have the property that the marginal contribution of µ2 to making beliefs more informative (i.e., more reactive to signals and messages) is smaller the larger is µ1 . Or, put it differently, the poorer the quality of expert 1’s own information, the more valuable is for him the communication with his opponent. The intuition for the third part of the lemma is related to the fact that accuracies are strategic substitutes. As expert 2’s prior probability of being spiteful increases, the reliability of his messages decreases and expert 1’s is less sensitive to them. Given accuracies are strategic substitutes, this makes expert 1’s beliefs more dependent on his own signals. Therefore the optimal reaction to a more dubious opponent is to ensure better own information. These properties of the marginal expected utility prepare for the equilibrium characterization. Before that, we make use of the theory of supermodular games (see e.g. Vives (1999)), and impose a condition on the cost function that ensures existence and uniqueness of the solution to the problem in (10). Specifically, we assume that   ∂ 2 Ui (µi , µj )  ∂ 2 Ui (µi , µj )  ∂ 2 c(µi ) ≥ + .  ∂µi ∂µj  (∂µi )2 (∂µi )2



(12)



Roughly, the above assumption is a sufficient condition that requires the cost function to be convex enough so that the total payoff function is globally concave and the interior
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solution is unique. The proof of the following lemma is more explicit on that and provides examples of cost functions that satisfy the assumption. Lemma 6 Under assumption (12), problem (10) has a unique and interior solution that satisfies λi > λj ⇔ µi < µj and µ1 = µ2 ⇔ λ1 = λ2 . The result in the above lemma is the combination of parts 1 and 3 of lemma 5 which reinforce each other. The expert with the lowest prior probability of being spiteful is more reliable than the other. This increases his incentives to acquire information and, at the same time, weakens the opponent’s. Notice that there is no distinction between realized types of a given expert here as both choose the same accuracy level. We now conclude this section solving for the equilibrium of the full game G(λ). The equilibrium characterization relies on the results of the previous section about equilibrium communication strategies. Results are qualitative but they suffice for our comparative ˜ ′ denote the derivative of U ¯i and U ˜i with ¯ ′ and U statics analysis in the next section. Let U i i respect to µi respectively. . Proposition 2



1. Suppose that λ1 , λ2 < 1/2, then in equilibrium experts choose ac-



curacies (µ1 , µ2 ) that satisfy µi < µj ⇔ λi > λj and µ1 = µ2 ⇔ λ1 = λ2 . At T = 2, A S S σA 1 = σ 2 = 1 (truthtelling) and σ 1 = σ 2 = 0 (lying) so that β = b (both experts



update beliefs). 2. Suppose, without loss of generality, that λ1 < 1/2 and λ2 ≥ 1/2, then in equilibrium A experts choose accuracies (µ1 , µ2 ) that satisfy µ1 > µ2 . At T = 2, σ A 1 = σ 2 = 1,



σ S1 = 0, σS2 = (λ2 − 1/2)/λ2 ∈ [0, 1/2] (probabilistic lying) with β 1 = b1 (expert 1 does not update beliefs) and β 2 = b2 (expert 2 updates beliefs). 3. Suppose that λ1 , λ2 ≥ 1/2, then in equilibrium experts choose accuracies µ1 = µ2 . A S At T = 2, σA 1 = σ 2 = 1, σ i = (λi − 1/2)/λi with β = b (both experts do not update



beliefs). The equilibrium depends critically on the prior distributions over experts’ types. The distinction of the three equilibrium configurations is the combination of proposition 1, that derives the conditions for informative communication, and lemma 4, that establishes that both types acquire the same information. Communication will be informative in 21



equilibrium if and only if the sender is ex-ante altruistic with a sufficiently large probability. Further, as discussed above, the value of λi is irrelevant if larger than 1/2 because in that case messages mi are equally uninformative. This is reflected with respect to the equilibrium accuracy choice in parts 2 and 3 of the above proposition. Consider part 3 which corresponds to the case in which both experts believe the other is relatively likely to be spiteful ex-ante. In this case, the actual λ1 and λ2 are irrelevant for determining µ1 and µ2 in equilibrium which are identical. Each expert ignores the other in two senses: they do not pay attention to each other’s messages and, as a consequence, they disregard the effect of their chosen accuracies on the other’s payoff. In other words, each expert cancels the external component in the expected utility maximization. The equilibrium accuracy in this case is chosen to equalize marginal expected private utility with marginal cost. When both experts are relatively unlikely to be spiteful (part 1 of Proposition 2), communication between them is informative and both experts’ beliefs are updated, β 1 = b1 and β 2 = b2 . As a result, equilibrium choices of µ are interdependent and characterized qualitatively by lemma 6. Notice that the above proposition characterizes the accuracy each expert chooses in equilibrium but is silent with respect to which expert ends up being better informed, i.e., having more accurate beliefs about ω. In other words, because of communication, the expert making stronger effort to acquire more information is not necessarily better informed than the other. Recall that expert i’s performance is measured by the private ¯i = E [¯ component of his utility function, U ui ] . Suppose λ2 > λ1 , then we know that expert 1 acquires more information, µ1 > µ2 , but also that expert 1’s messages are more reliable than expert 2’s, r1 > r2 . Now, as accuracy of expert 2’s beliefs is increasing in r1 it may be the case, if r1 is high enough, that β 2 is more accurate than expert 1’s beliefs, β 1 . This would imply that expert 2’s recommendations are closer to the actual ω ¯1 < U ¯2 . in expected terms than expert 1’s, that is, U
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5



Populations of experts



In this section we will study the symmetric case of game G(λ) with λ1 = λ2 = λ. A symmetric environment allows us to think of situations where both experts are extracted from a common population with a certain distribution of spitefulness/altruism. This is particularly useful when performing a comparative statics analysis because it facilitates the comparison between two different populations, each characterized by its distribution of external concerns. We recover in this section the decision maker’s view and we look for positive properties of the interaction between experts that he may exploit. In particular, assume that the common λ associated to experts’ population is not observable for him and suppose that the realization of ω occurs later in time. The goal of this section is to investigate whether the decision maker is able to rank two games, G(λ) and G(λ′ ), in terms of the performance of their corresponding equilibrium recommendations when λ is only observable by experts. That is, whether he can judge experts’ performance ‘from outside’ relying in observables only. We first establish a comparative statics property of symmetric games. Lemma 7 Consider a symmetric game G(λ) where λ1 = λ2 = λ and µ1 = µ2 = µ. There exists a δ < 1 such that for any δ > δ in the experts’ utility function (1) we have that ∂µ/∂λ < 0 for any λ < 1/2. This lemma, reworded in positive terms, implies that experts’ equilibrium efforts to acquire information respond positively to an increase in the their common, prior belief of mutual altruism. In other words, the credibility gains due to having a lower ex-ante own probability of being spiteful that induce higher effort overcome the free-riding incentives to reduce effort as a consequence of a decrease in opponent’s lower ex-ante probability of being spiteful. To see why, notice that we have to apply both part 1 and part 3 of lemma 5 and consider λ1 = λ2 . Lemma 7 establishes that the negative impact on µ of an increase of λ through the external utility is larger than the positive impact of a commensurable increase of λ through the private utility (part 1 dominates part 3 of lemma 5 even if the weight of external concerns is moderate.) This is the reason why we need external 23



concerns to be sufficiently important. The actual value of δ depends on the specification of cost function as this determines the sensitivity of equilibrium µ to λ. The intuition runs as follows. First, it is clear that r depends negatively on λ. So what is behind the above result is that aggregate incentives (private and external) to acquire information increase when the own and the opponent’s reliability increase by the same amount. It is useful, therefore, to reexamine the expressions for the marginal private and external utility, (8) and (9) in the previous section. As discussed there, the private ¯i /∂µi , controls for the opponent’s messages mj and it is proportional to component, ∂ U ˜i /∂µi , how informative the own signals si are. In contrast, the external component, ∂ U controls for the own signals si and it is proportional to how informative the own messages mi sent to the opponent are . Now, due to Bayes’ rule, an increase in the opponent’s reliability rj implies an informativeness loss of the own beliefs β i as they are less responsive to own signals si , just for the same logic accuracies are strategic substitutes in our model. This effect, however, is not direct through messages but rather indirect through signals. The other effect, i.e., the positive impact of an increase in the own reliability on the informativeness of the opponent’s messages mj , is more direct and prevails over the former. We turn now to examine the implications of this result for the decision maker. From proposition 2, when λ1 = λ2 we know both experts choose the same effort level, they are equally reliable, that is r1 = r2 , and equally well-informed (beliefs β 1 and β 2 are equally informative). This implies that, for a given λ leading to equilibrium accuracy µ, the expected equilibrium performance, which coincides with the equilibrium private utility, of each expert is the same, E[¯ u(a1 |ω)] = E[¯ u(a2 |ω)] = E[¯ u(a|ω)]. This does not imply, however, that equilibrium recommendations a1 and a2 are the same, as each expert may receive a different signal from nature. In the remaining of this section we will show that there exists a link between the expected equilibrium performance of experts’ recommendations and their probability of coincidence. Proposition 3 In symmetric games where λ < 1/2 with r > 1/2, in equilibrium 1. ∂E[¯ u(a|ω)]/∂λ < 0, 2. ∂Pr(a1 = a2 )/∂λ < 0. 24



A lower λ implies a higher equilibrium choice of µ which increases the correlation between each signal si and the state of nature ω. At the same time, the correlation between s1 and s2 also increases with µ and, therefore, the probability they coincide. There is nothing special in the choice of Pr(s1 = s2 ) as a measure of similarity and we would obtain the same result if we use more elaborated measures like the correlation between recommendations. The intuition would be same: when experts are better informed, they are closer to the true state in expected terms, and this makes them closer to each other. This property of experts’ interaction can be exploited by the decision maker in case he is not able to observe the prior λ that characterizes their attitude to cooperate with each other. The above result enables him to make the following chain of deductions: higher probability of coincidence of recommendations is the likely outcome of a stronger common, prior belief of mutual altruism between experts which, in turn, suggests better expected performance of the experts’ equilibrium recommendations. In other words, if the decision maker is unsure about the tendency to cooperate between experts, he should revise it up after observing coincidence of recommendations. And if the decision maker knows λ, he should revise up the probability that both experts are altruistic after observing coincidence. In both cases, the decision maker should give a higher weight to the experts’ equilibrium recommendations when they coincide and less (i.e., give more weight to own unmodelled prior) when they diverge.



6



Conclusion



This paper studies how a decision maker should evaluate independent recommendations of two experts who acquire costly information and, prior to informing him, communicate with each other. The paper considers a setup where each expert has an unknown attitude towards cooperation summarized in two polar types which are private information: spiteful and altruistic. In this model, as opposed to most of the expertise literature, the conflict of interest is exclusively between experts rather than between an expert and a decision maker. In particular, we want to clarify whether the decision maker could judge the reliability of experts’ recommendations by their similarity, as basic statistical intuition would suggest in case there were no communication between them and their behaviour were non-strategic.
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First, by holding information quality fixed, we study the simpler communication game. We find that uncertainty about the opponent’s type leads each expert to discount the other’s information in equilibrium. Discounting represents the optimal compromise between being careful enough not to act on the basis of wrong information and astute enough to use opponent’s valuable information. We then deal with the information acquisition decisions and embody the previous results to solve for the entire game. We find that both types of a given expert, despite their opposite orientation towards cooperation, make the same effort to acquire information. In equilibrium, the expert with a higher ex-ante probability of being altruistic acquires more information although, due to communication, his recommendation to the decision maker is not guaranteed to perform better than the other’s in expected terms. We focus attention on the case in which the two experts have the same ex-ante probability of being altruistic. This corresponds to the case in which both come from the same ‘population’ of undistinguishable experts. Under this restriction, we perform a comparative statics analysis of two measures of experts’ equilibrium recommendations: their coincidence (assumed to be observable to the decision maker) and their expected performance (assumed not to be observable to the decision maker). One intermediate result is that experts acquire more information as prospects of mutual collaboration, i.e., the common ex-ante probability of being altruistic, increase. This result requires concerns for the opponent’s performance to be sufficiently important but no larger than for the own performance. We conclude that there is an association between the expected performance of experts’ recommendations and their probability of coincidence that can be exploited by the decision maker. Thus, he can infer that experts that send relatively similar recommendations are extracted from a population characterized by a distribution of external concerns that favours altruism over spitefulness, which, in turn, is expected to lead to superior equilibrium effort to acquire information. The decision maker can therefore anticipate that better expected performance of recommendations is likely to arise when recommendations are similar.
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Appendix



Proof of Lemma 1 Expert it wants to choose a recommendation ati to maximize his expected utility, denoted by E[uti ], given his beliefs about ω, β ti (sti , mj ) defined in (3). In what follows, let S = {0, 1} T = {A, S}. Expert it solves      t t τ max E uti (ati |sti , mj ) = ui (ai , aj |ω) Pr(sτj |ω, jτ ) Pr(jτ ) Pr(ω). ati



ω∈S τ ∈T sτj ∈S



Given that the utility function is additively separable into private and external utility, the above problem is equivalent to the following reduced one in which expert it maximizes only his private expected utility, denoted by u ¯ti  t t t   t t max E u ¯ (a |s , m ) = u ¯i (ai |ω) Pr(ω). j i i i t ai



ω∈S



Now, expert it believes that Pr(ω = 1|sti , mj ) = β ti (sti , mj ) which we will denote as p for brevity and, therefore, the above expression becomes max p¯ uti (ati |1) + (1 − p)¯ uti (ati |0). t ai



We will allow for somewhat more general preferences than those considered in the text. In particular, consider an arbitrary convex and increasing transformation f(·) strictly



2 t t t so that private utility becomes u ¯i (ai |ω) = −f ai − ω . Given our assumptions the above expression is differentiable in ati and strictly concave. Thus the solution to the maximization problem is found where the first order condition holds, pf ′ (ati − 1) + (1 − p)f ′ (ati ) = 0



(13)



The claim to prove is that there exists a continuous, strictly increasing function αf (p) solving equation (13) for ati . Continuity is guaranteed by assumption. To see that the function is strictly increasing consider any arbitrary pair (a∗ , p∗ ) that satisfies the equation, in other words a∗ = αf (p∗ ). Since a∗ ∈ [0, 1], a∗ > a∗ − 1 and, due to the convexity of f, f ′ (a∗ ) > f ′ (a∗ − 1) so it is necessary the case that f ′ (a) > 0 and f ′ (a − 1) < 0. Now consider p′ > p∗ and notice that (13) does not anymore hold for (a∗ , p′ ) as it is strictly negative. The equality is restored with an a′ = αf (p′ ) > a∗ and, therefore, we have that αf (p′ ) > αf (p) iff p′ > p. Now, for the original quadratic preferences considered in the text, expression (13) reduces to p(ati − 1) + (1 − p)ati = 0 which yields ati = p.  Proof of Lemma 2. In a babbling strategy, all messages are non-informative, i.e. we have r1 = r2 = 1/2 and therefore β = b. Messages are not useful to update beliefs and recommendations so they do not have any impact on payoffs. As a result, the listener pays no attention to the sender and any talking strategy is a best reply to that.  29



Proof of Lemma 3. Without loss of generality, consider expert 1 to be the sender and expert 2 the receiver. S Take accuracies µA 1 , µ1 and µ2 as given. First we will compute expert 2’s beliefs for arbitrary strategies of expert 1A and expert 1S , and we will derive some of their properties. Then, holding those beliefs fixed, we will show that expert 1A maximizes his expected utility by telling the truth. Step 1, properties of beliefs Expert 2’s beliefs (3) contingent on the signal s2 and the message m1 are  µ2 r1    µ2 r1 + (1 − µ2 )(1 − r1 )     µ2 (1 − r1 )    µ (1 − r ) + (1 − µ )r 1 2 2 1 β 2 (s2 , m1 ) = (1 − µ2 )r1     (1 − µ2 )r1 + µ2 (1 − r1 )    (1 − µ2 )(1 − r1 )    (1 − µ2 )(1 − r1 ) + µ2 r1



if {s2 , m1 } = {1, 1}, if {s2 , m1 } = {1, 0}, if {s2 , m1 } = {0, 1}, if {s2 , m1 } = {0, 0},



where reliability r1 > 1/2 depends on strategies σS1 and σA 1 . We will establish three properties of the beliefs. First, we have β 2 (0, 0) + β 2 (1, 1) = β 2 (0, 1) + β 2 (1, 0) = 1,



(14)



which is verified immediately from the above expressions. Second, relying on the fact that both µ2 , r1 > 1/2 we find that β(0, 0) is a strict lower bound for β(1, 0) and β(0, 1) while β(1, 1) is an upper bound for them, i.e. β 2 (0, 0) < β 2 (1, 0), β 2 (0, 1) and β 2 (1, 0), β 2 (0, 1) < β 2 (1, 1).



(15)



It is straightforward to show it numerically but one can rely also on intuition. Given we restrict communication strategies to be ‘natural’ (see the explanation in the text), the updated probability for ω = 1 is larger if it has two favourable signals instead of one; or one instead of none. Now we look at some properties that come from the differentiation of the above expressions. Let M ≡ S ≡



∂ (β (s2 , 1) − β 2 (s2 , 0)), and ∂r1 2 ∂ (β (0, m1 ) − β 2 (1, m1 )). ∂r1 2



It is easy to show that M > S > 0. 30



(16)



The intuition for M being positive is that as the opponent’s reliability increases, beliefs more informative and, therefore more different from each other. For S it is the opposite story: as the opponent’s reliability increases the value of the own signals is lower. Finally, M > S is explained on the ground that the effect of r1 in expert 2’s messages is direct, stronger than the indirect effect of r1 in expert 1’s signals. Step 2, weak dominance Changes in σA 1 do not affect expert 1A ’s private expected utility but rather only his external expected utility through expert 2’s recommendation a2 = β 2 . Therefore the max  A imization of expert 1A ’s expected utility E uA 1 = U1 is equivalent to the maximization  A ˜ A , i.e. of his external expected utility E u ˜1 = U 1 A A ˜A σA 1 ∈ arg max U1 ⇐⇒ σ 1 ∈ arg max U1 . σA 1



σA 1



(17)



We have that external expert 1A ’s expected utility depends on the signal expert 2 has received as well as on the actual state of nature, ˜1A =   u ˜A U 1 (a2 |ω) Pr(s2 |ω) Pr(ω). ω∈S s2 ∈S



One can the compute the actual distribution of expert 1A ’s expected external payoffs which depend on expert 2’s beliefs. Then, holding beliefs β 2 fixed, using property (14) and rearranging one can sign the marginal external expected utility of reporting truthfully as   ˜ A (σA ) 



∂U 1 1 sign (18) = sign β 2 (s2 , 1)2 − β 2 (s2 , 0)2 A ∂σ 1 It is clear using property (15) that the above expression is positive and, therefore, given σA 1 is a moving probability restricted to be between 0 and 1, the problem (17) has the unique corner solution at σA 1 = 1.  Proof of Proposition 1 Without loss of generality, consider expert 1 to be the sender and expert 2 the receiver. Part 1 The proof for this part shows that for the case in which λ1 (µS1 − 1/2) ≥ (1 − λ1 )(µA 1 − 1/2) any strategy of expert 1S different from the proposed one is not an equilibrium. By lemma 3 we know that σ A the proposed strategy 1 = 1, then if expert 1S follows 



S σ1 ∈ [0, 1/2), elementary calculations show that r1 = λ1 (1 − µS1 )(1 − σS1 ) + µS1 σS1 + (1 − λ1 )µA 1 = 1/2. In that case, abusing notation, we have that expert 2 does not learn anything from m1 and therefore β 2 = b2 . Now consider a deviation. In particular, S suppose that expert 1S is less sincere and plays a different strategy σS′ 1 < σ 1 ; we will show how this cannot be an equilibrium. As r1 is an increasing function of σS1 , then the new r1′ (σS′ 1 ) < 1/2 and property (15) does no longer hold. Indeed, we now have 31



β 2 (1, 1) < β 2 (1, 0) and β 2 (0, 1) < β 2 (0, 0).



(19)  S Notice that expert 1S has exactly opposed external concerns to expert 1A , E u ˜1 =  A A A A ˜ −E u ˜1 , and therefore, from expression (18) signing ∂ U1 (σ1 )/∂σ1 we conclude that   ˜ S (σS ) 



∂U 1 1 = −sign β 2 (s2 , 1)2 − β 2 (s2 , 0)2 . sign S ∂σ1



˜ S (σS )/∂σS > 0, which in turn implies that expert This, together with (19), implies that ∂ U 1 1 1 S′ S 1S ’s optimal choice for σS1 is 1 rather than σS′ 1 . So σ 1 < σ 1 cannot be an equilibrium. S′′ S Similarly, one finds that a deviation of σ1 > σ1 is neither an equilibrium as it would ˜ S (σ S )/∂σS < 0 requiring the optimal choice to be 0 rather than σS′′ . lead to ∂ U 1 1 1 1 Part 2 In case that λ1 (µS1 − 1/2) < (1 − λ1 )(µA 1 − 1/2), the strategy   1 1 − λi µA S i − 1/2 σi = 1− 2 λi µSi − 1/2



is not feasible as it would entail a negative moving probability. Then, restricting the analysis to r1 > 1/2 in equilibrium, we have that property of beliefs (15) holds again and, ˜ S (σS )/∂σ S < 0. This implies that, holding beliefs fixed, the unique best as a result, ∂ U 1 1 1 S reply to σA 1 = 1 is σ 1 = 0.  Proof of Lemma 4 Private utility As both types have the same private utility, they also have the same marginal private expected utility. The marginal expected private utility of expert i is ¯i =     u ¯i (ai |ω) Pr(mj |sτj , ω) Pr(jτ ) Pr(si |ω) Pr(ω) U ω∈S si ∈S τ ∈T sτj ∈S



where ai = β i (si , mj ). Using property (14), one develops the above expression and gets   ¯i = − rj µi β i (0, 0)2 + (1 − µi )β i (1, 0)2 + U 



 (1 − rj ) µi β i (0, 1)2 + (1 − µi )β i (1, 1)2 (20)



where rj = λj (1 − µSj ) + (1 − λj )µA j . To get the marginal utility, we differentiate (20) with respect to µi . As noted in the text, changes in µi lead to changes in the distribution of the signal, Pr(si |ω), and to changes in the beliefs, β i . We have     ¯i ∂U ∂β i (1, 0)2 ∂β i (0, 0)2 2 2 = rj µi − + β i (1, 0) − β i (0, 0) ∂µi ∂µi ∂µi     ∂β i (1, 1)2 ∂β i (0, 1)2 2 2 +(1 − rj ) µi − + β i (1, 1) − β i (0, 1) ∂µi ∂µi   ∂β (1, 0)2 ∂β (1, 1)2 − rj i + (1 − rj ) i ∂µi ∂µi 32



The Envelope Theorem allows to simplify this expression so that we can get rid of the indirect effect of µti through β ti and focus only in the direct effect. That is, ¯i 



∂U = rj β ti (1, 0)2 − β ti (0, 0)2 + (1 − rj )(β ti (1, 1)2 − β ti (0, 1)2 ). t ∂µi



(21)



External utility The marginal expected external utility is ˜it =     u U ˜ti (aτj |ω) Pr(mi |sti , ω) Pr(sti |ω) Pr(sτj |jτ , ω) Pr(jτ ) Pr(ω) ω∈S sti ∈S τ ∈T sτj ∈S 2



where aτj = β τj . Both types have opposed external concerns. Developing each expression and using (14) one finds that ˜iS =  Pr(jτ ) µSi µτj β τj (0, 1)2 + µSi (1 − µτj )β τj (1, 1)2 + U τ ∈T 



(1 − µSi )µτj β τj (0, 0)2 + (1 − µSi )(1 − µτj )β τj (1, 0)2 ,



and



τ τ 2 A τ τ 2 ˜iA = −  Pr(jτ ) µA U i µj β j (0, 0) + µi (1 − µj )β j (1, 0) + τ ∈T 



τ τ 2 A τ τ 2 (1 − µA i )µj β j (0, 1) + (1 − µi )(1 − µj )β j (1, 1) .



Notice now that β j does not depend on the actually chosen µti but on the conjectured µ˙ ti . Then we find that ˜S ∂U i ∂µSi



=



˜A 



 ∂U i = Pr(jτ ) µτj β τj (0, 1)2 − β τj (0, 0)2 + A ∂µi τ ∈T 



+ (1 − µτj ) β τj (1, 1)2 − β τj (1, 0)2 .



This, given that both types of expert j also have identical marginal utility, leads to ˜i 







∂U = µj β j (0, 1)2 − β j (0, 0)2 + (1 − µj ) β j (1, 1)2 − β j (1, 0)2 .  ∂µi



(22)



Proof of Lemma 5 Part 1 ˜1 /∂µ1 )/∂λ1 To show that ∂(∂U1 /∂µ1 )/∂λ1 < 0, notice that ∂(∂U1 /∂µ1 )/∂λ1 = ∂(∂ U ¯1 /∂µ1 )/∂λ1 = 0. So, from the expression for ∂ U ˜i /∂µi in (22) and ignoring µ2 and as ∂(∂ U 1 − µ2 which preserve the sign, we have that     ˜1 



∂ ∂U ∂ 2 2 sign = sign β (s2 , 1) − β 2 (s2 , 0) ∂λ1 ∂µ1 ∂λ1 2   ∂r1 ∂ = sign (β 2 (s2 , 1)2 − β 2 (s2 , 0)2 ) . ∂λ1 ∂r1 33



As ∂r1 /∂λ1 < 0 and using property (16), in particular M > 0 that signs positively the derivative of beliefs, we conclude that ∂(∂U1 /∂µ1 )/∂λ1 < 0. Part 3 ¯1 /∂µ1 )/∂λ2 as β 2 does not Opposing to part 1, now we have ∂(∂U1 /∂µ1 )/∂λ2 = ∂(∂ U ¯1 /∂µ1 )/∂λ2 > 0. Applying the chain depend λ2 . We have to show, therefore, that ∂(∂ U ¯1 /∂µ1 in (21) and rearranging we find that rule to the expression for ∂ U ¯1 ∂ 2U ∂λ2 ∂µ1



   ∂r2 ∂β 2 (1, 0) ∂β 2 (0, 0) = 2 r2 β 2 (1, 0) − β 2 (0, 0) ∂λ2 ∂r2 ∂r2   ∂β 2 (1, 1) ∂β 2 (0, 1) +(1 − r2 ) β 2 (1, 1) − β 2 (0, 1) . ∂r2 ∂r2



Given that ∂r2 /∂λ2 < 0, and since r2 and 1 − r2 preserve the sign we know that  2¯    ∂ U1 ∂β 2 (1, m1 ) ∂β 2 (0, m1 ) sign − β 2 (0, m1 ) = −sign β 2 (1, m1 ) . ∂λ2 ∂µ1 ∂r1 ∂r1 To sign the expression inside the brackets, we rely on properties of beliefs (15) and (16), in particular S > 0. By virtue of (15) we have β 2 (1, m1 ) > β 2 (0, m1 ) which reinforces property (16). Therefore the expression inside the brackets is negative and thus ∂(∂U1 /∂µ1 )/∂λ2 > 0. Part 2 ¯1 /∂µ1 )/∂µ2 < To show that ∂(∂U1 /∂µ1 )/∂µ2 < 0 we will proceed by showing that both ∂(∂ U ˜1 /∂µ1 )/∂µ2 < 0. First, for the private part, as ∂r2 /∂µ2 > 0 while ∂r2 /∂λ2 < 0, 0 and ∂(∂ U we have that  2¯   2¯  ∂ U1 ∂ U1 sign = −sign ∂µ2 ∂µ1 ∂λ2 ∂µ1 ¯1 /∂µ1 )/∂µ2 negatively. Second, for the external which, using part 1 suffices to sign ∂(∂ U part we have that     ˜1 ˜1 ∂2U ∂12 U sign = sign ∂µ2 ∂µ1 ∂λ1 ∂µ1 because one can check how although ∂r2 /∂λ1 = 0, 







∂ ∂ β 2 (1, m1 )2 − β 2 (0, m1 )2 = β 2 (s2 , 1)2 − β 2 (s2 , 0)2 > 0, ∂µ2 ∂r1



˜1 /∂µ1 )/∂µ2 < 0 just as ∂(∂ U ˜1 /∂µ1 )/∂λ1 < 0 due to part 2.  which implies ∂(∂ U Proof of Lemma 6. First we will show how the assumption ensures a unique solution and how a cost function satisfying this assumption would look like. Then we will characterize the solution. 34



Uniqueness Our assumption that limµ→1 c′ (µ) = ∞ ensures that all solutions will be interior. Notice then that global concavity of the payoff function requires that ∂ 2 c(µ) ∂ 2U ≤ 0. 2 − (∂µ) (∂µ)2



(23)



As noted in the text, the assumption is borrowed from the supermodular games (see, e.g. Vives 1999, chapters 2 and 4). The following is based in sections 2.5 and 4.2. If (23) holds and, therefore, the problem has a concave objective function, the best-reply of expert 1 to µ2 is the unique solution to the first order condition, that is, ∂U1 (µ1 , µ2 ) ∂c(µ1 ) − = 0. ∂µ1 ∂µ1 It follows (Vives 1999, p. 97), that the best-reply function of expert 1, R1 (µ2 ), is smooth and its slope is in the interval (−1, 0], R1′ (µ2 ) = −



∂ 2 (U1 − c(µ1 ))/∂µ1 ∂µ2 . ∂ 2 (U1 − c(µ1 ))/∂ (µ1 )2



To ensure that the best-reply pair (R1 (µ2 ), R2 (µ1 )) is a contraction and, thus, the equilibrium unique, a sufficient condition is that   ∂ 2 (U1 − c(µ1 ))  ∂ 2 (U1 − c(µ1 ))  +  ≤ 0, ∂µ1 ∂µ2 (∂µ1 )2



which, given that ∂c(µ1 )/∂µ2 = 0, delivers the assumption we use. To show that a cost function with such a property exists, it is useful to rely on the shape of the marginal expected utility. Given that the convexity of the marginal expected utility functions is not bounded above and we need to find a cost function at least as convex as their sum, a natural choice for the cost function would be a convex transformation of expected utility function, such as c(µ) = k exp(U (µ)).



Equilibrium characterization Take as reference a symmetric game with λ1 = λ2 which implies that both experts have the same marginal expected utility function, i.e. U1 (µ1 , µ2 ) = U2 (µ1 , µ2 ) and denote it by U (µ1 , µ2 ). This, in turn, implies that solution to (10) satisfies µ1 = µ2 which we will denote by µ. Consider then a new game G(λ∗ ) in which λ∗1 > λ∗2 . Parts 1 and 3 of lemma 5 reinforce each other and we now have that U1∗ (µ1 , µ2 ) < U(µ1 , µ2 ) for any µ1 , µ2 and that U2∗ (µ1 , µ2 ) > U(µ1 , µ2 ) for any µ1 , µ2 . This implies that µ∗1 < µ < µ∗2 .  Proof of Proposition 2 First notice that lemma 4 simplifies the condition for informative messages in proposition 1. Messages mi are informative if and only if λi < 1/2. From that, it follows that the value of λi is irrelevant if larger than 1/2; this applies to part 3 and to β 1 in part 2 which are independent of λ1 . Finally, notice that systems in parts 2 and 3 are particular cases 35



of system (10) and, therefore, lemma 6 applies and characterizes the equilibrium choices of µ.  Proof of Lemma 7. As ∂(∂U1 /∂µ1 )∂λ1 < 0 and ∂(∂U1 /∂µ1 )∂λ2 > 0 we need to compare the size of both effects and show that |∂(∂U1 /∂µ1 )∂λ1 | > ∂ 2 U1 /∂µ1 ∂λ2 . We already know that ∂(∂U1 /∂µ1 )∂λ1 = ˜1 /∂µ1 )∂λ1 and ∂(∂U1 /∂µ1 )∂λ2 = ∂(∂ U ¯1 /∂µ1 )∂λ2 . Consider expert’s preferences in ∂(∂ U t t (1) when δ = 1, ui = u ¯i + δ˜ ui . Applying the chain rule the expected marginal private and external utilities, (22) and (21), we have that ∂2U ∂λ∂µ



¯1 ˜1 ∂2U ∂ 2U +δ ∂λ2 ∂µ1 ∂λ1 ∂µ1    ∂r  ∂β(s, 1) ∂β(s, 0) = β(s, 1) − β(s, 0) ∂λ s∈S ∂r ∂r    ∂β(1, m) ∂β(0, m) +δ β(1, m) − β(0, m) . ∂r ∂r m∈S



=



Now, given property (15), it is clear that β(s2 , 1) and that



∂β(s2 , 1) ∂β(s2 , 0) − β(s2 , 0) >M ∂r1 ∂r1



    ∂β(1, m ) ∂β(0, m ) 2 2 . S > β(1, m2 ) − β(0, m2 )  ∂r2 ∂r2



Now, let δ be such that



¯1 ˜1 ∂2U ∂2U +δ = 0. ∂λ2 ∂µ1 ∂λ1 ∂µ1 Given that property (16) establishes that M > S, this implies that δ < 1. For any δ > δ we have that the dominance of the external effect is preserved and thus that ∂(∂U/∂µ)/∂λ < 0.  Proof of Proposition 3 Part 1 We have that ∂E[¯ u(a|ω)] ∂E[¯ u(a|ω)] ∂µ = ∂λ ∂µ ∂λ ¯1 = U ¯2 we need to show that ∂ U/∂µ ¯ with ∂µ/∂λ < 0. As EE[¯ u(a|ω)] = U > 0. This is immediate if by lemma 4. Part 2 We have that Pr(s1 = s2 ) = µ2 which is increasing in µ and therefore decreasing in λ.  36
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By using Bayes' rule, we have the property that the marginal contribution of Âµ2 to making beliefs more informative (i.e., more reactive to signals and messages) is smaller the larger is Âµ1. Or, put it differently, the poorer the quality of expert 1's own information, the more valuable is for him the communication with his opponent. 
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