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Abstract



tent with conditions with which we are empirically familiar. We have additionally created simulations which approximate the desired behavior in terms of queuing delay; these simulations use the same topologies and data connections as the previous set, but with (Q) an appropriately tuned RED [FJ93] queue. This is an effective lower bound for the delay and jitter we could expect to accomplish by disciplining (Q) from (RD). We then introduce a set of algorithms to be deployed at (RD) that closely mimic the behavior of a RED queue at (Q) which could be easily deployed in consumer-grade DSL or cable routers. The remainder of this paper is structured as follows: § 2 describes at a high level our approach to solving this problem. § 3 describes a number of queue estimation techniques, some of which proved fruitful and some of which were proven (or empirically shown) unworkable. § 4 describes our proposed algorithm and § 5 presents the results of some of the simulations demonstrating the problem and the efficacy of our solutions. § 6 discusses our conclusions and final results.



Consumers or administrators of small business networks usually cannot configure directly the link that connects their network to their Internet provider. The link setup often provides a sub-optimal configuration for end users’ traffic patterns and, at best, favors bulk transfers. We introduce a method of imposing desired active queue management behavior on an upstream queue without requiring administrative control over the queue. We achieve this by observing various externally measurable characteristics of the queue’s behavior and then manipulating congestion-controlled traffic through standard feedback channels such as packet drops and ECN notifications. This technique can be directly applied to improve the quality of VoIP connections sharing the same link with multiple TCP connections.



1 Introduction In small network setups, the network link connecting the end user’s network to the Internet is usually not configurable from the downstream end. Given the network setup in Figure 1, where (H) is the downstream host, we manipulate the data stream received at (RD) to discipline the queue (Q) located at (RU) in an attempt to provide qualityof-service bounds to (H) and (P). In particular, we wish to bound the length of queuing delay an incoming packet sees in (Q) without adversely affecting the throughput of TCP connections traversing the (RU)-(RD) link with the goal of improving link conditions for Voice over IP traffic. Providing a bound on queuing delay is especially important for interactive applications such as VoIP data streams, for which delays larger than about 250ms become noticeable in an interactive conversation.



2 Basic Approach Providing a bound on the depth of (Q) from (RD) (refer to Figure 1) implies that (RD) will have to indirectly deduce the state of (Q). (RU) and (RD) exist in different administrative domains, therefore tools such as SNMP are not likely to be available. In consequence, we will have to use externally detectable characteristics of (Q) (such as propagation delay and packet drops) to learn about its state. Since our primary focus is the mitigation of delay and jitter, we have chosen to express the depth of the queue (Q) in terms of delay. In most cases this is directly proportional to depth in bytes; it may diverge somewhat from depth in packets in the face of widely varying packet sizes, or it may be independent of packet sizes but directly proportional to the depth in packets in queues from which packets are clocked at regular intervals. Our mitigation technique is therefore to estimate the queuing delay of (Q) and use this estimation to inform a probabilistic dropping algorithm in the spirit of RED. As our target platform is consumer-grade set-top network elements, we are restricting the algorithms to those which can be computed relatively efficiently and in a constant amount of space — independent of the number of connections traversing the link or the bandwidth of the link itself. This rules out more stateful schemes such as [MZD03] or [KVR02]. Note that our scheme is dropping inbound packets at (RD), which means that drops are “expensive” — in the



Figure 1: A small network layout To better understand this problem, we have created a number of simulations which assume that (Q) is a droptail queue with a longer queue than we desire, but consis1



sense that any packet dropped inbound at (RD) has already traversed the link (RU)-(RD), which is presumed to be the bottleneck on our path. The dropped packet directly translates in lost bandwidth on that link.



because it is by definition present when the manipulation takes place. Because TCP generates acknowledgment packets in reply to specific data segments, it is possible to take timings of the data packet and its returning ACK to establish a round trip time measurement. Previous research [JD02] has shown that careful sampling may make it possible to retrieve measurements with sufficient precision for our purposes under the right circumstances. There are several hurdles to be overcome for this technique; for example, the delayed ACK timer [Bra89] can extend the measured round trip time for acknowledgment of arbitrary data segments for many milliseconds. However, storing timings for two data segments back-to-back would meet our requirements of constant state while providing timings with reasonable granularity for steadystate connections (i.e., allowing us to identify ACKs triggered by a received data segment, rather than the delayed ACK timer). Additionally, ACK packets are not reliable and may be lost with some frequency without greatly affecting the TCP connection, making our measurements difficult. This work does not include a passive TCP RTT estimator, but this direction should be explored.



3 Queue Estimation Techniques We have tried several techniques for estimating the queue depth at (Q), both experimentally and theoretically. Ideally, the perfect scheme would closely estimate the queue length, would be passive, and would make no specific assumptions about the underlying traffic. 3.1 Rate Based Estimation This technique tries to determine the queue length based on the observed rate at (RD). The estimation relies on a model that considers the amount of congestion controlled traffic in congestion avoidance as being a constant share of the total traffic. In case almost all traffic is congestion controlled, the share belonging to slow start congestion controlled streams is also constant. Furthermore, the estimation assumes that the rate of the congestion avoidance (CA) traffic behaves linearly, while the rate of the slow start traffic behaves exponentially. We formalize these assumptions as follows:



3.3 Application Layer Request-Reply Based Estimation



R(t + ∆t) = α(R(t) + A∆t) + (1 − α)R(t)2B∆t



The previous technique presents an interesting point: the idea of exploiting request/reply packets from an established protocol. Active methods for determining the endto-end delay using ICMP are described in [Bol93]. Active measurement techniques involve sending, e.g., an ICMP ping request to a host close to (RU) and then waiting for the ICMP ping reply to determine the state of the queue. One disadvantage of this scheme is that it uses an active mechanism and therefore requires some knowledge about the topology near the other end of the link (e.g. a remote IP address that replies to ICMP echo requests). Another drawback of this scheme is that the estimation accuracy depends on the rate at which request packets are sent. To get finer accuracy more packets need to be injected into the network, and thus more replies will have to traverse the remote queue. These probe packets, aside from disrupting the network traffic they are attempting to measure [HS03], are lost bandwidth. Along the same lines, we also examined a scheme where DNS request/reply pairs are watched opportunistically in order to determine queuing delay. This is reasonable for our “home network” scenario, in which the DNS queries are sent through (RD) to a DNS server located on the same network as (RU). However, DNS replies can be served from the local cache or have to wait for a recursive lookup. Getting consistent latency measurements requires forcing the DNS server to serve requests from its local cache, which can be achieved by replaying DNS requests. If two identical requests are sent with the sec-



where R(t) is the total rate at time t, ∆t is a small time interval, α is the share of congestion avoidance traffic, A is the linear coefficient and B is the exponential coefficient. After assuming small variations for coefficients A and B, the above equation can be solved for R(t): R(t) = R0 2(1−α)Bt = R0 2Ct where R0 is the initial rate and C is constant, because α and B are constant. C can be calculated using differential calculus: 1 dR · C= dt R ln 2 The first derivative of R can be obtained from a discrete approximation, which allows us to calculate C and predict future values of R(t). This method proved to estimate the rate (and queue length) fairly well with no packet drops at (RD). A good estimation for the effect of packet dropping on the rate proved problematic mainly because it is hard to predict the effects a random packet drop has on the queue length variation. Although this method is passive and independent, we have not yet found a good way to estimate the dropping effects in this scheme without keeping complicated state. 3.2 TCP RTT Estimation Taking measurements on the traffic we want to manipulate in order to control delay and feedback is convenient 2



ond request right after the reply to the first was received, it is highly likely the second request will be served from the local cache. Although it has the advantage of using a highly available service such as DNS, this scheme suffers from the drawback of actively probing the network to get a good estimation of the current delay and queue length.



delay itself, as the estimation can only be adjusted once a given packet has fully traversed the link; one can compensate for this shift a posteriori, but in real-time queue manipulation, its effects are unavoidable. 0.18
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3.4 Real-time stream based Estimation
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Searching for a passive and effective way to determine the remote queue delay, it became clear that we need more information than we can get by monitoring only specific types of traffic which are not both highly periodic and frequent. The VoIP traffic for which we are trying to improve latency already has these properties: packets carrying the VoIP stream are usually sent at regular intervals and are by definition present when the queue estimation is needed; they also contain a timestamp [SM04, HSJ03]. We do not make any assumptions about the relationship of these timestamps to wall clock time, nor about the synchronization between (RD) and the remote VoIP stream sender’s clocks. Therefore, these timestamps cannot be directly used as an indication of end-to-end queuing and transmission delay. However, by arbitrarily declaring the “fastest” of the first few packets we see (based on their inter-arrival times) as having a nominal queuing delay and then adjusting the perceived delay upward and downward based on the deltas between subsequent packet pairs, we arrive at an estimation of the depth of the queue at (RU). To accomplish this, we maintain a heartbeat timer on (RD) synchronized to the expected packet arrival times. At each packet arrival we calculate the difference between its expected and actual arrival time. Packets arriving earlier than the expected arrival time are assumed to indicate that our initial, arbitrary measurement was in fact not nominal, and the heartbeat is adjusted backward to compensate. Packets arriving later than the expected arrival time are assumed to represent queuing delay at (Q). This estimation is further improved by taking advantage of the arrival of non-VoIP stream packets; when a non-VoIP stream packet is received after the arrival of a VoIP stream packet was expected, the delay timer is adjusted accordingly — this allows interleaved competing traffic to incrementally adjust the perceived delay while pending VoIP stream arrivals remain in the queue. The results of a sample run of this delay estimation are shown in Figure 2. In our simulations, we have used the IAX VoIP protocol [SM04] mainly because of its simplicity and because it fits well with our VoIP stream model (packets are highly periodic and timestamped). The graph shows the actual and estimated queuing delays at (Q) for an experiment involving several HTTP connections simulated using the model in [CCG + 04] and one real-time VoIP stream. The temporal shift between the actual delay and the estimated delay function are an artifact of the link
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Figure 2: Delay Estimation This scheme produces estimations that closely follow the actual delay of the queue in (RU). The trade-off is that it relies on application specific data.



4 Remote Active Queue Management The Remote Active Queue Management (RAQM) process on (RD) uses the estimated queuing delay of (Q), as computed by one of the heuristics in § 3, to inform packet dropping or ECN [KRB01] marking on the outbound queue of the (RD)-(RU) link. In our simulations, we use the real-time stream based estimation technique in conjunction with a RED-like probabilistic packet dropping. When ECN-capable traffic is available, one could mark packets with the ECN Congestion Experienced bit in order to achieve the same effect on (Q) without losing the contents of the marked packets; as this should have the same effect as packet dropping and lead to strictly better performance figures for our queue, we chose to use packet dropping in order to establish a pessimistic performance bound. Traditional RED algorithms perform their marking and dropping based not on an instantaneous queue size, but on a smoothed average of recent queue sizes. Our algorithm, on the other hand, uses a more na¨ıve instantaneous delay in calculating its dropping probability. Simulations show that RED’s smoothed average can work well on the provider’s queue; however, we had little luck in using a smoothed delay estimation, and found that for sensitive links an instantaneous estimation yielded better results. This remains an area open for future work. Representing the last instantaneous delay measurement as d, the configurable minimum delay threshold (below which packets will not be marked or dropped) of the RAQM queue as dmin , and the maximum delay threshold 3



(above which all packets will have maximum drop probability) as dmax , we calculate the drop probability p between the minimum drop probability p min and the maximum drop probability p max as follows. (Note that dmin and dmax are analogous to RED’s min th and maxth .) p = max(1.0,
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Table 1: IAX Statistics for the Simple Topology



d − dmin ) · (pmax − pmin ) + pmin dmax − dmin



Real-time packets from the multimedia streams we are trying to improve are not dropped by this algorithm. The queue implementation used in this work assumes that the (RU)-(RD) link is the bottleneck link for the majority of the congestion-controlled connections comprising the traffic in the (RU)-(RD) direction. Furthermore, it requires that the traffic in the (RD)-(RU) direction does not build up a queue at (RD); this can be accomplished by using a standard active queue management strategy at (RD). Compensation for small queuing delays incurred at (RD) can be worked into the algorithm, but as no queue builds for topologies and traffic patterns in this work, we implemented no such correction.
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Table 2: TCP Statistics for the Simple Topology number of IAX packets dropped from (Q) (out of 2490 crossing the bottleneck link), and the number of “usable” IAX packets received (those experiencing a delay of ≤ 250ms). These statistics are presented in Table 1. As shown by Table 1, the RAQM Queue provides a better VoIP experience than the unmitigated drop-tail queue. While only 10% of the IAX packets in the droptail scenario arrive within our designated queuing delay of 250ms, the RAQM link delivers 99% of the IAX packets in time, performing comparably to the RED link. We next looked at the impact the various queuing schemes had on the general link characteristics. We considered overall bottleneck link utilization, TCP goodput (defined as the amount of TCP data successfully transferred over the link expressed in MSS-sized segments), and the “fairness” among the two connections expressed as the percentage of difference in their goodputs (smaller is better). Table 2 indicates that the overall link utilization is comparable to both “traditional” queues under the RAQM scheme, though fairness suffers slightly. This fairness difference appears to be due to more bursty drop patterns exhibited by the RAQM algorithm stemming from the fact that its moving average of link delay is much more sensitive than, e.g., the RED average queue length, without the mitigating effect of a very deep queue provided by the drop-tail link. The similar link utilization but poorer goodput for RAQM compared to RED is explained by the fact that RAQM’s drops are performed on the (RD) side of the link — RAQM dropped 48 packets in this simulation, losing the bandwidth for those packets despite their significance in link utilization.



5 Simulations 5.1 Extensions to the ns-2 Simulator We introduced an implementation of the RAQM queue to the ns-2 [Var] simulator, which uses the real-time stream estimator described in § 3.4 in conjunction with simulated IAX protocol traffic. Using these extensions, we constructed a network topology in which (RD) (from Figure 1) has an inbound RAQM queue on the (RU)-(RD) link. For each of the following simulations, our target queuing delay for (Q) is no more than 250ms. Additionally, we consider any packet which arrives more than 250ms “late” to be unusable. These numbers were selected based on desirable end-to-end characteristics for VoIP connections. 5.2 A Simple Topology We performed a number of experiments on a classic “dumbbell” topology (similar to Figure 1), with (H) connected to (RD) by a fast 10Mbps low-delay connection and two remote hosts connected to (RU) by a 10Mbps link with 50ms propagation delay. The bottleneck link connecting the two ends of the dumbbell was configured as an asymmetric 768Kbps/128Kbps link with 3ms downstream and 10ms upstream one-way propagation delays, approximating a consumer ADSL connection. There are two competing TCP connections terminating at (H) crossing the bottleneck link (one from each remote host) as well as a single IAX flow, all of which start at time 0 and run through the end of the simulation, 50 seconds later. For this scenario, we first looked at characteristics of the IAX stream. We considered the mean delay and standard deviation from this delay of each IAX packet, the



5.3 A More Complex Topology For the next set of evaluations we considered the somewhat more complex topology shown in Figure 3. The links for each (Si ) were chosen to represent typical network paths, based on informal latency measurements conducted from a small number of consumer broadband connections. They represent, from (S 1 ) to (S5 ) respectively, a search engine, a content portal, a consumer DSL con4
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Figure 3: Complex network layout
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Figure 4: Queuing delay with RED and RAQM Queues Mean Delay
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Table 3: IAX Statistics for the Complex Topology nection, a news site, and a blog facility. Each (S i ) was chosen as a popular example of its type of site. The (RU)(RD) link is again a 768Kbps downlink/128Kbps uplink ADSL connection. The IAX connection in this scenario is between (H) and (S3 ), the remote consumer DSL host.
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Table 3 summarizes the same set of statistics as Table 1 for this new topology.
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Table 4, analogous to the simple topology’s Table 2, shows that this great improvement of the RAQMmonitored link over the drop-tail link in real-time performance comes at only a mild penalty in link utilization, with a slight loss of goodput for the RAQM queue. This loss of goodput for RAQM is again explained by the fact that its dropping takes place at the (RD) end of the “expensive” link. In this case, the total penalty in comparison with the RED queue is about 3%. Fairness is not evaluated here due to the complexity of comparing differing end-to-end paths, but the RAQM and RED queues achieve similar total goodput from each respective (S i ).



Figure 5: RAQM Queue depth with a Web Traffic Mix 5.4 Simulated Web Traffic We used the PackMime[CCG+ 04] realistic traffic generation package for ns to generate a more realistic pattern of TCP connections in order to test our algorithm in a more dynamic environment. This traffic generation was used with the “complex” topology described in section 5.3 in conjunction with all three queue types. Each host (S i ) was configured as a “server” for (H), with (H) making at most four connections per second per server in a pattern consistent with fetching a web page and its associated graphics and other objects (of varying sizes) for fifteen seconds. The simulation was allowed to run for 45 seconds, allowing time for all connections to complete. Fetch completion took roughly 30.3 seconds for the drop-tail and RED queues, and 32.5 seconds for the RAQM queue. Link utilization statistics are not as useful in this sce-



Figure 4 illustrates that the gross behavior patterns of RED and the RAQM queue are very similar. The delay spike at the beginning of the simulation is caused by multiple TCP flows entering slow-start simultaneously, a scenario which does not happen very often, but one which is difficult to handle for both RED and RAQM. Queue
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Table 4: TCP Statistics for the Complex Topology
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nario as the previous, due to the fact that there are natural idle periods between page fetches. This scenario is particularly interesting because it involves connections in both slow start and congestion avoidance, with new connections intruding on a “stable” network. Figure 5 shows the delay plot for the RAQM queue and simulated web traffic. Table 5 gives some statistics about the quality of service provided to the IAX connections with web traffic; there were a total of 2246 IAX packets transmitted in these scenarios. Note that neither the RED nor RAQM scenarios lose more than a few consecutive samples (according to our 250ms “usability” metric), but the drop-tail scenario, in addition to having a poor overall rate of unusable packets, loses about 5 contiguous seconds of samples at two different points during the simulation.



the applicability of RAQM and provide for rapid response at real-time flow arrival. • There is room for improvement of RAQM behavior on slow, long-delay links, as well as under circumstances where multiple TCP flows enter slow start at the same time. • The interaction of multiple RAQM flows in an endto-end path should be explored, as well as the possibility of compensating for flows which have differing bottleneck delays.
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