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Renormalization group made clearer Sergei Winitzki D RAFT of December 26, 2004 Abstract I attempt to explain the use of renormalization group in quantum field theory from an elementary point of view. I review an elementary quantum-mechanical problem involving renormalization as a pedestrian example of a theory which is inherently ill-defined without a cutoff. After introducing a cutoff, one usually obtains a perturbative expansion that becomes invalid when the cutoff is removed. The renormalization group approach is treated as a purely mathematical technique (the Woodruff-Goldenfeld method) that improves the behavior of non-uniform perturbative expansions. By means of renormalization, one derives a perturbative expansion which is uniform in the cutoff, and therefore valid in the limit of infinite cutoff. I illustrate the application of this method to singular perturbation problems in ordinary differential equations.



1 1.1



Introduction Motivation



The method of renormalization group (RG) is widely used in theoretical and mathematical physics. Wilson’s formulation of RG appeals to physical intuition which works well in solid state physics. However, it is more difficult to understand the renormalization of divergent perturbative expansions in quantum field theory. While the details of calculations are clear, one is left with an impression of “black magic” because the logic behind those calculations remains hidden. Textbooks usually present such arguments as “the bare coupling constants are taken to infinity to cancel the divergences,” and “the renormalization group describes the freedom to choose the physical renormalization scale.” I never felt at home with theories containing cutoffs and renormalization scales (which are essentially hidden, unobservable parameters chosen for “mathematical convenience”) or cutoff-dependent coupling constants that tend to infinity. In these notes I try to adopt the conservative point of view that infinite quantities are undefined and that the mathematical formulation of a physical theory must be made as clear as possible. Instead of choosing a hidden parameter of a physical theory out of “mathematical convenience,” I would like to formulate the physical theory as a well-defined mathematical problem and then use whatever mathematical method is convenient to solve that problem. In perturbative quantum field theory, physical quantities are found from series expansions in coupling constants1 , such as a (x, ε) = a0 (x) + εa1 (x) + ε2 a2 (x) + ..., (1) where a is a physical quantity, x is a parameter on which a depends, and ε is the small parameter of expansion. In most cases of interest, some of the coefficients ak (x) are expressed through divergent integrals, for instance one might have Z ∞ kdk a1 (x) = . (2) 2 2 0 k +x Thus the perturbative expansion (1) appears to be invalid even for extremely small ε. This troublesome situation may be given two possible interpretations. Either one may assume that the quantity a (x, ε) is actually finite but singular at ε = 0 and therefore does not possess a straightforward series 1 This series is most often divergent and should be understood as an asymptotic expansion in ε. In practical calculations, one never computes more than the first few terms of this series.
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expansion in ε. It should be no surprise that the expansion (1) is meaningless since it is normally derived by means of invalid mathematical manipulations.2 Alternatively, one might think that the theory itself is ill-defined, the quantity a (x, ε) does not exist, and the expansion (1) is merely a hint as to how one could derive a valid theory that predicts finite physical quantities.



1.2



Example of a “bad expansion”



Consider the function a (ε) ≡



Z +∞ −∞



dx iεx e = πe−|ε| . x2 + 1



(3)



A straightforward perturbative expansion Z +∞



a (ε) = −∞



  1 2 2 dx 1 − iεx − ε x + ... x2 + 1 2



= π − iε



Z +∞ xdx −∞



1 − ε2 x2 + 1 2



Z +∞ 2 x dx −∞



x2 + 1



+ ...



(4)



yields manifestly divergent integrals after the first term. Yet the function a (ε) is perfectly finite (but not analytic at ε = 0). The meaningless expansion (4) was derived thanks to an invalid mathematical operation (interchange of the orders of summation and integration for non-uniformly convergent series).



1.3



Example of a “bad theory”



Consider the problem of determining the energy eigenstates of a quantum-mechanical particle moving in two-dimensional potential well V (x) = −λδ(2) (x), where λ > 0 parametrizes the depth of the well. This toy model has been extensively studied in the literature (see e.g. [1] which presents several approaches to this problem). The Schrödinger equation for the wave function ψ (x) is (assuming ~ = 1 and unit mass) 1 − ψ00 (x) − λδ(2) (x) ψ (0) = −Eψ (x) , 2



(5)



where −E > 0 is the energy eigenvalue. The task is to obtain the energy E of bound states. A Fourier transform of Eq. (5) yields ψ (x) ≡



Z



d2k



˜ (k) , eik·x ψ (2π)2  ˜ (k) . λψ (0) = E + k2 ψ



(6) (7)



However, the inverse Fourier transform diverges logarithmically, ψ (0) =



Z



d2k



˜ (k) = λ ψ (2π)2



Z ∞ dk kψ (0) 0



2π E + k2



= ∞.



(8)



So the straightforward approach fails to produce a bound state solution ψ (x). One way to proceed is to introduce a cutoff Λ into the divergent integral, for instance Z ∞ dk 0



k → 2π E + k2



Z Λ dk 0



k , 2π E + k2



(9)



and then make the constant λ a function of the cutoff, λ = λ (Λ), chosen so that λ → 0 as Λ → ∞ while the value ψ (0) remains finite as Λ → ∞. This is the “renormalization approach” to the problem (see [1] for a detailed treatment). 2 Such manipulations are usually called formal in the physics literature. Formal manipulations are accepted as valid if they yield a successful physical theory.
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The reason for the failure of the simple-minded approach can be understood from a dimensional analysis of Eq. (5). It is easy to see that the parameter λ is dimensionless while the eigenvalue E has the dimension of energy. Thus it is impossible to express E as a function of λ. More rigorously: if ψ (x) were a solution of Eq. (5) with an eigenvalue E, then ψ (ax) would be a solution with eigenvalue a2 E for arbitrary real a. Therefore a discrete spectrum of bound states cannot exist. I would offer the following physical interpretation of this problem. The delta-function shape of the well is a limit of a sequence of progressively deeper and narrower but finite potential wells Vn (x), where R n = 1, 2, ..., such that the volume of the well remains finite, Vn (x) d 2 x = λ. Each potential Vn (x) may possess some bound states. However, as n → ∞ the bound state energy will necessarily tend to −∞, so that in the limit Vn → −λδ(2) (x) no bound states are left. The problem of finding a bound state in a twodimensional delta-function potential has no solution as formulated. It is implicit in the formulation of the problem that the potential V (x) should possess bound states. Thus the delta function is not a good approximation of any realistic deep and narrow potential well that admits bound states. The use of a cutoff Λ and the introduction of a cutoff-dependent coupling λ (Λ) is in fact equivalent to replacing the deltafunction potential with a different sequence of potentials Vn (x) such that a bound state survives the limit n → ∞. These new potentials do not converge to the delta function. In other words, the initial theory with a delta-function potential is unphysical and is being replaced by a theory with a different potential. It is not easy (but possible [2]) to formulate the exact properties of the limiting “infinitely deep” potential limn Vn (x) which would make the theory well-defined.



1.4



A mathematical view of renormalization



Whatever the correct interpretation of infinities might be in each particular theory, one has to transform the expansion (1) into something well-defined. It is presently unknown how to formulate a perturbative theory of quantum fields that makes sense from the start. The standard way is to begin with an ill-defined perturbative expansion and to renormalize it. First, the theory is regularized by introducing a cutoff Λ, e.g. a1 (x, Λ) ≡



Z Λ



kdk



0



k 2 + x2



,



(10)



so that the regularized coefficients ak (x, Λ) are finite as long as Λ < ∞. The regularized quantity a (x, ε, Λ) is now expressed by the series a (x, ε, Λ) = a0 (x, Λ) + εa1 (x, Λ) + ε2 a2 (x, Λ) + ...



(11)



The cutoff parameter Λ should be eventually taken to infinity, but the series (11) cannot be used in its present form because the coefficients ak (x, Λ) would become infinite as Λ → ∞. Therefore one applies a renormalization procedure to the series (11), i.e. one transforms that series in such a way that the limit Λ → ∞ becomes well-defined. At this point I would like to propose the following mathematical cartoon of renormalization. The power series (11) is actually a wrong expression for the quantity a (x, ε, Λ) because that quantity most likely does not admit a power series in ε that is uniformly valid for all Λ. We have derived the power series only because we have no other means of computing the quantity a (x, ε, Λ). The equations of quantum field theory are often too complicated to be solved in closed form, and perturbation theory is the only way to proceed. The method of renormalization is a mathematical trick to transform a truncated power series in ε into another expression (not a power series) which has the same formal series expansion in ε (up to the chosen order) and remains well-defined at Λ → ∞. Thus one should replace e.g. the first three terms of the series (11) by an appropriate “renormalized” expression aren (x, ε, Λ), a0 (x, Λ) + εa1 (x, Λ) + ε2 a2 (x, Λ) → aren (x, ε, Λ) ,



(12)



and take the limit Λ → ∞ to obtain the renormalized quantity aren (x, ε), aren (x, ε) ≡ lim aren (x, ε, Λ) . Λ→∞



(13)



If more precision is desired, one starts with more terms in the original power series. In this way one hopes to compute the quantity a despite the absence of a proper series expansion in ε. This is the program 3



of renormalization as I understand it. (Of course, the renormalization procedure is not guaranteed to be successful, i.e. not all theories are “renormalizable.”) The mathematical side of renormalization is to develop a method of transforming the series (11) into an expression which is finite at Λ → ∞. The series for a (x, ε, Λ) is an expansion in ε that is valid at finite Λ but becomes invalid at large Λ, i.e. it is a non-uniform expansion. The method of renormalization group (RG) can be viewed as a mathematical technique that removes a non-uniformity in a series expansion by exploiting the Lie group structure that is initially hidden in the series. (If no such group structure can be found, the method does not work and the series is “non-renormalizable.”) The elementary exposition below attempts to present the RG procedure in a coherent way.
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One-dimensional transformation groups



We need some properties of one-dimensional Lie groups. The simplest case is to consider a transformation group acting on a line.



2.1



Basic definitions and examples



Let a be a one-dimensional coordinate and let the function f (a, x) describe a family of continuous transformations, a → f (a, x) , (14) where x is the parameter of the transformation (a real number). By assumption, the function f (a, x) is differentiable and satisfies the group law f (a, x + y) = f ( f (a, x) , y) .



(15)



From this group law it follows that all transformations commute and that f (a, 0) = a. Here are some elementary examples of transformation groups where a ∈ R is a one-dimensional coordinate on a real line. Example 1: translation. a → f (a, x) = a + x. (16) Example 2: dilation.



a → f (a, x) = aeβx ,



β = const.



(17)



Example 3: rational transformation. a → f (a, x) =



a + tan x . 1 − (tan x) a



(18)



Example 4: power law. a → f (a, x) = aβ = exp (βx ln a) , x



β = const.



(19)



Example 5: general transformation. a → f (a, x) = K −1 (K (a) + x) ,



K (a) any invertible function.



(20)



It is easy to see that the first four examples are all particular cases of Eq. (20) with suitable functions K (a). One might imagine a more complicated group law than Eq. (15), for example a → f (a, x) = a + x + x2 ; ! r 1 1 2 2 +x+x +y+y , f ( f (a, x) , y) = f a, − + 4 2
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(21) (22)



but in that case the parameter x can be redefined, x˜ ≡ x + x2 , to recover the group law (15). It is known that such redefinition is possible for any one-dimensional transformation group. Therefore it suffices to consider the group law of the form (15). The transformation f (a, x) may not be defined for all a and for all x (see Examples 3 and 4). It is sufficient to consider transformations defined for small enough x in a certain range of a. We shall ignore these subtleties and proceed as if f (a, x) is an everywhere defined and differentiable function. In practice, there might be an a-dependent range of x to which all statements will apply.



2.2



Infinitesimal transformations



It is useful to consider the infinitesimal transformation f (a, ε) with ε → 0. By definition, the beta function of the transformation f (a, x) is the function ∂ f (a, x) . β (a) ≡ ∂x x=0



(23)



This function describes the infinitesimal change of the point a under a near-indentity transformation f (a, x) with a very small x,  a → f (a, x) = a + β (a) x + O x2 , x → 0. (24) I refer to β (a) as “beta function” only because it is the historical denotation of the generator of the renormalization group in quantum field theory. The basic properties of the beta function β (a) in relation with the transformation law f (a, x) follow directly by differentiating the group law (15) with respect to x at x = 0 or with respect to y at y = 0: β ( f (a, x)) =



∂ f (a, x) ∂ f (a, x) β (a) = . ∂a ∂x



(25)



This is sometimes called the Lie equation.



2.3



Reconstruction of transformations from generators



The group transformation f (a, x) satisfying the group law (15) and Eq. (23) can be recovered if the beta function β (a) is known. Namely, we rewrite Eq. (25) as ∂ f (a, x) = β ( f (a, x)) ; ∂x



f (a, 0) = a.



(26)



This is an ordinary differential equation for the unknown function f (a, x), considered as a function of x at a fixed value of the parameter a. Separation of variables yields Z



df = β( f )



Z



da . β (a)



(27)



Defining the function K (a) by K (a) =



Z a dz a0



β (z)



(28)



with arbitrary a0 , we find K ( f ) = K (a) +C (x)



(29)



with an arbitrary function C (x). After a substitution into Eq. (25) one obtains C (x) = x. If the function K (a) has an inverse function K −1 in some domain of the variable a, then the required transformation f (a, x) within that domain is expressed (for sufficiently small x) by a → f (a, x) = K −1 (K (a) + x) .



(30)



Example 6: For β (a) = λan , where n 6= 1 and λ 6= 0 are constants, the transformation is   1 a → f (a, x) = (1 − n) λx + a1−n 1−n . 5



(31)



3 3.1



Transformations given by series expansions Reconstruction from a perturbative series



I now consider a case which is directly relevant to perturbative expansions. Suppose that the transformation a → f (a) depends on an additional parameter ε, a → f (a, x; ε) .



(32)



Accordingly, the beta function also depends on ε, ∂ f (a, x; ε) β (a; ε) ≡ . ∂x x=0



(33)



A standard problem is to reconstruct f from a known β. However, it often happens that a closed form of β (a; ε) is not available, but only a perturbative expansion for “small” ε is known, e.g.  β (a; ε) = β0 (a) + εβ1 (a) + O ε2 , ε → 0. (34) Therefore one attempts to compute the function f (a, x; ε) approximately, given a truncated series for β (a; ε). Once a truncation β˜ (a; ε) of the β series is selected, e.g. that shown in Eq. (34), the method developed in Sec. ?? yields a transformation function f˜ (a, x; ε) which satisfies the Lie equation with the approximate beta function β˜ (a; ε). Thus the problem is in principle solved. There remains the question of how well the resulting function f˜ (a, x; ε) approximates the actual transformation f (a, x; ε). Estimating the precision of that approximation is a difficult task which I shall not treat here. Instead I consider the question of whether f˜ (a, x; ε) can be represented as a power series in ε. One could try to expand the function f˜ (a, x; ε) in a power series in ε, e.g.  f˜ (a, x; ε) = f0 (a, x) + ε f1 (a, x) + ε2 f2 (a, x) + O ε3 . (35) To check the consistency of this expansion, we compare the third term to the second. If 2 ε f2 (a, x)  |ε f1 (a, x)| ,



(36)



then the first two terms of the series (35) can be trusted. However, the inequality (36) is x-dependent. Since at x = 0 we have f (a, x) ≡ a, it follows that f0 (a, 0) = a and fk (a, 0) = 0 for k ≥ 1. Thus one can expect that the approximation holds in a sufficiently small neighborhood of x = 0. For a wider range of x, there are two possibilities: either the inequality (36) continues to hold for all x, or it fails for large enough x (even if ε is very small). In the first case, one says that the perturbative expansion (35) is uniform in x and that the problem of deriving a perturbation expansion for f˜ (a, x; ε) is a regular perturbation problem. Otherwise the perturbative expansion (35) is non-uniform and the perturbation problem is called singular. An example of the latter case is the expansion of the function f˜ (a, x; ε) = aei(1+ε)x ≈ aeix − iεaxeix + ... which breaks down at x ∼ ε−1 .



3.2



Resummation of perturbative series



A variation of the problem considered in Sec. 3.1 is the following. Suppose that the transformation f (a, x; ε) is specified approximately as a perturbative series in ε, e.g.  f (a, x; ε) ≈ f0 (a, x) + ε f1 (a, x) + ε2 f2 (a, x) + O ε3 , ε → 0, (37) where the coefficients fk (a, x) are known. Suppose further that the expansion (37) is non-uniform, i.e. it is valid only for x within a sufficiently small neighborhood of x = 0. The task is to derive a better formula for f (a, x; ε) than the expansion (37); ideally we would like to derive a uniform expansion valid for all x. 6



The method of solution is to enforce the exact group law on the function f (a, x; ε), even though we only know the first few terms of its expansion in ε. To implement this idea, we look for a function f˜ (a, x; ε) which has the same expansion in ε as shown in Eq. (37), up to terms of order ε2 , and satisfies the group law (15). (Note that the group law fails for the approximate formula (37) at large x.) Since the expansion (37) is accurate at small x, we may choose n sufficiently small values x1 , ..., xn and write approximately f˜ (a, x j ; ε) ≈ f0 (a, x j ) + ε f1 (a, x j ) + ε2 f2 (a, x j ) ;



(38)



  f˜ (a, x1 + ... + xn ; ε) = f˜ f˜ ... f˜ (a, x1 ; ε) , x2 ... , xn ; ε



(39)



then we can compute



without loss of precision. Thus the exact group law allows one to add many small values of x together, and one may expect that the function f˜ (a, x; ε) will be a good approximation for f (a, x; ε) for a wider range of x (at fixed a and ε). The function f˜ (a, x; ε) provides a resummation of the series (37) because it is a non-polynomial function of ε (i.e. it “contains all powers of ε”); in other words, the function f˜ (a, x; ε) contains certain higherorder terms from the expansion (37) which are needed for the group law to be exactly satisfied. To compute the function f˜ (a, x; ε), we first derive the beta function β˜ (a; ε) that follows from the expansion (37),  ∂  f0 (a, x) + ε f1 (a, x) + ε2 f2 (a, x) . (40) β˜ (a; ε) = ∂x x=0 Of course, this beta function is correct only to a certain order in ε; this is the best we can do, knowing only a limited number of terms fk (a, x) of the expansion (37). Once the beta function is found, we can reconstruct the transformation f˜ (a, x; ε) by standard methods. I would like to stress that the function f˜ (a, x; ε) is an approximation to f (a, x; ε) that often works well. There exist cases where the resummation does not yield a uniform approximation to f (a, x; ε). Finally, the presence of the underlying group structure is an important requirement for the applicability of this method: one cannot take an arbitrary series of the form (37) and apply the group-based resummation to it. For instance, the series  f (a, x; ε) = a 1 − εx + ε2 x2 − ε3 x3 + ... (41) cannot be transformed to the obvious expression a (1 + εx)−1 by the Lie group technique.
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The Woodruff-Goldenfeld method



A relatively little-known method exists for deriving uniform perturbation expansions in singular perturbation problems. I now present this method based on the mini-review [3] and Ref. [5]. With no intention to claim the priority of particular authors, I shall use the name Woodruff-Goldenfeld method.3



4.1 The problem The basic problem is to solve a differential equation that contains a small parameter ε, for example d2y + y + εy3 = 0, dx2



y (0) = 0, y0 (0) = 1.



The straightforward perturbation theory suggests to try a power series in ε,  y (x) = y0 (x) + εy1 (x) + ε2 y2 (x) + O ε3 , ε → 0.



(42)



(43)



3 The procedure is called the “invariance condition method” in Ref. [5] and the “renormalization group (RG) method” in Ref. [3]. According to [5], the method was developed and applied to partial differential equations in S. L. Woodruff’s unpublished Ph. D. thesis (University of Michigan, 1987).
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Substituting this into Eq. (42), one obtains a hierarchy of linear equations from which yk (x) are easily determined one by one, y0 (x) = sin x, 3 1 9 y1 (x) = − x cos x + sin 3x + sin x, 8 32 32



(44) ...



(45)



However, the term x cos x grows with x and dominates the unperturbed solution y0 (x) when x & ε−1 . Thus the straightforward perturbation theory fails for large x, which indicates that the perturbation problem (42) is singular. The problem can be solved using perturbation theory but one must use a special trick (the Lindstedt-Poincaré method, see e.g. [4]). There exists an extensive literature on the numerous tricks and transformations necessary to solve various particular singular perturbation problems. This area of study is collectively called perturbation methods, and the individual methods have names such as (the method of) stretched coordinates, uniformization, matched asymptotic expansion, boundary layers, multiple scales, etc. The main advantage claimed for the Woodruff-Goldenfeld (WG) method is that it subsumes many individual perturbation methods as particular cases. Unfortunately, the WG method is not yet widely known, perhaps because its presentation in Ref. [3] is conceptually nearly impossible to comprehend, while Ref. [5] concentrates on the mathematical proof of the validity of the method in two particular cases. I shall now attempt to explain the WG method on a pedagogical level.



4.2



The idea of the WG method



Unlike the review [3], the paper [5] contains a mathematically justified exposition of the WG method; however, not as many examples are considered and some questions are left unanswered. For clarity, I shall consider the simplest case (first-order ODE, first-order perturbation theory). The recipe presented in Ref. [3] is computationally equivalent to the procedure described here. Consider an equation of the form x˙ = F (t, x, ε) ≡ F0 (t, x) + εF1 (t, x) + ...,



x (t0 ) = A0 ,



(46)



and its straightforward perturbative solution x (t) ≈ x˜ (A0 ,t0 ;t) ≡ x0 (A0 ,t0 ;t) + εx1 (A0 ,t0 ;t) + ...



(47)



which may contain secular terms and therefore is expected to be valid only for small |t − t0 |. The function x˜ (A0 ,t0 ;t) entering the expansion (47) is considered known and such that x˜ (A,t;t) ≡ A. The task at hand is to replace the expansion (47) by a new formula for x (t) which is valid uniformly for all t, or at least for large |t − t0 | ∼ ε−1 . To motivate the WG method, let us visualize the ranges of t and t0 for which the expansion (47) is a good approximation to the actual (and unknown) solution x (t). One might imagine specifying the Cauchy data x (ti ) = Ai at different times t1 , t2 , ..., and construct the corresponding expansions (47),  x (t) ≈ x˜ (Ai ,ti ;t) = x0 (Ai ,ti ;t) + εx1 (Ai ,ti ;t) + O ε2 . (48) The approximation x˜ (Ai ,ti ;t) is accurate only for t in a small neighborhood of ti , and only if Ai is a good approximation to the actual solution x (ti ). The main idea of the WG method is to imagine a sequence t1 , t2 , ..., tn of densely spaced timesteps such that the expansion (48) defined at ti is sufficiently accurate at neighbor times ti±1 . Then one can compute Ai+1 using the previously computed values of Ai for i = 1, ..., n. Initially the value x (t0 ) = A0 is known; the expansion (47) is applicable if t1 −t0 is small enough and yields  A1 = x˜ (A0 ,t0 ;t1 ) + O ε2 . (49) After A1 is determined, one sets A2 = x˜ (A1 ,t1 ;t2 ) using the same function x, ˜ and continues until any desired time moment tn is reached. It can be proved rigorously (for certain rather general classes of equations,



8



see [5, 6]) that with a suitable choice  of ti such that |ti+1 − ti | are sufficiently small, this procedure does not accumulate more error than O ε2 over a time range of order ε−1 . It is of course impractical to perform calculations with a large number of intermediate times ti . Instead, one introduces an unknown function A (t) which should provide sufficiently accurate (to order ε2 ) Cauchy data at an intermediate time t, so that the uniform approximation to x (t) is of the form  x (t) ≈ A (t) + O ε2 . (50) The function A (t) is determined from the “renormalization group equation” or the “invariance condition” ∂x˜ (A, τ;t) dA (τ) = (51) , A (t0 ) = A0 , dτ ∂t t=τ where we have denoted by τ the second argument of the known function x˜ (A, τ;t). To derive Eq. (51), we consider the expansion (48) defined at an arbitrary intermediate time ti , where Ai ≡ A (ti ). The value Ai+1 at the next moment ti+1 is to be computed as A (ti+1 ) using the function A (t); on the other hand, the same value Ai+1 should be obtained from the expansion (48) since that expansion is still valid at ti+1 (up to corrections of order ε2 ). Thus  Ai+1 ≡ A (ti+1 ) = x˜ (A (ti ) ,ti ;ti+1 ) + O ε2 . (52) The precision of this formula is maximized when ti+1 ≈ ti , therefore we set ti ≡ τ, ti+1 ≡ τ+∆t and compute the derivative of Eq. (52) with respect to ∆t at ∆t = 0. This leads directly to Eq. (51).



4.3



Examples



As a first example, consider the toy perturbation problem x˙ − ix = iεx,



x (0) = 1.



(53)



The exact solution is x (t) = exp (it + iεt) ,



(54)



but we shall pretend to be unaware of this solution and instead apply perturbation theory in ε, following the WG method. First, we build the straightforward perturbative ansatz (with secular terms) with the Cauchy data x (τ) = A, x˜ (A, τ;t) = Aei(t−τ) + iAεei(t−τ) . (55) Then the function A (τ) is determined from the RG equation dA (τ) ∂x˜ (A, τ;t) = = iA + iεA, dτ ∂t t=τ



A (0) = 1.



(56)



The solution, A (τ) = exp (iτ + iετ) , reproduces the exact solution (51). The second example is x¨ + x + εx = 0, The exact solution is



x (0) = 0, x˙ (0) = 1.



√  1 x (t) = √ sin t 1 + ε . 1+ε



(57)



(58) (59)



The perturbative ansatz can be written as   t − τ i(t−τ) x˜ (A, τ;t) = Re Aei(t−τ) − εA e , 2i
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(60)



where A is a complex constant that specifies the Cauchy data at t = τ. The RG equation gives



with the solution



dA (τ) i = iA + εA, dτ 2



(61)



  i A (τ) = A0 exp iτ + ετ . 2



(62)



The integration constant A0 is found from the initial conditions, so that the final result is     ε i x (t) = 1 − exp it + εt + O ε2 . 2 2



(63)



It is clear that Eq. (63) is an expansion of the exact solution (59).



4.4



A group-theoretical interpretation



The WG method can be understood in another way by considering a group of transformations of the form τ → τ0 = τ + δ, A → A0 = f (A, τ; δ) ,



(64) (65)



where the function f is to be determined from the condition that the transformation leaves the perturbative expansion x˜ (A, τ;t) approximately invariant (up to terms of order ε2 ) for t close to τ. The transformations parameterized by the number δ act on the extended phase space (τ, A) and bring the Cauchy data A at time τ into the modified Cauchy data A0 that need to be imposed at time τ + δ for the expansion x˜ (A0 , τ + δ;t) to be a valid approximation to the correct solution x (t) near t = τ + δ. (This one-dimensional transformation group is the analog of the “renormalization group” used in quantum physics.) The group property means that f ( f (A, τ; δ1 ) , τ + δ1 ; δ2 ) = f (A, τ; δ1 + δ2 ) (66) and is imposed exactly (not merely up to terms of order ε2 ). Thus we obtain a standard mathematical problem (finding the transformation that leaves a given function invariant) which is solved by first constructing the generator of the transformation, vˆ ≡



∂ ∂ + β (A, τ) , ∂τ ∂A



(67)



where β (a, τ) is an unknown function. The condition of invariance of x˜ (A, τ;t) under the transformations (64)-(65) is equivalent to the infinitesimal invariance condition    ∂ ∂ + β (A, τ) x˜ (A, τ;t) = O ε2 , (68) vˆx˜ (A, τ;t) = ∂τ ∂A which is to be imposed at t ≈ τ since the perturbative expansion x˜ (A, τ;t) is only valid for t in a small neighborhood of τ. Therefore one obtains  −1 ∂x˜ (A, τ;t) ∂x˜ (A, τ;t) ∂x˜ (A, τ;t) β (A, τ) = − = , ∂τ ∂A ∂t t=τ t=τ t=τ where we have used the identity x˜ (A,t;t) ≡ A which entails ∂x˜ (A, τ;t) ∂x˜ (A, τ;t) + ≡ 0, ∂t ∂τ t=τ t=τ ∂x˜ (A, τ;t) ≡ 1. ∂A t=τ 10



(69)



(70) (71)



The reconstruction of the group transformation f (A, τ; δ) from its generator β (A, τ) proceeds in the standard fashion, by solving the differential equation ∂ f (A, τ; δ) = β (A, τ) , f (A, τ; δ = 0) = A. (72) ∂δ δ=0 This equation is an equivalent form of Eq. (51), with the correspondence A (τ) ≡ f (A0 , τ; 0). The WG method has been shown to apply to a wide range of singular perturbation problems. Details which I omit in this presentation include the extension of the method to higher-order equations and to systems of equations (the variable x and the Cauchy data A can be straightforwardly taken as vector-valued, but shortcuts are possible); the treatment of boundary layers (one first needs to transform the independent variable t to achieve the smallest relevant timescale); and higher-order expansions in ε (the method is applicable directly to expansions of any order, but the results obtained in lower-order expansions can be reused to minimize the required computational work).
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Discussion



The above considerations suggest that the method of renormalization group as used in quantum field theory may be interpreted as a mathematical technique which serves to partially resum ill-behaved perturbation expansions and to convert them into uniformly valid approximations. My non-perturbative expertise is far insufficient to judge whether this mathematical construction has a direct physical interpretation. Thus I refrain from suggesting that e.g. the usual divergent expressions for scattering amplitudes can be directly interpreted as improperly performed asymptotic expansions of some well-defined (nonperturbative) quantities. However, it seems to me that a better understanding of the mathematical side of the renormalization group and of its relation to physics can be achieved if one first studies the group-theoretical interpretation of the WG method and its applications.



References [1] S.-L. Nyeo, Regularization methods for delta-function potential in two-dimensional quantum mechanics, Am. J. Phys. 68, 571 (2000). [2] R. J. Henderson and S. G. Rajeev, Renormalized contact potential in two dimensions, J. Math. Phys. 39, 749 (1998); H. E. Camblong and C. R. Ordonez, Renormalized path integral for the two-dimensional delta-function interaction, Phys. Rev. A 65, 052123 (2002). [3] Lin-Yuan Chen, N. Goldenfeld, and Y. Oono, Renormalization group and singular perturbations, Phys. Rev. E 54, 376 (1996). [4] A. H. Nayfeh, Perturbation methods (Wiley, 1973), chapter 3. [5] S. L. Woodruff, The use of an invariance condition in solution of multiple-scale singular perturbation problems, Stud. Appl. Math. 90, 225 (1993). [6] S. L. Woodruff, A uniformly-valid asymptotic solution to a matrix system of ODEs and a proof of its validity, Stud. Appl. Math. 94, 393 (1995).



11




























Estimates on Renormalization Group Transformations - CiteSeerX













Estimates on Renormalization Group Transformations | CiteSeerX













Estimates on Renormalization Group Transformations













't Hooft, Dimensional Regularization and the Renormalization Group ...













Functional renormalization group study of the interacting resonant ...













Wilson, The Renormalization Group, Critical Phenomena and the ...













Dynamical real space renormalization group applied to sandpile models













Gross, Applications of the Renormalization Group to High Energy ...













de Chiara et al, Density Matrix Renormalization Group for Dummies ...













Dynamical real space renormalization group applied to sandpile models













Towards a clearer image - Nature













Wilsonian renormalization













Renormalization flows in complex networks - IFISC













Renormalization of Nonequilibrium Systems with ...













Renormalization of Nonequilibrium Systems with ...













Renormalization flows in complex networks - IFISC













Kazakov, Supersymmetry in Particle Physics, The Renormalization ...













Choose From The Best PA Systems For Clearer Sound.pdf ...













Ambergreen Saves Time with Clearer, More Intuitive ...















Renormalization group made clearer






I attempt to explain the use of renormalization group in quantum field theory from an elementary point of view. I review ... renormalization group approach is treated as a purely mathematical technique (the Woodruff-Goldenfeld method) that ..... matched asymptotic expansion, boundary layers, multiple scales, etc. The main ... 






 Download PDF 



















 81KB Sizes
 0 Downloads
 274 Views








 Report























Recommend Documents













Estimates on Renormalization Group Transformations - CiteSeerX 

Apr 25, 1997 - Each K(X; ) should be Frechet-analytic in in a complex strip around the ...... kA(t)kt which is the unique formal power series in t; h solution to the ...




















Estimates on Renormalization Group Transformations | CiteSeerX 

Apr 25, 1997 - the short and long distance behavior of various quantum field theories. We generally ...... where V (F) is de ned on each cell by. (V (F))( ) = V ( ) ...




















Estimates on Renormalization Group Transformations 

Apr 25, 1997 - University of Virginia. Charlottesville, VA 22903 ..... composed of bonds b connecting the centers of the blocks in X. The length jbj of a ...... is convergent for t; h su ciently small depending on the initial data kAkG(0);?;h. The.




















't Hooft, Dimensional Regularization and the Renormalization Group ... 

dimension method. The techniques proposed ... Callan-Symanzik equation. ... 't Hooft, Dimensional Regularization and the Renormalization Group.pdf. 't Hooft ...




















Functional renormalization group study of the interacting resonant ... 

Mar 1, 2010 - We received support by the Deutsche Forschungsgemein- schaft via FOR 723 (CK, MP, and VM) and by the. Alexander von Humboldt Stiftung ...




















Wilson, The Renormalization Group, Critical Phenomena and the ... 

Wilson, The Renormalization Group, Critical Phenomena and the Kondo Problem.pdf. Wilson, The Renormalization Group, Critical Phenomena and the Kondo ...




















Dynamical real space renormalization group applied to sandpile models 

to the theory of equilibrium statistical physics, we expect scale invariance only ... among sandpile automata and systems with a nonequilibrium absorbing critical ...




















Gross, Applications of the Renormalization Group to High Energy ... 

Gross, Applications of the Renormalization Group to High Energy Physics.pdf. Gross, Applications of the Renormalization Group to High Energy Physics.pdf.




















de Chiara et al, Density Matrix Renormalization Group for Dummies ... 

from the accomplished task. â€¢ Facilitate student-to-student interactions and process learners. understanding. Whoops! There was a problem loading this page. Retrying... de Chiara et al, Density Matrix Renormalization Group for Dummies.pdf. de Chiar




















Dynamical real space renormalization group applied to sandpile models 

2The Abdus Salam International Centre for Theoretical Physics (ICTP), P.O. Box 586, 34100 Trieste, Italy ..... We call Eq. ...... 344 of NATO Advanced.




















Towards a clearer image - Nature 

thus do not resolve the question of whether humans, like monkeys, have mirror neurons in the parietal lobe. However, there are several differ- ences between the studies that have to be taken into account, including the precise cortical location of th




















Wilsonian renormalization 

integral in 4 + Î´ dimensions, and then take the limit Î´ â†’ 0âˆ’. Since everything is to ..... proves the central limit theorem: the fixed point of probability distributions ...




















Renormalization flows in complex networks - IFISC 

Feb 6, 2009 - can be performed on computer-generated networks in order to classify them in universality classes. We also ... classes, characterized by a set of different scaling exponents. The paper is .... Color online Study of renormalization flows




















Renormalization of Nonequilibrium Systems with ... 

Nov 25, 1996 - 3ENEA Research Center, loc. Granatello .... acting as a feedback on the scale transformation, we call ..... Advanced Study Institutes, Ser. B, Vol.




















Renormalization of Nonequilibrium Systems with ... 

Nov 25, 1996 - Our characterization of the flow diagram clarifies the critical nature of the model ... scales ratio T is indeed the control parameter of SOC models.




















Renormalization flows in complex networks - IFISC 

Feb 6, 2009 - ten be described by power laws hence the name â€œscale-free networksâ€� 8 . ..... 100. ER. BA perturbed WS perturbed FM a. 100. 101. 102. 103. 104. 105 ..... pages of the domain of the University of Notre Dame Indi- ana, USA 26 ...




















Kazakov, Supersymmetry in Particle Physics, The Renormalization ... 

D. I. Kazakov. BLTP, JINR, Dubna and ITEP, Moscow .... Page 3 of 48. Kazakov, Supersymmetry in Particle Physics, The Renormalization Group Viewpoint.pdf.




















Choose From The Best PA Systems For Clearer Sound.pdf ... 

Choose From The Best PA Systems For Clearer Sound.pdf. Choose From The Best PA Systems For Clearer Sound.pdf. Open. Extract. Open with. Sign In.




















Ambergreen Saves Time with Clearer, More Intuitive ... 

marketing services including SEO, paid search, brand management and social media ... your campaigns, gain easy access into your ad groups and keywords, see ... As well as the best features of AdWords Editor, the new AdWords interface ...


























×
Report Renormalization group made clearer





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















