









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Repeated Games with General Discounting∗ Ichiro Obara University of California, Los Angeles



Jaeok Park Yonsei University



August 14, 2017



Abstract In this paper, we introduce a general class of time discounting, which may exhibit present bias or future bias, to repeated games with perfect monitoring. A strategy profile is called an agent subgame perfect equilibrium if there is no profitable one-shot deviation by any player at any history. We study strongly symmetric agent subgame perfect equilibria for repeated games with a symmetric stage game. We find that the worst punishment equilibrium takes different forms for different types of bias. When players are future-biased or have quasi-hyperbolic discounting, the worst punishment payoff can be achieved by a version of stick-and-carrot strategies. When players are present-biased, the worst punishment path may fluctuate over time forever. We also find that the stage-game minmax payoff does not serve as a tight lower bound for the limit equilibrium payoff set. The worst punishment payoff can be below the minmax payoff with future bias and above the minmax payoff with present bias, even when players are very patient. Lastly, we compare the effect of making players interact more frequently and the effect of making them more patient for a given intertemporal bias structure defined on continuous time. JEL Classification: C73, D03, D43, D90, L13 Keywords: Future bias; Minmax payoff; Present bias; Quasi-hyperbolic discounting; Repeated games; Time inconsistency
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Introduction



The theory of repeated games is a very useful tool to analyze cooperation and collusion in dynamic environments. It has been heavily applied in different areas of economics such ∗
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as industrial organization, dynamic macroeconomics, international trade, etc. The central feature of repeated games is that incentive is provided intertemporally and endogenously. Thus time preference plays a crucial role for the analysis of repeated games. However, almost all existing works on infinitely repeated games assume a particular type of time preference: discounted sum of payoffs/utilities with respect to geometric discounting, which goes back to Samuelson [23] and is axiomatized by Koopmans [11]. Although geometric discounting is a reasonable and tractable model, it is important to explore other types of time preference to understand which behavioral features depend on the assumption of geometric discounting and which ones do not.1 In this paper, we introduce a general class of time discounting, which includes timeinconsistent ones, to repeated games with perfect monitoring. We retain the additivity of payoffs across periods, but any stream of payoffs is discounted by a general discount function that may not decay geometrically.2 Our formulation of discounting includes geometric discounting, quasi-hyperbolic discounting, and generalized hyperbolic discounting (Loewenstein and Prelec [15]) as special cases.3 We focus on two kinds of discounting: one with present bias and one with future bias. A player is present-biased if the value of period t payoff relative to period (t+1) payoff is higher for smaller t. Conversely a player is future-biased if the value of period t payoff relative to period (t + 1) payoff is lower for smaller t. It is well documented that people often exhibit behavior that is consistent with present bias. There are many real-world phenomena that can be explained by present bias (DellaVigna [5]). Future bias has received more attention recently.4 It has been reported that people often exhibit future bias in experimental settings. Furthermore, the size of future-biased subjects is often comparable to that of present-biased ¨ uler [24]; and subjects in experiments (Halevy [8]; Olea and Strzalecki [19]; Sayman and Onc¨ Takeuchi [26]). Clearly time inconsistency can arise in our setting. So we need to make an assumption about how players make a dynamic choice given intertemporal bias. We call a strategy profile an agent subgame perfect equilibrium if there is no profitable one-shot deviation by any player at any history.5 Thus we treat a player as if she is composed of multiple agents 1 See Frederick, Loewenstein and O’Donoghue [7] for a critical review of a variety of models of time preference. 2 Obara and Park [17] study a more general class of time preference that is non-additive in the context of repeated games. 3 Quasi-hyperbolic discounting or so-called β–δ discounting has been applied in many works, including Laibson [12, 13] and O’Donoghue and Rabin [18] to name a few. It is provided with an axiomatic foundation by Hayashi [9] and Olea and Strzalecki [19]. Quasi-hyperbolic discounting is first introduced to repeated games by Chade, Prokopovych and Smith [4]. 4 Loewenstein [14] has already discussed a form of future bias using the term “reverse time inconsistency.” 5 This equilibrium is also called Strotz–Pollak equilibrium in the literature (see, for example, Chade, Prokopovych and Smith [4]).
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who take an action only once at a certain history (Peleg and Yaari [20] and, in the context of repeated games, Chade, Prokopovych and Smith [4]). We study strongly symmetric agent subgame perfect equilibria for repeated games with a symmetric stage game. The class of symmetric stage games we use is standard and includes Cournot and Bertrand competition games as special cases. Among many equilibria, we focus on the best equilibrium and the worst punishment equilibrium. The worst punishment equilibrium is important as it determines the optimal level of cooperation in the best equilibrium. It is easy to show that the best equilibrium is achieved by a stationary path as in the standard case, although the level of achievable efficiency is affected by the level of bias (and patience). What is more interesting is the worst punishment equilibrium path, which takes different forms depending on the types of bias. For the case of future bias, the worst punishment path can be given by a version of stick-and-carrot paths. Thus a stick-and-carrot strategy is a robust way to sustain the worst punishment equilibrium with respect to future bias. For the case of present bias, however, the worst punishment path may be nonstationary and fluctuate forever. Hence present bias has a clear implication on equilibrium behavior in repeated games. With geometric discounting, the stage-game minmax payoff serves as a tight lower bound for the set of limit equilibrium payoffs. Another main result of this paper is to show that this is no longer the case and, moreover, the worst punishment/equilibrium payoff is systematically related to the direction of bias. With future bias, the worst punishment payoff can be lower than the minmax payoff. With present bias, the worst punishment payoff can be higher than the minmax payoff. For example, with quasi-hyperbolic discounting, the limit worst punishment payoff as δ goes to 1 is a (strictly) decreasing function of β and coincides with the stage-game minmax payoff only at β = 1. When the worst punishment path is not given by a repetition of stage-game Nash equilibrium, we need to provide players with a reward (“carrot”) for conducting some self-punishing behavior (“stick”). If the players are present-biased and less willing to take a costly action now, then a huge reward would be needed to motivate them to conduct the punishment, which makes the worst punishment less harsh and pushes the worst punishment payoff strictly above the stage-game minmax level. Similarly, if the players are future-biased, then they would be happy to punish themselves so severely in exchange for a small reward in the future. Hence the worst punishment payoff becomes strictly smaller than the stage-game minmax level in this case. Finally, we characterize the limit equilibrium payoff set for the case of future bias as the length of periods goes to 0 (i.e., as players play the stage game more and more frequently) given a fixed discount function defined on continuous time. Note that this exercise is impossible in the β–δ discounting framework. When the length of periods becomes shorter, presumably the bias parameter β would change. In addition, the assumption that bias
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disappears after one period would be problematic. Our framework allows us to define an intertemporal bias structure in continuous time and then examine the effect of changing the period length for repeated games played in discrete time. We also characterize the limit equilibrium payoff set when players become infinitely more patient without changing the length of periods, and show that it is different from the above limit equilibrium payoff set with vanishing period length. Making periods shorter and making players more patient are the same thing with geometric discounting, but we can distinguish them in our framework. A seminal work on dynamic oligopoly is Abreu [1], who studies the worst punishment and the best equilibrium paths for repeated symmetric games with geometric discounting. Our work aims to extend Abreu’s work by allowing for non-geometric discounting. There are very few papers that study repeated games with non-geometric discounting. Chade, Prokopovych and Smith [4] is the first paper to introduce non-geometric discounting to repeated games in the discounted-sum framework. The authors provide a recursive characterization of agent subgame perfect equilibrium payoffs with quasi-hyperbolic (or β–δ) discounting in the style of Abreu, Pearce and Stacchetti [2].6 They also show that the equilibrium payoff set is not monotone with respect to β for a fixed level of δ or with respect to δ for a fixed level of β. Our characterization of the worst punishment payoff and our finding about its systematic deviation from the stage-game minmax payoff are new even in the domain of quasi-hyperbolic discounting. Some recent papers apply non-geometric discounting to repeated games while maintaining time consistency. Kochov and Song [10] study repeated games with endogenous discounting (Uzawa [27] and Epstein [6]), where a player’s current level of discounting depends on his current stage-game payoff. They show that players must cooperate eventually in any efficient equilibrium for the repeated prisoners’ dilemma game. Sekiguchi and Wakai [25] study a dynamic Cournot duopoly model with a recursive preference that discounts gains and losses in an asymmetric way (Wakai [28]). In their setting, the worst punishment equilibrium path is always a stick-and-carrot path. We introduce the model in the next section. We examine the best equilibrium in Section 3. We study worst punishment paths and equilibrium payoffs with future bias in Section 4 and with present bias in Section 5. In Section 6, we investigate quasi-hyperbolic discounting with both present and future bias. In Section 7, we characterize limit equilibrium payoffs for the case of future bias as the length of periods becomes shorter. All the proofs are relegated to the Appendix. 6



Obara and Park [17] obtain a recursive characterization of equilibrium payoffs for a more general class of “eventually recursive” time preference, which includes geometric discounting and quasi-hyperbolic discounting as special cases.
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2



The Model



2.1



Repeated Symmetric Games with General Discounting



Our model is a standard model of repeated (symmetric) games with perfect monitoring, except that we allow for a relatively general class of time discounting. We first introduce the symmetric stage game. Let N = {1, . . . , n} be the set of n players. Each player’s action set is given by A = [0, a∗ ] for some a∗ > 0. Players’ payoff functions are symmetric and given by the same continuous function π ˜ : An → R. Player i’s payoff is π ˜ (ai , a−i ) when player i chooses ai ∈ A and the other players choose a−i ∈ An−1 or any permutation of it. Together they define a symmetric stage game G = (N, A, π ˜ ). Next we describe the repeated game. Time is discrete and denoted by t = 1, 2, . . .. In each period, players choose actions simultaneously given the complete knowledge of past actions. A history at the beginning of period t is ht = (a1 , . . . , at−1 ) ∈ H t := (An )t−1 for S t t ≥ 2, where aτ ∈ An is the action profile chosen in period τ . Let H = ∞ t=1 H with H 1 := {∅}. We consider only pure strategies. Thus, player i’s strategy si is a mapping from H to A. Let S be the set of player i’s strategies, which is independent of i. For any strategy si ∈ S, si |h ∈ S denotes player i’s continuation strategy after history h ∈ H. Each strategy profile s = (s1 , . . . , sn ) ∈ S n generates a sequence of action profiles in (An )∞ and a sequence of stage-game payoffs in (Rn )∞ . The players use a common discounting operator V : R∞ → R to evaluate any sequence of stage-game payoffs (π 1 , π 2 , . . .) ∈ R∞ . We assume that this operator is linear and takes the following form: V (π 1 , π 2 , . . .) =



∞ X



f (t)π t ,



t=1



where f : N → R+ satisfies f (t) > 0 for all t and



P∞



t=1 f (t)



= 1 by normalization.7



We call such f a discount function. Let F be the set of all discount functions. Clearly, the standard (normalized) geometric discounting corresponds to the special case where f (t) = (1 − δ)δ t−1 for some δ ∈ (0, 1). F also nests quasi-hyperbolic and hyperbolic discounting after normalization. The operator V is used at any point of time to evaluate a sequence of payoffs in the future. For example, a sequence of payoffs (π τ , π τ +1 , . . .) from P∞ period τ is worth f (t)π τ +t−1 if evaluated in period τ . But the same sequence of P∞ t=1 t payoffs is worth t=τ f (t)π if evaluated in period 1. Of course, time inconsistency would arise in general for such time preferences. A stage game G and a discount function f ∈ F define a repeated game, which is denoted by (G, f ). 7 Note that V satisfies “continuity at infinity.” Hence, some preferences such as limit-of-means preferences are excluded.
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We will focus on equilibria where all the players choose the same action after any history. Then it is useful to introduce the following notations on the stage-game payoffs. Let π(a) := π ˜ (a, . . . , a) be a player’s payoff when every player plays a ∈ A. Let π ∗ (a) := maxa0 ∈A π ˜ (a0 , a, . . . , a) be the maximum payoff that a player can achieve when every other player plays a ∈ A. Note that π ∗ (a) ≥ π(a) for all a ∈ A and that a is a symmetric Nash equilibrium (action) of the stage game if and only if π(a) = π ∗ (a). The symmetric minmax payoff is defined by mina∈A π ∗ (a), which we normalize to 0. We maintain the following regularity assumptions on the functions π and π ∗ throughout the paper. Assumption 1. π is increasing,8 and π(a∗ ) > 0. π ∗ is nondecreasing on A and increasing where π ∗ (a) > 0. Both π and π ∗ are differentiable at any a such that π(a) > 0. There exists a unique symmetric Nash equilibrium aN E ∈ (0, a∗ ), and it satisfies π(aN E ) > 0 and π 0 (aN E ) > 0. π ∗ (a) − π(a) is nonincreasing where a < aN E and nondecreasing where a > aN E . Typical graphs of π and π ∗ are shown in Figure 1. Since π is increasing, a∗ is the unique action that achieves the maximum symmetric payoff. We will use π = π(a∗ ) and π = π(0) to denote the maximum and the minimum stage-game payoffs, respectively. Since π ∗ is nondecreasing and the symmetric minmax payoff is 0, π ∗ (0) = 0. Note that π < 0 as 0 is not a Nash equilibrium. The last sentence of Assumption 1 means that the maximum gain from a unilateral deviation becomes weakly larger as the action moves away from the unique symmetric Nash equilibrium. All these assumptions are standard and satisfied in many applications. We show that a Cournot competition game with capacity constraint satisfies the above assumptions. Example: Cournot Game Consider a Cournot game where each firm i chooses its quantity qi ∈ [0, q]. Note that each firm can produce up to the capacity q.9 The inverse demand function is given by P p(Q) = max{α − bQ, 0} for some α, b > 0, where Q = ni=1 qi . Each firm’s marginal cost is constant at c ∈ (0, α). We assume that q is large enough to satisfy α − bnq − c < 0. Then 8



We use increasing/decreasing and nondecreasing/nonincreasing to distinguish strict monotonicity and weak one. 9 The existence of such a bound on the production set can be assumed without loss of generality in the standard case (Abreu [1]). However, this is a substantial assumption in our setting because of the equilibrium notion we use. See footnote 16 for details.
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π



π ∗ (a) π π(aN E ) 0



a∗ a



aN E



π(a) π Figure 1: Graphs of π and π ∗ . the symmetric payoff π and the deviation payoff π ∗ are given as follows: π(q) = (max{α − bnq, 0} − c) q,   2 1 α − b(n − 1)q − c ∗ π (q) = max ,0 . b 2 Let q ∗ =



the production level that maximizes the profit. For each q ∈ [0, q ∗ ), there



exists



such that π(e q ) = π(q) and π ∗ (e q ) < π ∗ (q). This means that we can replace



α−c 2bn be qe ∈ (q ∗ , q)



q with qe in any equilibrium. So it is without loss of generality to restrict attention to the



production set [q ∗ , q] when constructing equilibria. Identify q with 0 and q ∗ with a∗ . Then π and π ∗ satisfy all the assumptions except possibly for the last one about π ∗ (q) − π(q). The last assumption is also satisfied if (n + 1)c >



n−1 n α



(then π ∗ (q) − π(q) is increasing



where q > q N E ).



2.2



Present Bias and Future Bias



We define present bias and future bias formally, which are key properties in our analysis. We normalize the continuation discounting sequence (f (τ ), f (τ + 1), . . .) to define the continuation discount function fτ ∈ F as follows. For any τ = 1, 2, . . . and t = 1, 2, . . ., let fτ (t) =



f (t + τ − 1) . P −1 1 − τk=1 f (k) 7



That is, fτ is the normalized discount function that is used to evaluate a sequence of payoffs starting after τ − 1 periods in period 1. Note that f1 is equal to f . Definition 1 (Present Bias and Future Bias).



1. f ∈ F is more present-biased than g ∈



F if f (t1 )/f (t2 ) ≥ g(t1 )/g(t2 ) for all t1 and t2 such that t1 < t2 . f ∈ F exhibits present bias if fτ is more present-biased than fτ 0 for all τ and τ 0 such that τ < τ 0 . 2. f ∈ F is more future-biased than g ∈ F if f (t1 )/f (t2 ) ≤ g(t1 )/g(t2 ) for all t1 and t2 such that t1 < t2 . f ∈ F exhibits future bias if fτ is more future-biased than fτ 0 for all τ and τ 0 such that τ < τ 0 . The ratio f (t1 )/f (t2 ) where t1 < t2 can be interpreted as a measure of impatience regarding payoffs received in periods t1 and t2 . When f (t1 )/f (t2 ) is large, the player appreciates payoff in period t1 much more than that in period t2 . Thus, present bias expresses the idea that impatience decreases with the waiting time. In fact, we can obtain the following characterization of bias: f exhibits present bias (resp. future bias) if and only if f (t)/f (t + 1) is nonincreasing (resp. nondecreasing) in t.10,11 In other words, a player is present-biased (resp. future-biased) if the current self puts more (resp. less) weight on the current period relative to any future period than earlier selves do. For example, when a present-biased player compares period 2 payoff π 2 and period 3 payoff π 3 , the period2 self puts relatively more weight on π 2 than the period-1 self does. This means that f (1)/f (2) ≥ f (2)/f (3). This is equivalent to f (1)/f (2) ≥ f2 (1)/f2 (2), which corresponds to the case of τ = 1, τ 0 = 2, t1 = 1, and t2 = 2 in the definition of present bias. Note that bias is defined with weak inequalities. Hence, geometric discounting, which has constant f (t)/f (t + 1), exhibits both present bias and future bias. We can define strict notions of bias by requiring all the inequalities in the definitions to hold strictly. For example, we say that f is strictly more present-biased than g if f (t1 )/f (t2 ) > g(t1 )/g(t2 ) for any t1 < t2 and that f exhibits strict present bias if fτ is strictly more present-biased than fτ 0 for any τ < τ 0 . We often use the following (unnormalized) sequence of discounting: (β0 , β1 δ, β2 δ 2 , β3 δ 3 , . . .), where δ ∈ (0, 1) and βt > 0 for all t = 0, 1, . . .. We assume that β0 = 1 without loss of P t generality. We also assume that βt is bounded above to guarantee that the sum ∞ t=0 βt δ is finite given any δ ∈ (0, 1). When {βt }∞ t=0 satisfies these assumptions, we call this type 10 Bernerg˚ ard [3] uses this notion to define present bias. Also, we can show that a discount function exhibits present bias if and only if it exhibits decreasing impatience as defined in Prelec [22]. 11 Hence, f exhibits present bias (resp. future bias) if and only if f is more present-biased (resp. futurebiased) than f2 . That is, it suffices to consider τ = 1 and τ 0 = 2 in Definition 1.
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2 1.8
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Figure 2: Examples of {βt }-weighted Discounting. (i) Present Bias: βt = 1/(1 + t). (ii) Future Bias: βt = (1 + 2t)/(1 + t). of discounting {βt }-weighted discounting (with discount factor δ). It reduces to geometric discounting with discount factor δ if βt = 1 for all t. It corresponds to quasi-hyperbolic (or β–δ) discounting if βt = β for all t ≥ 1. We call the normalized {βt }-weighted discounting the discount function generated by {βt }-weighted discounting. We apply the same terminology of bias to {βt }-weighted discounting: {βt }-weighted discounting exhibits present/future bias when the discount function generated by it exhibits present/future bias respectively. It is straightforward to see from the characterization of bias that {βt }-weighted discounting exhibits present bias (resp. future bias) if and only if βt+1 /βt is nondecreasing (resp. nonincreasing) in t ≥ 0. Note that, since βt is bounded above, βt+1 /βt ≤ 1 for all t (that is, βt is nonincreasing in t) with present bias. Hence, βt+1 /βt converges in [0, 1] as t goes to infinity with present bias.12 We present two parametrized examples of {βt }-weighted discounting. If βt = 1/(1 + αt) for all t, where α > 0, then {βt }-weighted discounting exhibits strict present bias and is strictly more present-biased than the geometric discounting with the same discount factor. If βt = (1 + 2αt)/(1 + αt) for all t, where α > 0, then {βt }-weighted discounting exhibits strict future bias and is strictly more future-biased than the geometric discounting with the same discount factor. In Figure 2, we plot {βt } in the two examples of {βt }-weighted discounting corresponding to α = 1. We can see that present-biased (resp. future-biased) preferences put more (resp. less) weight on period t payoff relative to period (t + 1) payoff and such a tendency becomes weaker as t gets larger. 12



Since βt is bounded above, βt+1 /βt converges in [0, 1] with future bias as well.
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2.3



Agent Subgame Perfect Equilibrium



As already mentioned, with general discounting, players may exhibit time inconsistency. In the standard notion of subgame perfect equilibrium (SPE), each player can use any possible continuation strategy at any history as a deviation. Without time consistency, however, it is not obvious which type of deviations a player would think possible, since it may be the case that some deviation is profitable from the viewpoint of the current self, but not from the viewpoint of future selves. In this paper, we assume that each player believes that his future selves (as well as all the other players) would stick to the equilibrium strategy if he deviates in the current period. One interpretation of this assumption is that a player is a collection of agents who share the same preferences and act only once. This notion of equilibrium is standard for the analysis of the behavior of agents with time-inconsistent preferences.13 It is adopted in numerous papers such as Phelps and Pollak [21], Peleg and Yaari [20], and Chade, Prokopovych and Smith [4] in similar contexts. We also adopt it and call it agent subgame perfect equilibrium. A strategy profile s ∈ S n generates a sequence of action profiles, denoted by a(s) = (a1 (s), a2 (s), . . .) ∈ (An )∞ , and a sequence of payoffs for each player i, (˜ π (a1i (s), a1−i (s)), π ˜ (a2i (s), a2−i (s)), . . .) ∈ R∞ . The value of the sequence (a1 , a2 , . . .) ∈ (An )∞ to player i is denoted simply by Vi (a1 , a2 , . . .) := V (˜ π (a1i , a1−i ), π ˜ (a2i , a2−i ), . . .). Definition 2 (Agent Subgame Perfect Equilibrium). A strategy profile s ∈ S n is an agent subgame perfect equilibrium (ASPE) of the repeated game if for any ht ∈ H, Vi (a(s|ht )) ≥ Vi ((a0i , a1−i (s−i |ht )), a(s|ht ,(a0 ,a1 i



−i (s−i |ht ))



))



for any i ∈ N and any a0i ∈ A. Only one-shot deviations are considered for ASPE, whereas all possible deviations are considered for SPE. With standard geometric discounting, the one-shot deviation principle applies, and thus there is no gap between ASPE and SPE. With general discounting, the one-shot deviation principle fails because of time inconsistency. Therefore, the set of SPE is in general a proper subset of that of ASPE.14,15,16 13



We assume that each agent is “sophisticated” and forms a correct expectation about what would happen in the future. Many papers such as O’Donoghue and Rabin [18] allow for agents who are “naive” and do not form a rational expectation. 14 In general, the set of equilibria would shrink as more deviations are allowed. However, ASPE remains unchanged even if we allow for a larger class of finite-period deviations where every deviating self along a deviation path is required to gain strictly compared to what he would have obtained by playing according to the continuation equilibrium. See Obara and Park [17]. 15 Chade, Prokopovych and Smith [4] show that the set of ASPE paths and the set of SPE (which they call “sincere SPE”) paths coincide for the special case of present-biased β–δ discounting. 16 Unbounded stage-game payoffs, which we exclude by assumption, would be another source of a gap
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A strategy profile s ∈ S n is strongly symmetric if every player plays the same action at any history, i.e., si (ht ) = sj (ht ) for any ht ∈ H and any i, j ∈ N . In this paper, we focus on strongly symmetric ASPE and will refer to it simply as equilibrium from now on. The sequence of action profiles generated by a strongly symmetric strategy profile can be represented by a sequence of actions a∞ = (a1 , a2 , . . .) ∈ A∞ , where at ∈ A denotes the common action chosen by all the players in period t = 1, 2, . . .. We call this sequence a∞ simply a path. Given a path a∞ , we use at,∞ to denote (at , at+1 , . . .) for any t = 2, 3, . . .. Let AE ⊆ A∞ be the set of equilibrium paths. Then AE is nonempty because playing aN E at every history is an equilibrium. Since the time preference is time-invariant, the set of equilibrium continuation paths from any period is also AE . With an abuse of notation, we use V (a∞ ) := V (π(a1 ), π(a2 ), . . .) to denote the value of P t ∞ the path a∞ ∈ A∞ . We define cτ (a∞ ) = ∞ t=1 fτ (t)π(a ) for τ = 1, 2, . . .. That is, cτ (a ) is the normalized continuation value of the path a∞ starting in period τ evaluated at the beginning of the game. Since f1 = f , we have c1 (a∞ ) = V (a∞ ). For any τ = 1, 2, . . ., define v τ and v τ by v τ = sup cτ (a∞ )



and



a∞ ∈AE



vτ =



inf



a∞ ∈AE



cτ (a∞ ).



That is, v τ and v τ are the best and the worst equilibrium continuation payoffs, respectively, from period τ . Obara and Park [17] show that v τ and v τ can be exactly attained (i.e., sup and inf can be replaced by max and min, respectively) for any τ in more general settings. ∞ We denote any equilibrium path to achieve v τ and v τ by a∞ τ and aτ , respectively.



Of particular interest among these values are v 1 , which is the best equilibrium payoff, and v 2 , which is the the worst equilibrium continuation payoff from the next period. For ∞ simplicity, we will denote v 1 by v, and v 2 and a∞ 2 by v and a , respectively. As usual,



when a player deviates, we can use v as the punishment payoff without loss of generality. We call v the worst punishment payoff and a∞ a worst punishment path.



3



Best Equilibrium



With geometric discounting, the best equilibrium payoff is achieved only by a constant path. We first observe that this result still holds with general discounting. The following proposition shows that, regardless of the discount function f , the best equilibrium (continuation) between SPE and ASPE. For example, when there is no capacity constraint in the Cournot game, we can construct the following “crazy” ASPE with an arbitrarily low payoff: every firm produces some large q 0 and makes negative profits because otherwise every firm would produce even larger amount q 00  q 0 in the next period and so on. Such behavior cannot be sustained in SPE, or even in Nash equilibrium if q 0 is too large, but can be sustained in ASPE. By imposing a capacity constraint q, we exclude this type of ASPE.
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payoff v τ is achieved by a unique constant path independent of τ . Proposition 1. Consider any discount function f ∈ F . For all τ = 1, 2, . . ., the best o o equilibrium (continuation) path a∞ τ is unique and given by the same constant path (a , a , . . .)



where ao ∈ (aN E , a∗ ]. Moreover, ao = a∗ when f (1) is small enough. The proof of Proposition 1 is standard. Let ao be the most efficient action that can be played in any equilibrium. Then the constant path (ao , ao , . . .) must be an equilibrium path and hence the best equilibrium path. The one-shot deviation constraint to play ao is satisfied because the value of this path is at least as high as the value of any equilibrium path where ao is played in the initial period and we can always use the same worst punishment path after any deviation. Note that v τ = v = π(ao ) holds for all τ = 1, 2, . . .. Proposition 1 also says that the best equilibrium payoff is strictly higher than the stagegame Nash equilibrium payoff. This follows from the differentiability of π and π ∗ . The incentive constraint for a constant path (a, a, . . . ) is given by f (1) (π ∗ (a) − π(a)) ≤ (1 − f (1)) (π(a) − v) . Since v ≤ π(aN E ), a = aN E satisfies the above constraint. The derivative of the left-hand side at a = aN E is zero while that of the right-hand side is positive. Hence, the above constraint is satisfied for a slightly above aN E , implying ao > aN E . For any a > aN E , the above incentive constraint is satisfied for sufficiently small f (1), and thus we can achieve the most efficient action a∗ and payoff π in equilibrium when f (1) is small enough.
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Future Bias



We investigate the structure of worst punishment paths and the set of equilibrium payoffs with intertemporal bias. It turns out that the case of future bias yields cleaner characterizations, and so we first deal with future bias. Abreu [1] shows that, with geometric discounting, the worst punishment payoff v can be achieved by a stick-and-carrot path, where one-period punishment is immediately followed by the best equilibrium path (ao , ao , . . .). Furthermore, it is the unique worst punishment path when π ∗ is increasing to the right of the action in the first period. In the following proposition, we show that these results can be generalized in the case of future bias. Proposition 2. Suppose that the discount function f ∈ F exhibits future bias. Then there exists a worst punishment path of the form a∞ = (0, . . . , 0, e a, ao , ao , . . .), where 0 appears K times for some integer K ≥ 0 and e a ∈ [0, ao ). Moreover, it is the unique worst punishment path if (i) K = 0 and π ∗ is increasing to the right of e a or (ii) f exhibits strict future bias. 12



Proposition 2 shows that, with future bias, the worst punishment payoff can be achieved by a generalization of stick-and-carrot paths where potentially multiple periods of stick are followed by the best equilibrium path. This is because the stage-game payoff is bounded below, and thus one period of stick may not be enough to deliver the harshest punishment. If we can choose π as low as we want (this is the case, for example, if we make the capacity constraint q large enough in the Cournot game), this path would be a usual stick-and-carrot path with one period of stick (i.e., K = 0). Note that future bias assumed in Proposition 2 is not strict, and thus this proposition covers the standard case of geometric discounting. So the bottom line of Proposition 2 is that the stick-and-carrot structure for the worst punishment payoff is robust to the introduction of future bias. The idea of the proof is simple. For any worst punishment path, we can obtain another path that front-loads punishment and achieves the same initial value. Note that this path generates a lower payoff than the original path when evaluated by c2 (i.e., it is a harsher punishment) because of future bias. Moreover, front-loading punishment can only relax incentive constraints in the periods to play stick as π ∗ is nondecreasing. In sum, with future bias, increasing the gap between stick and carrot is beneficial for both lowering the punishment payoff and providing an incentive to follow the path. Proposition 2 also provides two conditions under which the described path is the unique worst punishment path. The first condition is essentially the same as the well-known one regarding the slope of π ∗ . The second condition, which is new, is that future bias is strict. When the discount function exhibits strict future bias, the new path with front-loaded punishment achieves a strictly lower punishment payoff than the original path. In this case, the worst punishment path must take the described stick-and-carrot form, and hence there exists a unique path to generate v. The assumption of strict future bias is not weak. But suppose that the worst punishment payoff can be achieved by a stick-and-carrot path with one period of stick (i.e., K = 0). Then the condition that f (1)/f (t2 ) < f2 (1)/f2 (t2 ) for all t2 > 1 would yield the uniqueness result (i.e., setting t1 = 1 suffices). For example, this condition is satisfied for β–δ discounting with β > 1, although it does not exhibit strict future bias. Using the structure of worst punishment paths in Proposition 2, we can characterize the set of equilibrium payoffs as follows. Proposition 3. 1. Suppose that the discount function f ∈ F exhibits future bias. The set of equilibrium payoffs is given by the closed interval [V (a∞ ), v], where a∞ is the worst punishment path in Proposition 2. 2. Suppose that the discount function f ∈ F is generated by {βt }-weighted discounting 13



that exhibits future bias and is more future-biased than geometric discounting with h ∗ i β −1 the same discount factor δ. The set of equilibrium payoffs converges to β ∗ π, π as δ → 1, where β ∗ = limt→∞ βt ≥ 1. The limit worst punishment payoff is also



β ∗ −1 β ∗ π,



and it is strictly smaller than the minmax payoff 0 unless βt = 1 for all t. Proposition 3(1) shows that, with future bias, the worst punishment path a∞ in the generalized stick-and-carrot form is also a worst equilibrium path, and thus it achieves the worst equilibrium payoff v 1 . This is a trivial fact with geometric discounting, but it may not hold with general discounting. It also shows that the set of equilibrium payoffs is convex. We can show that any payoff between v 1 and v can be supported by a similar but less harsh stick-and-carrot path than the worst punishment path. This implies that the set of equilibrium payoffs would not be expanded by the use of a public randomization device. Proposition 3(2) characterizes the set of equilibrium payoffs as δ goes to 1 in a class of future-biased {βt }-weighted discounting. It shows that the limit worst equilibrium and punishment payoffs are strictly smaller than the stage-game minmax payoff 0 if and only if {βt }-weighted discounting is not geometric within the considered class of future-biased discounting.17 When discounting is geometric and δ is sufficiently large, the overall value of stick and carrot balances to 0. When discounting is not geometric in the considered future-biased class, future-biased players can tolerate longer periods of stick in anticipation of future rewards, resulting in a negative overall value in the limit. Hence, in this case, the worst punishment path is not supported by any SPE. Since the average payoff is negative, a player would like to deviate if he is not constrained to one-shot deviations. Chade, Prokopovych and Smith [4] show that every ASPE path is a SPE path in the case of β–δ discounting with present bias (Theorem 2 and Corollary 1). They also note that their result would fail with future bias (i.e., β > 1). In fact, the worst punishment path for Proposition 3(2) is not a SPE path unless {βt }-weighted discounting is geometric within the considered future-biased class. Although the limit payoff (β ∗ − 1)π/β ∗ is finite, the actual impact of future bias on the equilibrium payoff can be huge. The limit payoff is a normalized one, and so in terms of total payoffs, both the worst punishment and equilibrium payoffs diverge to negative infinity as δ goes to 1 whenever discounting is not geometric in the considered class. We should be careful about how to interpret large δ here. There are usually two ways to interpret this parameter. One is the patience of players, and the other is the frequency of players’ interactions. Here it is more appropriate to interpret δ as a parameter of patience 17



The assumptions on {βt }-weighted discounting imply that βt ≥ 1 for all t and βt is nondecreasing at diminishing rates (see Figure 2 for an illustration). Thus β ∗ = 1 if and only if βt = 1 for all t, which means that {βt }-weighted discounting is geometric.



14



because the structure of intertemporal bias is fixed. We examine the effect of making the period length shorter in Section 7.
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Present Bias



Next we examine the structure of worst punishment paths and the worst punishment payoff for the case of present bias. Throughout this section and the next one, we make the following additional assumptions on the stage-game payoff functions to facilitate our analysis. Assumption 2. π is strictly concave, and π ∗ is convex. Define b a as follows: b a := min{a ∈ A : f (1) (π ∗ (a) − π(a)) ≤ (1 − f (1)) (π(a) − v)}. That is, b a is the smallest action a such that the constant play of a is an equilibrium path. Assumption 2 implies that the range of such actions is a closed interval [b a, ao ] where 0 0, there exists f (1) > 0 such that the following holds. If the discount function f ∈ F satisfies f (1)/f (2) ≤ B and f (1) ≤ f (1) and f2 exhibits strict present bias, then any worst punishment path a∞ satisfies one and only one of the following two properties:  ∞ 1. at t=1 is strictly above b a infinitely many times and strictly below b a infinitely many times. a for all t ≥ T and {at }t


Note that the function π(q) in the Cournot game introduced in Section 2.1 is not strictly concave above the quantity where the price becomes zero. However, this implication holds more generally for any stage game where Assumption 2 is satisfied only for a ≥ aN E , including the Cournot game. On the other hand, we use Assumption 2 on the entire domain A in Section 6 to simplify our analysis. 19 The property that the range is a closed interval holds given any punishment level. For example, the set of actions that can be supported by Nash reversion is a closed interval [aN E , a0 ] for some a0 ∈ aN E , ao . 20 In our working paper [16], we illustrate by an example that either case can actually arise. Our example suggests that the former case is more common and the latter is rather a knife-edge case.
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P∞



t=0 βt



= ∞. Since f (1)/f (2) = 1/β1 δ and f (1) = 1/



P∞



t=0 βt δ



t,



all the conditions are met



for any large enough δ with B > 1/β1 . A stick-and-carrot path, which can achieve the worst punishment payoff in the case of future bias, has actions nondecreasing over time. Proposition 4 shows that in general such a path cannot be a worst punishment path with present bias. To get the main idea behind this result, consider any simple stick-and-carrot path. Typically the incentive constraint is not binding in the “carrot” phase. Then we can perturb this path to construct an equilibrium path that generates a lower punishment payoff as follows. Take at = at+1 in the carrot phase, where t ≥ 2, and assume that it is an interior point of A for simplicity. Increase at and decrease at+1 in such a way that the value of this path (for the period-1 self) remains the same. Since the period-τ self is more present-biased than the period-1 self regarding paths starting in period τ or later, the incentive constraint for the period-τ self is relaxed for any τ = 2, . . . , t − 1. Hence this path is still an equilibrium path. On the other hand, the value of this path for the “period-0” self becomes strictly lower due to strict present bias. Hence we can obtain an equilibrium path that achieves a harsher punishment. We can show that, if a worst punishment path has actions strictly above b a forever, then we can find two actions like above at and at+1 that we can perturb to generate a lower punishment payoff. It is easy to see that actions in any equilibrium path cannot be strictly below b a forever. So it has to be the case that a worst punishment path fluctuates around b a forever, unless it converges to b a at some point as in the second property in Proposition 4. Our next proposition considers present-biased {βt }-weighted discounting, and it provides a condition under which the worst punishment payoff is strictly above the stage-game minmax payoff. Proposition 5. Suppose that the discount function f ∈ F is generated by {βt }-weighted discounting and that f2 exhibits present bias. If β1 ∈ (0, 1) and β ∗ = limt→∞ βt is sufficiently close to β1 , then the worst punishment payoff v in the limit as δ → 1 is strictly larger than the minmax payoff 0. Intuitively, a worst punishment path must start from a very small action with a very low payoff as in a stick-and-carrot path. For a present-biased player to play such a costly action, we need to promise a large reward in the future. But this reward is too large from the viewpoint of a player before the worst punishment path is triggered. Hence the worst punishment payoff is typically positive and bounded away from 0 even when δ is close to 1.21 This intuition will become clearer when we consider the special case of quasi-hyperbolic discounting in the next section, in which we characterize the limit worst punishment path 21 Although {βt } is fixed, each per-period payoff becomes negligible relative to the total payoff as δ goes to P ∗ 1 as in the usual case. Note that ∞ t=0 βt = ∞ for any {βt }-weighted discounting with β = limt→∞ βt > 0, which includes quasi-hyperbolic discounting.
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and payoff. More generally, the limit worst punishment payoff is strictly positive as long as the “additional” bias β1 − β ∗ is relatively small.22 Note that this result just follows from each player’s intertemporal trade-off between the current payoff and future payoffs. Thus a similar discrepancy between the worst punishment payoff and the stage-game minmax payoff would arise more generally, even when the stage game is asymmetric for example.



6



Quasi-Hyperbolic Discounting



In this section, we provide a full characterization of the limit equilibrium payoff set for the case of quasi-hyperbolic discounting. For quasi-hyperbolic discounting, we can use a stick-and-carrot path with only one period of stick as a worst punishment path for any β, even for the case of present bias with β < 1. For any worst punishment path a∞ (such as the one in Proposition 2), we can find a0 such that π(a0 ) is equal to the continuation payoff c2 (a2,∞ ). It is easy to see that a0 must be between a1 and ao , and thus (a0 , a0 , . . .) is an equilibrium path by Assumption 2. Since discounting becomes geometric from the second period for β–δ discounting, the path (a1 , a0 , a0 , . . .) still generates the same level of punishment.23 This stick-and-carrot path is different from the one in Proposition 2 in that a0 may not be ao and there is only one period of stick, but of course either path achieves the same worst punishment payoff for the case of future bias (i.e., β ≥ 1). Let (as , ac , ac , . . .) be such a stick-and-carrot path that achieves v. The one-shot deviation constraint for as is π ∗ (as ) − π(as ) ≤ βδ (π(ac ) − π(as )). It must be binding, and thus 1 π(ac ) = π(as )+ βδ (π ∗ (as ) − π(as )). The one-shot deviation constraint for ac is satisfied due



to Assumption 2 if ac ≥ b a, and it follows from the above constraint for as if (as 


subject to the constraint π(a) +



1 βδ



(π ∗ (a) − π(a)) ≤ v. Since f2 (1) = 1 − δ, the objective



function can be rewritten as π(a) +



1 β



(π ∗ (a) − π(a)), which is independent of δ. When δ



is large enough, we can ignore the constraint as argued in the proof of Proposition 6, and 22



We do not know if the worst punishment payoff can be negative for present-biased players when this assumption is violated. 23 Note that f2 (1)π(a1 ) + (1 − f2 (1))π(a0 ) = f2 (1)π(a1 ) + (1 − f2 (1))c2 (a2,∞ ), which is v because c2 = c3 for quasi-hyperbolic discounting.
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hence the above problem can be simplified to min



a∈[0,aN E ]



π(a) +



1 ∗ (π (a) − π(a)) . β



Let as∗ be a solution to this minimization problem and v ∗ be the minimized value. Let ac∗ be defined by π(ac∗ ) = π(as∗ ) +



1 βδ



(π ∗ (as∗ ) − π(as∗ )). Note that as∗ and v ∗ depend



on β but not on δ, while ac∗ depends on both β and δ. In the following proposition, we characterize the worst punishment path and payoff and the set of equilibrium payoffs when δ is close to 1 in quasi-hyperbolic discounting. Proposition 6. Suppose that the discount function f ∈ F is generated by β–δ discounting, where β > 0. Then the following statements hold. 1. There exists δ ∈ (0, 1) such that, for any δ ∈ [δ, 1), (as∗ , ac∗ , ac∗ , . . .) is a worst punishment path and v ∗ is the worst punishment payoff. 2. The set of equilibrium payoffs is an interval and converges to [v ∗ , π] as δ → 1. 3. v ∗ is continuous and decreasing in β, and v ∗ = 0 if and only if β = 1. When δ is sufficiently close to 1 in β–δ discounting, the worst punishment payoff is independent of δ. Moreover, it is positive when β < 1 and negative when β > 1. It changes continuously with β and coincides with the stage-game minmax payoff only when β = 1, i.e., when there is no bias. In other words, for any fixed β 6= 1, the worst equilibrium/punishment payoff is bounded away from 0 even when δ goes to 1. As we show more generally in Proposition 5, we need to set the reward (“carrot”) too high to convince a present-biased player to play “stick” today. This leads to a positive worst punishment payoff for a presentbiased player. Similarly, it does not cost much to motivate a future-biased player to play “stick.” This leads to a negative worst punishment payoff for a future-biased player, as shown more generally in Proposition 3(2). We have as∗ = 0 when β ≥ 1. Hence, v ∗ = Proposition 3(2). Also, when β < 1, we have
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v∗



β−1 β π



in this case, which is consistent with



> 0, which is consistent with Proposition 5.



Changing Frequency of Interactions with Future Bias



In this section, we study the effect of more frequent interactions on equilibrium payoffs and compare it to the effect of a higher level of patience. One advantage of our framework is that we can compare these two effects within the same model even with biased players, because our model allows for general discounting. More specifically, we can start from a discount function defined on continuous time, and then derive a discount function defined on discrete 18



periods given any length of periods. In this model, we can change the length of periods and the patience parameter independently without changing the underlying intertemporal bias structure. We focus on the case of future bias because we have cleaner characterizations of worst punishment paths and equilibrium payoffs in that case. Consider the scenario where a repeated game begins at time 0 and the length of periods of the repeated game is given by ∆ > 0. The stage game in period t is played during the time interval [(t − 1)∆, t∆] for t = 1, 2, . . .. We assume that the discount function defined on continuous time τ ≥ 0 is given by Rτ



ρ(τ ) = r(1 − η(τ ))e−r(τ −



0



η(s)ds)



,



(1)



where r > 0 and η : R+ → [0, 1) is a continuous function. The parameter r measures players’ impatience, while the function η captures players’ intertemporal bias structure independent of the period length ∆. This allows us to examine the effect of more frequent interactions while keeping the bias structure fixed. Note that this discount function reduces to the standard exponential discounting when η ≡ 0. We assume that η is nonincreasing R∞ and convex and satisfies η(0) > 0 and 0 η(s)ds < ∞. There are two possibilities under these assumptions. The first possibility is that η(τ ) is decreasing on the entire domain and approaches 0 as τ goes to infinity. The second one is that there exists some Te > 0 such that η(τ ) is decreasing on [0, Te] and η(τ ) = 0 for all τ ≥ Te. Given the length ∆ of periods, the discount function defined on discrete periods t is given by Z



t∆



f (t) =



ρ(τ )dτ (t−1)∆



=e



−r((t−1)∆−



R (t−1)∆ 0



η(s)ds)



  R t∆ −r(∆− (t−1)∆ η(s)ds) 1−e



R∞ for all t = 1, 2, . . .. Since ρ(τ ) > 0 for all τ ≥ 0 and 0 ρ(τ )dτ = 1, we have f (t) > 0 for all P t = 1, 2, . . . and ∞ t=1 f (t) = 1. Using the properties of η, we can show that f exhibits future bias and is more future-biased than geometric discounting with discount factor δ = e−r∆ . Hence, ρ can be considered as a future-biased discount function defined on continuous time. The following proposition characterizes the worst punishment payoff in the limit as ∆ goes to 0. Proposition 7. Suppose that the continuous-time discount function is given by ρ in (1) and the period length by ∆ > 0. Then as ∆ → 0, both v and v 1 converge to η(0) − η(Tb) π < 0, 1 − η(Tb) 19



where Tb > 0 is the unique number satisfying R Tb



b (1 − η(Tb))e−r(T −



0



η(s)ds)



= (1 − η(0))



−π . π−π



Proposition 7 shows that, with continuous-time future bias, the worst punishment payoff becomes negative as players play the stage game more frequently. This result is analogous to Proposition 3(2), where we studied a class of future-biased {βt }-weighted discounting. For any given r and ∆, we can generate the above discount function f by some future-biased {βt }-weighted discounting with δ = e−r∆ so that δ approaches 1 as ∆ goes to 0. However, then βt also depends on ∆, and thus Proposition 3 is not directly applicable here. Since the discount function f derived from ρ exhibits future bias, there is a worst punishment path in the stick-and-carrot form, and Tb in Proposition 7 represents the time in the limit around which there is a switch from stick to carrot. Since η(Tb) < η(0) < 1, we have π < lim∆→0 v < 0. If η(τ ) = 0 for some τ and Tb is large so that η(Tb) = 0, the expression for the limit worst punishment payoff reduces to η(0)π. Note that Tb is affected by r, and when r is small (i.e., when players are patient), Tb would be large. When ∆ is close to 0, the maximum profit π = π(a∗ ) can be supported in equilibrium, which is clearly the best equilibrium payoff. In fact, we can support any payoff between the best and the worst equilibrium payoffs when ∆ is small enough because any deviation would start punishment instantly. Thus, we obtain the following “folk theorem” as a corollary of Proposition 7. Corollary 1 (Folk Theorem). Suppose that the continuous-time discount function is given b by ρin (1) and the i period length by ∆ > 0. Let T be as defined in Proposition 7. For any η(0)−η(Tb) v∈ b π, π , there exists ∆ > 0 such that v is an equilibrium (continuation) payoff 1−η(T )



for all ∆ ∈ (0, ∆]. Next we examine the worst punishment payoff as we increase players’ patience (i.e., send r to 0) while fixing the period length ∆. In this case, we obtain the following result. Proposition 8. Suppose that the continuous-time discount function is given by ρ in (1) and the period length by ∆ > 0. Then as r → 0, both v and v 1 converge to 1 ∆



Z



∆



 η(s)ds π < 0.



0



Again the worst punishment payoff becomes negative in the limit, as players become more patient. In this case, η(Tb) does not appear in the expression of the worst punishment payoff. This is because the time of switch from stick to carrot increases without bound as players become more patient and limτ →∞ η(τ ) = 0. 20



So we obtain two different expressions of the worst punishment payoff depending on whether we let ∆ go to 0 or r go to 0. Notice that the marginal rate of future bias at τ = 0 matters (given that η(Tb) is 0 or close to 0) when ∆ goes to 0, whereas the average rate of future bias for the first period matters when r goes to 0. Intuitively, this is because what matters is the degree of bias in the very first period of the repeated game in both R cases. As in Corollary 1, we can show that any payoff in (



∆ 0



η(s)ds π, π] ∆



can be sustained at



equilibrium when r is sufficiently small.



A



Appendix: Proofs



Proof of Proposition 1 1 2 o 1 2 Proof. Fix τ and choose any a∞ τ = (aτ , aτ , . . .). Define aτ = sup{aτ , aτ , . . .}. Then there o tk tk +1 , . . .) exists a sequence {atτk }∞ k=1 that converges to aτ as k goes to infinity. Since (aτ , aτ



is an equilibrium path, for each k we have f (1)π(atτk ) + (1 − f (1))c2 (atτk +1,∞ ) ≥ f (1)π ∗ (atτk ) + (1 − f (1))v. Since π is increasing, we have π(aoτ ) ≥ c2 (atτk +1,∞ ) and thus f (1)π(atτk ) + (1 − f (1))π(aoτ ) ≥ f (1)π ∗ (atτk ) + (1 − f (1))v. Taking limits of both sides as k goes to infinity, we obtain f (1)π(aoτ ) + (1 − f (1))π(aoτ ) ≥ f (1)π ∗ (aoτ ) + (1 − f (1))v. This inequality implies that the constant path (aoτ , aoτ , . . .) is an equilibrium path. Thus, v τ ≥ π(aoτ ). Suppose that atτ < aoτ for some t. Since fτ (t) > 0 for all t, we have v τ = o ∞ o o cτ (a∞ τ ) < π(aτ ), which is a contradiction. Hence, aτ must be the constant path (aτ , aτ , . . .).



aoτ solves maxa∈A π(a) subject to f (1)(π ∗ (a) − π(a)) ≤ (1 − f (1))(π(a) − v). Since the constraint set is nonempty and closed and π is continuous and increasing, there exists a unique solution. Note that this optimization problem does not depend on τ , and thus we can write the solution aoτ as ao , an action independent of τ . Since v ≤ π(aN E ), the incentive constraint f (1)(π ∗ (a) − π(a)) ≤ (1 − f (1))(π(a) − v) is satisfied at a = aN E . The derivative of the left-hand side at a = aN E is zero, while that of the right-hand side is positive. Thus, there exists b a > aN E satisfying the constraint, which



implies ao > aN E . a∗ satisfies the constraint for sufficiently small f (1), and thus we have ao = a∗ when f (1) is small enough.
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Proof of Proposition 2 Proof. Take any worst punishment path a∞ = (a1 , a2 , . . .). Since (0, 0, . . .) cannot be an equilibrium (continuation) path, we can choose t ≥ 2 such that at > 0. Suppose that there 0



are infinitely many t0 > t such that at < ao . We construct a new path b a∞ as follows. Replace at with some b at ∈ (0, at ) and aet with ao for every e t ≥ T such that aet < ao for some T > t. We can choose T and b at so that V (a∞ ) = V (b a∞ ). By construction, P e f (t)(π(b at ) − π(at )) + et≥T f (e t)(π(ao ) − π(at )) = 0.



Take any integer τ ∈ {2, . . . , t}. First we show that the continuation payoffs from period τ is the same or larger for the new path. Note that f (e t)/f (t) is smaller than or equal to e ˜ f (t − τ + 1)/f (t − τ + 1) for any t > t because f exhibits future bias. Combined with the P t − τ + 1)(π(ao ) − π(aet )) ≥ 0. above equality, we have f (t − τ + 1)(π(b at ) − π(at )) + et≥T f (e



Therefore, we have V (b aτ,∞ ) ≥ V (aτ,∞ ) for any τ = 2, . . . , t. Note that c2 (b a∞ ) ≤ c2 (a∞ ) holds for the same reason. So b a∞ provides at least as harsh punishment as a∞ . Next



we show that the new path b a∞ is an equilibrium path. The incentive constraint at b at is



satisfied because π ∗ is nondecreasing and the continuation payoff from period t is the same or larger. The incentive constraint for b a∞ in any other period s 6= t before period T is satisfied because the same action is played in period s and the continuation payoff from period s is the same or larger. The incentive constraint from period T is satisfied because (ao , ao , . . .) is an equilibrium path. So we can assume without loss of generality that the worst punishment path a∞ contains the best equilibrium path (ao , ao , . . .) after some period T . Suppose that a∞ does not take the form described in the proposition. Then there exist at least two periods t < T such that 0 < at < ao . Let t0 and t00 be the smallest and the largest among such t, respectively. 0



00



Decrease at and increase at so that the present value does not change as before, until 0



00



either at hits 0 or at hits ao . It can be shown exactly as before that the obtained new path is still a worst punishment path. Repeat this process with the new path. Since there are only finitely many t with 0 < at < ao , we can eventually obtain a worst punishment path a∞ that takes the desired form (0, . . . , 0, e a, ao , ao , . . .) within a finite number of steps. Now we show that the obtained path a∞ is the unique worst punishment path that



takes this form. Note that c2 (0, . . . , 0, a0 , ao , ao , . . .) > c2 ( 0, . . . , 0 , a00 , ao , ao , . . .) for any | {z } | {z } K times



K + 1 times



a0 , a00 ∈ [0, ao ) and K and that c2 (0, . . . , 0, e a, ao , ao , . . .) is increasing in e a. So if there are two distinct worst punishment paths that take the form (0, . . . , 0, e a, ao , ao , . . .), they yield different continuation values, which is a contradiction. We show that the incentive constraint to play a1 on the path a∞ must be binding. Note that, since ao > aN E and π ∗ (a) − π(a) is nondecreasing when a > aN E , (a, ao , ao , . . .) is an equilibrium path for all a ∈ [aN E , ao ]. Suppose that the incentive constraint in the first 22



period is not binding. First consider the case of K = 0. We can reduce a2 = ao and obtain a worse punishment payoff, a contradiction. Next consider the case of K ≥ 1. Since the incentive constraint in period 1 is not binding, those in periods t ≤ K are not binding either with larger continuation payoffs. If aK+1 = e a ≤ aN E , the incentive constraint in period K + 1 is not binding either, and we can reduce aK+2 = ao to obtain a worse punishment payoff. If aK+1 ∈ (aN E , ao ), we can reduce aK+1 to obtain a worse punishment payoff. In either case, we obtain a contradiction. Lastly, we show that the path a∞ must be the unique worst punishment path given condition (i) or (ii). Suppose that there exists a worst punishment path a∞ other than a∞ . Suppose that (i) is satisfied. Since K = 0, π(at ) ≤ π(ao ) for all t ≥ 2 with strict inequality for some t and thus π(a1 ) < π(a1 ). Then π ∗ (a1 ) < π ∗ (a1 ), and the incentive constraint is not binding at a1 , which is a contradiction. If (ii) is satisfied, then we have c2 (a∞ ) < c2 (a∞ ) when we construct a∞ from a∞ as described above. Again this is a contradiction. Proof of Proposition 3 Proof. (1) We can use the same argument as in the proof of Proposition 2 to show that there exists a worst equilibrium path a∞ 1 that takes the stick-and-carrot form described in ∞ = (0, . . . , 0, e ∞ Proposition 2. If a∞ a, ao , ao , . . .), then V (a∞ 1 is different from a 1 ) < V (a ). ∞ has, or they have the same K Then either a∞ 1 has a larger K (the number of 0’s) than a



∞ ∞ but a∞ 1 has a smaller (K + 1)th component. But in either case c2 (a1 ) < c2 (a ), which is



a contradiction. Hence, a∞ is also a worst equilibrium path, and v 1 = V (a∞ ). For the path a∞ = (0, . . . , 0, e a, ao , ao , . . .), the binding incentive constraint is the one in the first period. This implies that this path is an equilibrium path even if we replace e a with any a ∈ [e a, ao ]. It is also easy to see that any path of the form: (0, . . . , 0, a, ao , ao , . . .) for | {z } any 0 ≤ [V



K0



(a∞ ), v]



K 0 times



< K and a ∈ A is an equilibrium path. Hence, we can generate any payoff in



by an equilibrium path of this stick-and-carrot form, and the set of equilibrium



payoffs is an interval [V (a∞ ), v]. (2) Since {βt }-weighted discounting exhibits future bias, we have β1 /1 ≥ β2 /β1 ≥ · · · . If any of these ratios is strictly less than one, then βt converges to 0. This contradicts the assumption that {βt }-weighted discounting is more future-biased than geometric discounting with discount factor δ. Hence, all these ratios βt+1 /βt are at least as large as 1. This implies that 1 = β0 ≤ β1 ≤ β2 ≤ · · · . Since βt is nondecreasing in t and bounded above, it converges to some finite limit β ∗ := limt→∞ βt ≥ 1. Now we derive an expression of the worst punishment payoff. Take the worst punishment path a∞ = (0, . . . , 0, e a, ao , ao , . . .) in the form described in Proposition 2. As shown in the



proof of Proposition 2, the incentive constraint in the first period of a∞ must be binding.
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The binding first-period incentive constraint can be written as π ∗ (e a) − π(e a) = β1 δ (π(ao ) − π(e a)) if K = 0, and π ∗ (0) − π = βK δ K (π(e a) − π) + βK+1 δ K+1 (π(ao ) − π(e a)) if K ≥ 1. If K = 0 and e a > aN E , then we can reduce e a without violating the incentive constraint.



This is a contradiction, and hence e a ≤ aN E . Then π ∗ (e a) ≤ π ∗ (aN E ) = π(aN E ). Since



β1 ≥ 1 and π(ao ) = π > π(aN E ) for any large δ, the condition for K = 0 would be violated when δ is large enough. So we assume K ≥ 1 as we are interested in the limiting case as δ → 1. Note that, to satisfy the incentive constraint, K needs to become arbitrarily large as δ → 1, because π ∗ (0) = 0 and βt ≥ 1 for all t. With K ≥ 1, we can write the incentive constraint in period 1 as follows: V (a∞ ) = (1 − f (1))c2 (a∞ ), where f (1) = 1/( V



(a∞ )



P∞



t=0 βt δ



t)



is the normalization factor. On the other hand, we can express



as follows:



V (a∞ ) = f (1)π + (1 − f (1)) c2 (a2,∞ )   1 − f (1)  = f (1)π + c2 (a∞ ) − c2 (a∞ ) − δc2 (a2,∞ ) δ ( K−1 X 1 − f (1) ∞ (f2 (t + 1) − δf2 (t)) π = f (1)π + c2 (a ) − f2 (1)π − δ t=1



− (f2 (K + 1) − δf2 (K)) π(e a) −



∞ X



) (f2 (t + 1) − δf2 (t)) π(ao ) .



t=K+1



Using v = c2 (a∞ ) and f2 (t) =



f (1) t 1−f (1) βt δ



for all t, we can combine the above two equations



to obtain the following expression of v: δ P v= t (1 − δ)( ∞ t=1 βt δ )



( K−1 X



 (βt+1 − βt ) δ t π + (βK+1 − βK ) δ K π(e a)



t=0



) ∞ X   + (βt+1 − βt ) δ t π(ao ) . t=K+1



Next we evaluate the limit of the above expression of v as δ → 1. Since βt converges to 24



β ∗ as t → ∞, the second term in the brackets converges to 0 as δ → 1. As for the third   P P∞ t ≤ term, note that, for any δ ∈ (0, 1), 0 ≤ ∞ t=K+1 (βt+1 − βt ) = t=K+1 (βt+1 − βt ) δ β ∗ − βK+1 . Since K goes to infinity as δ → 1, βK+1 converges to β ∗ , and thus the third  PK−1  t ≤ term converges to 0 as well. As for the first term, note that t=0 (βt+1 − βt ) δ  PK−1 PK−1  K t ≤ β ∗ − 1. Since t=0 (βt+1 − βt ) = β − β0 , which yields limδ→1 t=0 (βt+1 − βt ) δ δ K converges to a number less than 1 as δ → 1 because of the binding incentive constraint, e which depends on δ, such that K e ≤ K and K e goes to infinity and δ Ke we can choose K, e as the largest integer less than converges to 1 as δ → 1. For example, we can take K √    PK−1  PK−1 e t ≥ t = or equal to max{K, 1/ 1 − δ}. Then t=0 (βt+1 − βt ) δ t=0 (βt+1 − βt ) δ βKe δ K−1 − β0 + (1 − δ)[β1 + β2 δ + β3 δ 2 + · · · + βK−1 δ K−2 ]. Note that 0 ≤ (1 − δ)[β1 + β2 δ + e e



e



δ K−2 ] β3 δ 2 + · · · + βK−1 δ K−2 ] ≤ β ∗ (1 − δ K−1 ). So (1 − δ)[β1 + β2 δ + β3 δ 2 + · · · + βK−1 e e  PK−1  converges to 0 as δ → 1, and thus limδ→1 t=0 (βt+1 − βt ) δ t ≥ β ∗ − 1. Hence, the first P∞ e 1−δ P∞ t ∗ t term converges to (β ∗ −1)π. Note also that βKe δ K−1 ≤ 1−δ e βt δ ≤ δ t=1 βt δ ≤ β , δ t= K P ∞ t ∗ ∗ ∗ and thus limδ→1 1−δ t=1 βt δ = β . Hence, as δ → 1, v converges to (β − 1)π/β . Since δ e



e



e



v 1 = V (a∞ ) = (1 − f (1))c2 (a∞ ) and limδ→1 f (1) = 0, v 1 converges to the same limit as that of v as δ → 1. Since β ∗ ≥ 1 and π < 0, we have (β ∗ − 1)π/β ∗ ≤ 0. If βt = 1 for all t, then β ∗ = 1 and (β ∗ − 1)π/β ∗ = 0. Otherwise, β ∗ > 1 and (β ∗ − 1)π/β ∗ < 0. Proof of Proposition 4 Proof. First, choose ε1 > 0 such that, for any f (1) ≤ ε1 , a∗ can be supported by Nash reversion, i.e., f (1)(π ∗ (a∗ ) − π(a∗ )) ≤ (1 − f (1))(π(a∗ ) − π(aN E )). Next, consider the problem of finding the worst punishment payoff among equilibrium paths of the form (a0 , a00 , a00 , . . .) where the path itself is used as the punishment path, i.e., min f2 (1)π(a0 ) + (1 − f2 (1))π(a00 )



a0 ,a00 ∈A



s.t. f (1)(π ∗ (a0 ) − π(a0 )) ≤ f (2)(π(a00 ) − π(a0 )), f (1)(π ∗ (a00 ) − π(a00 )) ≤ f (2)(π(a00 ) − π(a0 )). The constraint set is nonempty because a0 = a00 = aN E satisfies all the constraints. Note that a0 ≤ a00 must hold at solution, because otherwise the incentive constraint for a0 would be violated. If a00 ≥ aN E , then, for any f with f (1) ≤ ε1 , (a00 , a00 , . . .) can be supported by Nash reversion by Assumption 2 because (a∗ , a∗ , . . .) can be supported by Nash reversion (see footnote 19). Since the optimal value of the above problem is no larger than π(aN E ),   the incentive constraint for a00 ≥ aN E is satisfied when f (1) ≤ ε1 . If a00 ∈ a0 , aN E , then the incentive constraint for a0 implies that for a00 . So we just need to check the incentive
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constraint for a0 to verify that (a0 , a00 , a00 , . . .) is an equilibrium path. Since the incentive constraint for a0 must be binding, we can eliminate a00 and simplify the above problem as follows: f (1) (1 − f2 (1))(π ∗ (a0 ) − π(a0 )) a ∈A f (2) f (1) ∗ 0 s.t. π(a0 ) + (π (a ) − π(a0 )) ≤ π. f (2)



v 0 = min π(a0 ) + 0



Consider the following related problem: f (1) ∗ 0 (π (a ) − π(a0 )) f (2) f (1) ∗ 0 (π (a ) − π(a0 )) ≤ π. s.t. π(a0 ) + f (2)



v 00 = min π(a0 ) + 0 a ∈A



Note that the constraint in this problem is not binding. Let v B = mina0 ∈A π(a0 )+B(π ∗ (a0 )− π(a0 )) for any B > 0. Since π(a0 ) + B(π ∗ (a0 ) − π(a0 )) takes value π(aN E ) and is increasing at a0 = aN E , we have v B < π(aN E ). For any f such that f (1)/f (2) ≤ B and f (1) ≤ ε1 , we have v ≤ v 0 ≤ v 00 ≤ v B , and thus v B is an upper bound for the worst punishment payoff. Given any B > 0, choose ε2 > 0 such that, for any f (1) ≤ ε2 , f (1)(π ∗ (a) − π(a)) < (1 − f (1))(π(aN E ) − v B )



for all a ∈ A.



Let f (1) = min{ε1 , ε2 }. Then for any f such that f (1)/f (2) ≤ B and f (1) ≤ f (1), (a, aN E , aN E , . . .) is an equilibrium path for all a ∈ A with an unbinding incentive constraint in the first period. Suppose that f satisfies f (1)/f (2) ≤ B and f (1) ≤ f (1) and that f2 exhibits strict  present bias. Let a∞ be any worst punishment path. We show that at t is strictly above  b a infinitely many times if and only if at t is strictly below b a infinitely many times. First  t suppose that a t is strictly below b a infinitely many times but strictly above b a for only a finite number of times. Then, after some period, at is always below b a and strictly below b a infinitely many times. But such a path cannot be an equilibrium path because the incentive constraint is binding for the constant path (b a, b a, . . .) and the deviation gain for any action below b a is larger. This is a contradiction.  Next suppose that at t is strictly above b a infinitely many times but strictly below b a for only a finite number of times. Then, after some period T , at is always above b a and strictly above b a infinitely many times. We choose T as the smallest of such periods.   Suppose that there is t ≥ T such that at ∈ b a, aN E . Since the deviation gain at at is not larger than that at b a and c2 (at+1,∞ ) > π(b a), the one-shot deviation constraint is not 26



binding at at . Note that t ≥ 2 since the incentive constraint must be binding for the first   period of a worst punishment path if a1 > 0. Suppose that at+1 is in b a, aN E as well. Then the incentive constraint to play at+1 is not binding either. We can increase at and decrease at+1 so that V (a∞ ) is unchanged and the incentive constraints to play at and at+1 are still satisfied. Since f2 exhibits present bias, V (aτ,∞ ) does not decrease for any τ = 2, . . . , t − 1. Hence this new path is an equilibrium path. Since f2 exhibits strict present bias, this change reduces c2 (a∞ ) strictly. This is a contradiction. Next suppose that at+1 > aN E . Then we can decrease at+1 without violating the one-shot deviation constraint at at+1 as the deviation gain gets smaller as the action gets closer to aN E . Hence the same argument as above leads to a contradiction. Thus we must have at > aN E for any t ≥ T . Note that aT −1 < b a and that the incentive



constraint for aT −1 is not binding when f (1) ≤ ε2 . Thus, T − 1 ≥ 2, and we can perturb



aT −1 and aT exactly as before to generate an equilibrium path with a lower punishment  payoff, which is a contradiction. This proves that at t is strictly above b a infinitely many  t times if and only if a t is strictly below b a infinitely many times.  Suppose that property 1 in the proposition does not hold. Then at t is strictly below or a for all t ≥ T . Suppose above b a for a finite number of times. Then there is T such that at = b a), and the incentive constraint π(b a) ≥ f (1)π ∗ (b a) + (1 − f (1))v is that T = 1. Then v = π(b



violated. Hence T cannot be 1. Suppose that T = 2. Then a1 must be smaller than b a. But then the one-shot deviation constraint at a1 would be violated, a contradiction. Hence the constant path (b a, b a, . . .) can arise as a part of the worst punishment path only after period a or always above b a for t < T . Hence 3. Finally, note that at cannot be either always below b {at }t


 f (1) π ∗ (a1 ) − π(a1 ) . 1 − f (1)



Since v˜ = c3 (a2,∞ ), we can obtain a lower bound for v˜ in terms of vb by solving the
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following problem: min



∞ X



π t ∈[π,π]



s.t.



f3 (t)π t



t=1



∞ X



f2 (t)π t = vb.



t=1



Note that vb ≥ v > π. Since f2 is more present-biased than f3 , there is a solution to this e, π, π, . . .) where π e ∈ (π, π]. Given vb, we can find problem that takes the form (π, . . . , π, π PT ∗ −1 P ∗ ∗ unique T ≥ 1 and π e such that t=1 f2 (t)π + f2 (T )e π+ ∞ b, or t=T ∗ +1 f2 (t)π = v ∗ −1 TX



f2 (t)(π − π) + f2 (T ∗ )(e π − π) + π = vb.



(2)



t=1



Hence, we obtain v˜ ≥



∗ −1 TX



π − π) + π f3 (t)(π − π) + f3 (T ∗ )(e



t=1



= vb −



"T ∗ −1 X



f2 (t) −



t=1



∗ −1 TX



# f3 (t) (π − π) − [f2 (T ∗ ) − f3 (T ∗ )](e π − π).



t=1



We can combine the above two inequalities with v = f2 (1)π(a1 ) + (1 − f2 (1))˜ v to obtain the following:  f (1) v ≥ f2 (1)π(a1 ) + (1 − f2 (1))v + (1 − f2 (1)) π ∗ (a1 ) − π(a1 ) 1 − f (1) "T ∗ −1 # ∗ TX −1 X − (1 − f2 (1)) π − π), f2 (t) − f3 (t) (π − π) − (1 − f2 (1))[f2 (T ∗ ) − f3 (T ∗ )](e t=1



t=1



which can be rewritten as  1 − f2 (1) f (1) π ∗ (a1 ) − π(a1 ) f2 (1) 1 − f (1) "T ∗ −1 # ∗ −1 TX 1 − f2 (1) X 1 − f2 (1) − f2 (t) − f3 (t) (π − π) − [f2 (T ∗ ) − f3 (T ∗ )](e π − π). f2 (1) f2 (1)



v ≥ π(a1 ) +



t=1



t=1



(3)
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We have 1 − f2 (1) f (1) = f2 (1) 1 − f (1)







β1 δ 1 − P∞ t t=1 βt δ







1 . β1 δ



(4)



Suppose that β1 ∈ (0, 1) and β ∗ is sufficiently close to β1 . Then β ∗ > 0 and thus



P∞



t=1 βt



=



∞. As δ → 1, (4) converges to 1/β1 > 1, and the sum of the first two terms in (3) is strictly positive. We also have 1 − f2 (1) f2 (1)



"T ∗ −1 X



f2 (t) −



∗ −1 TX



t=1



t=1



PT ∗ −1 ∗ βt δ t βT ∗ δ T − Pt=1 f3 (t) = 1 − ∞ t β1 δ t=1 βt δ #



and ∗



∗



1 − f2 (1) βT ∗ δ T βT ∗ δ T βT ∗ +1 δ T [f2 (T ∗ ) − f3 (T ∗ )] = − P∞ − t f2 (1) β1 δ β1 δ t=1 βt δ



∗ +1



.



Note that (2) can be rewritten as PT ∗ −1 ∗ βt δ t βT ∗ δ T Pt=1 P (π (e π − π) = vb − π. − π) + ∞ ∞ t t t=1 βt δ t=1 βt δ



(5)



Hence, we obtain 1 − f2 (1) f2 (1) =



"T ∗ −1 X



∗ −1 TX



#



1 − f2 (1) [f2 (T ∗ ) − f3 (T ∗ )](e π − π) f2 (1) t=1 t=1 ! PT ∗ −1   ∗ ∗ ∗ ∗ t β δ βT ∗ δ T βT ∗ δ T βT ∗ δ T βT ∗ +1 δ T +1 t t=1 1− − P∞ (π − π) + − P∞ − (e π − π) t t β1 δ β1 δ β1 δ t=1 βt δ t=1 βt δ f2 (t) −



∗



f3 (t) (π − π) +



βT ∗ δ T βT ∗ +1 δ T = π − vb − (π − π e) − β1 δ β1 δ



∗ +1



It can be seen from (5) that, since



(e π − π). P∞



t=1 βt



= ∞, T ∗ increases without bound as δ → 1,



and that PT ∗ −1 βt δ t vb − π . lim Pt=1 = ∞ t δ→1 π−π t=1 βt δ As δ → 1, both βT ∗ and βT ∗ +1 converge to β ∗ , and thus (6) converges to π − vb −



  β∗ π − vb β ∗ ∗ ∗ (lim δ T −1 )(π − π) = − (lim δ T −1 ) (π − π). β1 δ→1 π−π β1 δ→1
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(6)



Since βt is nonincreasing in t ≥ 1 and converges to β ∗ , we have ∞



X β ∗δk βk δ k ≤ βt δ t ≤ 1−δ 1−δ t=k



for any k = 1, 2, . . .. Hence, when β ∗ > 0, we have P∞ ∗ ∗ t β ∗ δ T −1 π − vb βT ∗ δ T −1 ∗ ∗ βt δ t=T lim ≤ lim P∞ ≤ lim = = lim δ T −1 . t ∗ δ→1 δ→1 δ→1 β1 π − π δ→1 β t=1 βt δ Then 0≤



π − vb β ∗ ∗ − (lim δ T −1 ) ≤ π−π β1 δ→1



 1−



β∗ β1







π − vb . π−π



Therefore, when β ∗ ≈ β1 , the sum of the last two terms in (3) is close to 0 as δ → 1, and thus the lower bound for v is strictly positive in the limit. Proof of Proposition 6 Proof. (1 and 3) Assume β–δ discounting. Then we have c2 = c3 = · · · , and let us denote them by c. We first show that the worst punishment payoff can be achieved by a stick-andcarrot path. Let a∞ be a worst punishment path. We construct a stick-and-carrot path that generates the same continuation payoff. Since a2,∞ is an equilibrium path, we have c(a2,∞ ) ≤ π(ao ). Thus, there exists unique ac ∈ [0, ao ] such that π(ac ) = c(a2,∞ ). Let as = a1 . By construction, we have c(as , ac , ac , . . .) = c(a∞ ) = v. Note that as ≤ ac because if as > ac then c(a2,∞ ) < c(as , ac , ac , . . .) = v, a contradiction. Also, as = a1 ≤ aN E since otherwise a1 can be replaced by aN E to obtain an equilibrium path that yields a lower punishment payoff than a∞ . We show that this stick-and-carrot path is an equilibrium path. The one-shot deviation constraint for as is unchanged, thus satisfied. The one-shot deviation constraint for ac is satisfied by Assumption 2 if ac ≥ b a. If ac < b a, then the deviation gain π ∗ (ac ) − π(ac ) is not larger than π ∗ (as ) − π(as ), and thus the one-shot deviation constraint for ac is implied by that for as . Next we characterize the stick-and-carrot path (as∗ , ac∗ , ac∗ , . . .) that achieves the worst punishment payoff when δ is sufficiently close to 1. As in the proof of Proposition 4 and also explained in the main text, we just need to solve the following problem to find as∗ : min



a∈[0,aN E ]



π(a) +



s.t. π(a) +



1 ∗ (π (a) − π(a)) β



1 (π ∗ (a) − π(a)) ≤ v. βδ 30



We show that, when δ is sufficiently close to 1, we can ignore the constraint in the above problem. From Proposition 1, we know that v = π when δ is large enough. First, suppose that β < 1. Then the objective function is strictly convex by Assumption 2, and its derivative at aN E is positive. Also, π(a) +



1 βδ



(π ∗ (a) − π(a)) is strictly convex, and its



value evaluated at a = aN E is π(aN E ), which is less than π. Hence, the constraint set is an interval of the form [a, aN E ] for some a ∈ [0, aN E ). If the constraint is satisfied at a = 0, then a = 0. Otherwise, the function π(a) +



1 βδ



(π ∗ (a) − π(a)) is decreasing at a = a. Then



for δ ≈ 1, this implies that the objective function is also decreasing at a = a, and thus considering the constraint set [0, aN E ] instead of [a, aN E ] would not change the solution. In this case, we have a unique solution as∗ < aN E , and v ∗ > 0. Second, suppose that β = 1. Then the objective function becomes π ∗ (a). The function π(a) +



1 βδ



(π ∗ (a) − π(a)) is still strictly convex, and its value evaluated at a = aN E is less



than π. When δ = 1, π(a) +



1 βδ



(π ∗ (a) − π(a)) evaluated at a = 0 is π ∗ (0) = 0 < π. Hence,



when δ ≈ 1, the constraint set is [0, aN E ]. In this case, a solution occurs where π ∗ (a) = 0, which includes a = 0, and v ∗ = 0. Lastly, suppose that β > 1. Then the objective function is increasing in a. When δ ≈ 1, the left-hand side of the constraint is increasing in a as well, and the constraint is satisfied at a = 0. Hence, a = 0 is the unique solution with v ∗ =



β−1 β π



< 0.



It follows that, when δ ≈ 1, the worst punishment payoff is equal to v ∗ , independent of δ, and is achieved by the path (as∗ , ac∗ , ac∗ , . . .), as defined in the main text. By the maximum theorem, v ∗ is continuous in β. To show that v ∗ is decreasing in β, choose any β 00 > β 0 > 0. Let v 0 and v 00 be the optimal values with β 0 and β 00 , respectively. Let a0 be a solution with β 0 . Then a0 satisfies the constraint with β 00 , and thus v 0 = π(a0 ) +



  1 1 π ∗ (a0 ) − π(a0 ) > π(a0 ) + 00 π ∗ (a0 ) − π(a0 ) ≥ v 00 , 0 β β



where the strict inequality follows from a0 6= aN E . (2) The result with future bias (i.e., β ≥ 1) is covered by Propositions 3(2), and so we focus on β < 1. Let a∞ 1 be a path that achieves the worst equilibrium payoff. Then, as above, we can construct a stick-and-carrot path (e as , e ac , e ac , . . .) that achieves the same



as = a11 and π(e ac ), payoff v 1 by setting e ac ) = c(a2,∞ as > e ac . Then v 1 > π(e 1 ). Suppose that e



which is a contradiction. Thus, we have e as ≤ e ac ≤ ao , and the path (e as , e ac , e ac , . . .) is a worst equilibrium path. Payoffs between v 1 and f (1)π(e as ) + (1 − f (1))v can be achieved by paths of the form (e as , a0 , a0 , . . .) where a0 ∈ [e ac , ao ], and those between f (1)π(e as ) + (1 − f (1))v and v by paths of the form (a, ao , ao , . . .) where a ∈ [e as , ao ]. These paths are all equilibrium paths, and thus the set of equilibrium payoffs is given by an interval [v 1 , v]. As δ goes to 1, π becomes sustainable and v 1 converges to v ∗ , and thus the set of equilibrium payoffs
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converges to [v ∗ , π]. Proof of Proposition 7 Proof. Under the assumptions on η, we can show that f (t)/f (t+1) is nondecreasing. Hence, the discount function f exhibits future bias, and by Proposition 2 we can obtain the worst punishment (payoff) path (π, . . . , π, π e, v, v, . . .) in the stick-and-carrot form where π e ∈ [π, v) and π is played K ≥ 0 times. When ∆ is small, we have large K ≥ 1 and v = π as in the proof of Proposition 3. Since the incentive constraint for the first period must be binding, it can be written as f (1)(0 − π) = f (K + 1)(e π − π) + f (K + 2)(π − π e). As ∆ → 0, the above incentive constraint divided by ∆ becomes R Tb



r(1 − η(0))(−π) = r(1 − η(Tb))e−r(T − b



η(s)ds)



0



(π − π),



(7)



T b where Tb denotes the limit of K∆. (1 − η(Tb))e−r(T − 0 η(s)ds) is equal to 1 − η(0) at Tb = 0, and it may increase for small Tb but it decreases eventually approaching 0. Thus, Tb is



R



b



determined uniquely by (7), and it represents the time around which there is a switch from π to π. The worst punishment payoff in the limit as ∆ → 0 is the integral of π from 0 to Tb plus that of π from Tb to ∞ with respect to the discount function ρ. That is, Z lim v =



∆→0



!



Tb



ρ(τ )dτ



Z



∞



π+



0



 ρ(τ )dτ



π.



Tb



Using the relationship (7), we obtain h iTb h i∞ Rτ Rτ lim v = −e−r(τ − 0 η(s)ds) π + −e−r(τ − 0 η(s)ds) π



∆→0



0



= (1 − e−r(T − b



= π + e−r(T − b



=π−



R Tb 0



R Tb 0



η(s)ds)



η(s)ds)



Tb



)π + e−r(T − b



R Tb 0



η(s)ds)



π



(π − π)



1 − η(0) η(0) − η(Tb) π= π. 1 − η(Tb) 1 − η(Tb)



Since η(Tb) < η(0) < 1, the limit payoff is negative. Using v 1 = (1−f (1))v and lim∆→0 f (1) = 0, we can see that the limit of v 1 is the same as that of v. Proof of Corollary 1 32



Proof. Choose any v ∈ ( η(0)−η(bT ) π, π]. Since b



1−η(T )



η(0)−η(Tb) π 1−η(Tb)



> π, there exists a ∈ A such that



π(a) = v. The constant path (a, a, . . .) is an equilibrium path if the following incentive constraint is satisfied: π ∗ (a) − π(a) ≤ R∆



As ∆ → 0, f (1) = 1 − e−r(∆−



0



η(s)ds)



1 − f (1) (π(a) − v). f (1)



converges to 0 and v to



η(0)−η(Tb) π. 1−η(Tb)



Thus, the



incentive constraint must be satisfied for sufficiently small ∆. Proof of Proposition 8 Proof. We can generate the discount function f by {βt }-weighted discounting where βt = er



R t∆ 0



η(s)ds



·



1 − e−r(∆−



R (t+1)∆



η(s)ds) R∆ −r(∆− 0 η(s)ds) t∆



1−e



for t = 0, 1, . . ., and δ = e−r∆ . We can check that f exhibits future bias and is more future-biased than geometric discounting with discount factor δ. βt is nondecreasing in t, and β ∗ := lim βt = er



R∞ 0



η(s)ds



t→∞



·



1 − e−r∆ 1 − e−r(∆−



R∆ 0



η(s)ds)



,



since η(t) → 0 as t → ∞. Note that β ∗ depends on r, and lim β ∗ =



r→0



∆ > 1. R∆ ∆ − 0 η(s)ds



Using a similar argument to that in the proof of Proposition 3(2), we can show that, as r → 0, v converges to limr→0 β ∗ − 1 π= limr→0 β ∗



R∆ 0



η(s)ds π < 0. ∆



Using v 1 = (1 − f (1))v and limr→0 f (1) = 0, we can see that the limit of v 1 is the same as that of v.



References [1] D. Abreu, “Extremal Equilibria of Oligopolistic Supergames,” Journal of Economic Theory 39 (1986) 191–225. [2] D. Abreu, D. Pearce, and E. Stacchetti, “Toward a Theory of Discounted Repeated Games with Imperfect Monitoring,” Econometrica 58 (1990) 1041–1063. [3] A. Bernerg˚ ard, “Folk Theorems for Present-Biased Players,” working paper (2011). 33



[4] H. Chade, P. Prokopovych, and L. Smith, “Repeated Games with Present-Biased Preferences,” Journal of Economic Theory 139 (2008) 157–175. [5] S. DellaVigna, “Psychology and Economics: Evidence from the Field,” Journal of Economic Literature 47 (2009) 315–372. [6] L. G. Epstein, “Stationary cardinal utility and optimal growth under uncertainty,” Journal of Economic Theory 31 (1983) 133–152. [7] S. Frederick, G. Loewenstein, and T. O’Donoghue, “Time Discounting and Time Preference: A Critical Review,” Journal of Economic Literature XL (2002) 351–401. [8] Y. Halevy “Time Consistency: Stationarity and Time Invariance,” Econometrica 83 (2015) 335–352. [9] T. Hayashi, “Quasi-Stationary Cardinal Utility and Present Bias,” Journal of Economic Theory 112 (2003) 343–352. [10] A. Kochov and Y. Song, “Repeated Games with Endogenous Discounting,” working paper (2016). [11] T. Koopmans, “Stationary Ordinal Utility and Impatience,” Econometrica 28 (1960) 287–309. [12] D. Laibson, “Golden Eggs and Hyperbolic Discounting,” Quarterly Journal of Economics 112 (1997) 443–477. [13] D. Laibson, “Life Cycle Consumption and Hyperbolic Discount Functions,” European Economic Review 42 (1998) 861–871. [14] G. Loewenstein, “Anticipation and the Valuation of Delayed Consumption,” The Economic Journal 97 (1987) 666–684. [15] G. Loewenstein and D. Prelec, “Anomalies in Intertemporal Choice: Evidence and an Interpretation,” Quarterly Journal of Economics 107 (1992) 573–597. [16] I. Obara and J. Park, “Repeated Games with General Discounting,” Yonsei Economic Research Institute working paper (2015). [17] I. Obara and J. Park, “Repeated Games with General Time Preference,” working paper (2017). [18] T. O’Donoghue and M. Rabin, “Doing it Now or Later,” American Economic Review 89 (1999) 103–124. 34



[19] J. L. M. Olea and T. Strzalecki, “Axiomatization and Measurement of QuasiHyperbolic Discounting,” Quarterly Journal of Economics 129 (2014) 1449–1499. [20] B. Peleg and M. Yaari, “The Existence of a Consistent Course of Action when Tastes are Changing,” Review of Economic Studies 40 (1973) 391–401. [21] E. Phelps and R. Pollak, “On Second-Best National Saving and Game-Equilibrium Growth,” Review of Economic Studies 35 (1968) 185–199. [22] D. Prelec, “Decreasing Impatience: A Criterion for Non-Stationary Time Preference and “Hyperbolic” Discounting,” Scandinavian Journal of Economics 106 (2004) 511– 532. [23] P. A. Samuelson, “A Note on Measurement of Utility,” Review of Economic Studies 4 (1937) 155–161. ¨ uler, “An Investigation of Time Inconsistency,” Management [24] S. Sayman and A. Onc¨ Science 55 (2009) 470–482. [25] T. Sekiguchi and K. Wakai, “Repeated Games with Recursive Utility: Cournot Duopoly under Gain/Loss Asymmetry,” Kyoto University Discussion Paper No. E16-006. (2016). [26] K. Takeuchi, “Non-parametric Test of Time Consistency: Present Bias and Future Bias,” Games and Economic Behavior 71 (2011) 456–478. [27] H. Uzawa, “Time Preference, the Consumption Function, and Optimum Asset Holdings,” in Value, Capital and Growth: Papers in Honour of Sir John Hicks, The University of Edinburgh Press, Edinburgh (1968) 485–504. [28] K. Wakai, “A Model of Utility Smoothing,” Econometrica 76 (2008) 137–153.



35



























[image: Repeated Games with General Discounting - CiteSeerX]
Repeated Games with General Discounting - CiteSeerX












[image: Repeated Games with General Time Preference]
Repeated Games with General Time Preference












[image: Repeated proximity games]
Repeated proximity games












[image: Introduction to Repeated Games with Private Monitoring]
Introduction to Repeated Games with Private Monitoring












[image: Explicit formulas for repeated games with absorbing ... - Springer Link]
Explicit formulas for repeated games with absorbing ... - Springer Link












[image: Repeated Games with Incomplete Information1 Article ...]
Repeated Games with Incomplete Information1 Article ...












[image: Rational Secret Sharing with Repeated Games]
Rational Secret Sharing with Repeated Games












[image: Introduction to Repeated Games with Private Monitoring]
Introduction to Repeated Games with Private Monitoring












[image: Repeated Games with Uncertain Payoffs and Uncertain ...]
Repeated Games with Uncertain Payoffs and Uncertain ...












[image: Approximate efficiency in repeated games with ...]
Approximate efficiency in repeated games with ...












[image: The Folk Theorem in Repeated Games with Individual ...]
The Folk Theorem in Repeated Games with Individual ...












[image: Repeated games and direct reciprocity under active ...]
Repeated games and direct reciprocity under active ...












[image: Innovation timing games: a general framework with applications]
Innovation timing games: a general framework with applications












[image: Innovation timing games: a general framework with applications]
Innovation timing games: a general framework with applications












[image: Multiagent Social Learning in Large Repeated Games]
Multiagent Social Learning in Large Repeated Games












[image: Infinitely repeated games in the laboratory - The Center for ...]
Infinitely repeated games in the laboratory - The Center for ...












[image: repeated games with lack of information on one side ...]
repeated games with lack of information on one side ...












[image: The Nash-Threat Folk Theorem in Repeated Games with Private ... - cirje]
The Nash-Threat Folk Theorem in Repeated Games with Private ... - cirje












[image: Renegotiation and Symmetry in Repeated Games]
Renegotiation and Symmetry in Repeated Games












[image: Strategic Complexity in Repeated Extensive Games]
Strategic Complexity in Repeated Extensive Games












[image: Infinitely repeated games in the laboratory: four perspectives on ...]
Infinitely repeated games in the laboratory: four perspectives on ...












[image: Repeated games and direct reciprocity under active ...]
Repeated games and direct reciprocity under active ...












[image: Communication equilibrium payoffs in repeated games ...]
Communication equilibrium payoffs in repeated games ...












[image: The Nash-Threat Folk Theorem in Repeated Games with Private ... - cirje]
The Nash-Threat Folk Theorem in Repeated Games with Private ... - cirje















Repeated Games with General Discounting






Aug 7, 2015 - Repeated game is a very useful tool to analyze cooperation/collusion in dynamic environ- ments. It has been heavily ..... Hence any of these bi-. 






 Download PDF 



















 436KB Sizes
 0 Downloads
 308 Views








 Report























Recommend Documents







[image: alt]





Repeated Games with General Discounting - CiteSeerX 

Aug 7, 2015 - Together they define a symmetric stage game. G = (N, A, ËœÏ€). The time is discrete and denoted by t = 1,2,.... In each period, players choose ...














[image: alt]





Repeated Games with General Time Preference 

Feb 25, 2017 - University of California, Los Angeles .... namic games, where a state variable affects both payoffs within each period and intertemporal.














[image: alt]





Repeated proximity games 

If S is a. Â®nite set, h S will denote the set of probability distributions on S. A pure strategy for player i in the repeated game is thus an element si si t t 1, where for ..... random variable of the action played by player i at stage T and hi. T 














[image: alt]





Introduction to Repeated Games with Private Monitoring 

Stony Brook 1996 and Cowles Foundation Conference on Repeated Games with Private. Monitoring 2000. ..... actions; we call such strategies private). Hence ... players.9 Recent paper by Aoyagi [4] demonstrated an alternative way to. 9 In the ...














[image: alt]





Explicit formulas for repeated games with absorbing ... - Springer Link 

Dec 1, 2009 - mal stationary strategy (that is, he plays the same mixed action x at each period). This implies in particular that the lemma holds even if the players have no memory or do not observe past actions. Note that those properties are valid 














[image: alt]





Repeated Games with Incomplete Information1 Article ... 

Apr 16, 2008 - tion (e.g., a credit card number) without being understood by other participants ... 1 is then Gk(i, j) but only i and j are publicly announced before .... time horizon, i.e. simultaneously in all game Î“T with T sufficiently large (or














[image: alt]





Rational Secret Sharing with Repeated Games 

Apr 23, 2008 - Intuition. The Protocol. 5. Conclusion. 6. References. C. Pandu Rangan ( ISPEC 08 ). Repeated Rational Secret Sharing. 23rd April 2008. 2 / 29 ...














[image: alt]





Introduction to Repeated Games with Private Monitoring 

our knowledge about repeated games with imperfect private monitoring is quite limited. However, in the ... Note that the existing models of repeated games with.














[image: alt]





Repeated Games with Uncertain Payoffs and Uncertain ... 

U 10,âˆ’4 1, 1. D. 1,1. 0, 0. L. R. U 0,0. 1, 1. D 1,1 10, âˆ’4. Here, the left table shows expected payoffs for state Ï‰1, and the right table shows payoffs for state Ï‰2.














[image: alt]





Approximate efficiency in repeated games with ... 

illustration purpose, we set this complication aside, keeping in mind that this .... which we refer to as effective independence, has achieved the same effect of ... be the private history of player i at the beginning of period t before choosing ai. 














[image: alt]





The Folk Theorem in Repeated Games with Individual ... 

Keywords: repeated game, private monitoring, incomplete information, ex-post equilibrium, individual learning. âˆ—. The authors thank Michihiro Kandori, George ...














[image: alt]





Repeated games and direct reciprocity under active ... 

Oct 31, 2007 - Examples for cumulative degree distributions of population ..... EguÄ±luz, V., Zimmermann, M. G., Cela-Conde, C. J., Miguel, M. S., 2005. Coop-.














[image: alt]





Innovation timing games: a general framework with applications 

Available online 15 June 2004. Abstract. We offer a ... best response of the second mover, which is the solution to a non-trivial maximization problem. ...... c1, are a composition of three polynomials of the third degree. It is somewhat tedious but 














[image: alt]





Innovation timing games: a general framework with applications 

research and development (R&D) to obtain a better technology. Let kÙ‹tÙ‚ be .... follower's payoffs as functions of t alone: define LÙ‹tÙ‚ Â¼ p1Ù‹t, RÙ‹tÙ‚Ù‚ and FÙ‹tÙ‚ Â¼ p2Ù‹t, RÙ‹tÙ‚Ù‚ ...














[image: alt]





Multiagent Social Learning in Large Repeated Games 

same server. ...... Virtual Private Network (VPN) is such an example in which intermediate nodes are centrally managed while private users still make.














[image: alt]





Infinitely repeated games in the laboratory - The Center for ... 

Oct 19, 2016 - Electronic supplementary material The online version of this article ..... undergraduate students from multiple majors. Table 3 gives some basic ...














[image: alt]





repeated games with lack of information on one side ... 

(resp. the value of the -discounted game v p) is a concave function on p, and that the ..... Â¯v and v are Lipschitz with constant C and concave They are equal (the ...














[image: alt]





The Nash-Threat Folk Theorem in Repeated Games with Private ... - cirje 

Nov 7, 2012 - the belief free property holds at the beginning of each review phase. ...... See ?? in Figure 1 for the illustration (we will explain the last column later). 20 ..... If we neglect the effect of player i's strategy on Î¸j, then both Ci 














[image: alt]





Renegotiation and Symmetry in Repeated Games 

symmetric, things are easier: although the solution remains logically indeterminate. a .... definition of renegotiation-proofness given by Pearce [17]. While it is ...














[image: alt]





Strategic Complexity in Repeated Extensive Games 

Aug 2, 2012 - is in state q0. 2,q2. 2 (or q1. 2,q3. 2) in the end of period t âˆ’ 1 only if 1 played C1 (or D1, resp.) in t âˆ’ 1. This can be interpreted as a state in the ...














[image: alt]





Infinitely repeated games in the laboratory: four perspectives on ... 

Oct 19, 2016 - Summary of results: The comparative static effects are in the same direction ..... acts as a signal detection method and estimates via maximum ...














[image: alt]





Repeated games and direct reciprocity under active ... 

Oct 31, 2007 - In many real-world social and biological networks (Amaral et al., 2000; Dorogovtsev and Mendes, 2003; May, 2006; Santos et al., 2006d) ...














[image: alt]





Communication equilibrium payoffs in repeated games ... 

Definition: A uniform equilibrium payoff of the repeated game is a strategy ...... Definition: for every pair of actions ai and bi of player i, write bi â‰¥ ai if: (i) âˆ€aâˆ’i ...














[image: alt]





The Nash-Threat Folk Theorem in Repeated Games with Private ... - cirje 

Nov 7, 2012 - The belief-free approach has been successful in showing the folk ...... mixture Î±i(x) and learning the realization of player j's mixture from yi. ... See ?? in Figure 1 for the illustration (we will explain the last column later). 20 .


























×
Report Repeated Games with General Discounting





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















