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1



Introduction and Theory



As integrated circuit feature sizes continue to scale, active device counts are reaching hundreds of millions. The amount of interconnect among the devices tends to grow super-linearly with the transistor counts, and chip area is often limited by the physical interconnect area. Due to these interconnect area limitations, the interconnect dimensions are scaled with devices whenever possible. These advances in technology that result in scaled, multi level interconnects may address the wireability problem, but in the process create problems with signal integrity and interconnect delay. Thus RLC interconnect effects have a more dominant impact on signal propagation than ever before. In addition, parasitic coupling effects and reduced power supply voltage levels make interconnect modeling increasingly important. Since these interconnect models can contain thousands of tightly coupled RLC components, reduced-order macro-models are imperative. Ideally, a simulator would isolate the large linear portions of the circuit from the nonlinear elements (e.g., transistor models) and preprocess them into reduced order multiport macromodels. Model Order reduction techniques for linear dynamical systems are developed rather properly, though there are still quite a lot of issues to address. RLC interconnects falls into this class of circuits and thus a lot of literature exists on MOR of RLC interconnects.



1.1



Motivation Behind Model Order Reduction



Consider a multi-input multi-output linear circuit and its time-domain MNA description: Gx + C



dx = Buin (t) dt



uout (t) = LT x



(1) (2)



Let n be the total number of MNA variables, and Ni and No be the number of inputs and outputs, respectively. Then, G and C are n x n MNA circuit matrices, representing the conductance and energy storage elements, respectively; x is the vector of MNA variables of size n; uin (t) is the vector of input excitations of size Ni ; 3



B is the n x Ni source connectivity matrix mapping uin (t) to the MNA vector x; uout (t) is the output vector of size No L is the n x No probing matrix mapping uout (t) to MNA vector x; Let’s assume that we have the system description in the form (1) and (2) and the order of the system n is very big - for example, hundreds or thousands. Such kind of descriptions can be obtained, for example, by discretization of some device. Since cost of transient (time-domain) simulation of such system is proportional to n3 (if the system is dense and general, less if it is sparse or fast solver exists), it’s very inefficient to simulate this system, especially if it is being simulated as a apart of a larger system. If the number of input and output signals are small, (Ni ≪ n, No ≪ n), one may think that there is a lot of redundancy in the large model, that is, input-output relationships of this system can be approximated quite accurately with the system having much lower order.



Gq xq + Cq



dxq = Bq uin (t) dt



uout (t) = Lq T xq



(3) (4)



The goal of the model order reduction (see Figure 1) is: given a large system in the form (1) and (2), to provide another state-space system in the same form (1) and (2), but of lower order q ≪ n, which approximates (in some sense) input-output relationships for the original system. That is give the new system in form of the equation (3) and (4)



1.2



Need for Parameterized Model Order Reduction



With the decrease of IC feature size and increase of signal frequency, interconnect has become a dominant factor in the whole chip performance. Interconnect networks are represented by large scale system equations with respect to frequency parameter. However, during the circuit synthesis of large scale digital or analog applications, it is also crucial to evaluate the 4
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Figure 1: Preprocessing of linear portion of circuit into N- port macromodels.



response of interconnect as functions of other design parameters, such as geometry and temperature. The every-increasing variability of modern IC manufacturing process has introduced significant variations in circuit performances. Accordingly, assessment of these performance variations has become an integral part of analysis and optimization of modern VLSI designs. Thus, parameterized model order reduction (PMOR) methods are considered as necessary techniques. In addition, the in-determination in the manufacturing of IC chips may cause system variations of critical dimensions and inter level dielectric thicknesses of interconnects, which could make the chip performance unpredictable and cause signicant parametric yield lose. Therefore, assessing IC manufacturing process fluctuations and their impacts on IC interconnect performance has become unavoidable for modern DSM designs. However, the construction of parametric interconnect models is often hampered by the rapid increase in computational cost and model complexity. Also, in comparison to modeling techniques employed for the nominal system, the inclusion of variational effects into the model order reduction implies a significant increase in computational cost and/or model complexity.



1.3



Properties of a Good Model Order Reduction Technique



Many types of Model Order Reduction Algorithms which are applicable to RLC interconnects are available in literature. But almost all have some shortcomings. Some techniques are better than the others in certain aspects, but may give poor results for other cases. In other words, there are a few set of properties which a good MOR Technique should satisfy. Apart from giving a response close to the actual response, the MOR technique should satisfy 5



the following properties: 1. The reduced system should be stable. In general, the reduced-order model of an RLC circuit can have unstable poles. Although it is always possible to obtain an asymptotically stable model by simply discarding the unstable poles, a technique always generating stable poles is always preferred. The coordinate-transformed Arnoldi algorithm was introduced as a remedy to the stability problem. 2. The reduced system should be passive. A passive system denotes a system that is incapable of generating energy, and hence one that can only absorb energy from the sources used to excite it. Passivity is an important property to satisfy because stable, but not passive macromodels can produce unstable systems when connected to other stable, even passive, loads. A property in classical circuit theory states that: interconnections of stable systems may not necessarily be stable; but (strictly) passive circuits are (asymptotically) stable; and arbitrary interconnections of (strictly) passive circuits are (strictly) passive, and therefore, (asymptotically) stable. 3. MOR technique used should be computationally efficient, so that generating lower order models do not take a lot of time. 4. Numerical computations in MOR technique should be such that they do not introduce any redundancy or instability. 5. With little or no modification the MOR technique should be applicable to a large class of systems (i.e. non linear systems or S matrix representations). 6. Should have a computable error bound for all cases.



1.4



Existing Model Order Reduction Techniques



Efficiency in IC interconnects analysis is facilitated by powerful model order reduction techniques. Two classes of model order reduction techniques have gained popularity: moment-matching based method (e.g. AWE and Krylov subspace methods ([1], [3])) and control-theoretic approaches (e.g. truncated balanced realization (TBR [7])). Both are projection based methods. The first class of methods are very attractive in terms of computational cost while the methods that fall into the second class tend to be more accurate, but suffer from a dramatic increase in computational cost. The high cost 6



associated with the latter often preclude these methods from being directly applied to large practical problems. Variational modeling of interconnects can be classified similarly: moment-matching (Krylov subspace) based vs. TBR-based. Almost the same comparison can be drawn for these variational methods: moment matching based approaches are computationally more efficient while TBR methods tend to be more accurate but with a significantly higher cost. Apart from these there are a few Non-Projection based methods such as Hankel optimal model reduction, singular perturbation method, various optimization-based methods etc. Thus, MOR methods for linear systems can be classified into two major groups:



1. Projection-based methods 2. Non-projection based methods Out of these two, we have focused only on the projection based methods. So, this report section gives a brief idea about the Projection based model order reduction techniques.



1.4.1



Projection-based model reduction methods



The vast majority of model reduction methods are projection-based. These methods share one common feature: they are trying to find such q-dimensional subspaces S1 and S2 of the state space such that the reduced system will be the result of projection of the state onto S1 and residual onto S2 ; considering the system in the form (G, C, B, L) and picking matrices Wq and Vq of sizes n x q spanning S1 and S2 respectively and finding a reduced system given by the following equations:



WqT GVq xq + WqT CVq



dxq = WqT Buin (t) dt



uout (t) = LT Vq xq



(5) (6)



This results in the state-space system (Gq , Cq , Bq , Lq ), where Gq = WqT GVq , Cq = WqT CVq , Bq = WqT B, Lq = LVq (the subscript q denotes the reduced model). Note that this gives the statespace representation (Gq , Cq , Bq , Lq ) of the reduced system in the form of equations (3) and (4). If the initial system was in the form (1) and (2), then 7



C=I ( n x n identity matrix), and matrices Wq and Vq are enforced to be bi-orthogonal, that is, WqT Vq = I. The following important theorem holds: The input-output properties of the reduced system in (5) and (6) depend only on the column spans of Wq and Vq , that is, only on the choice of projection subspaces S1 and S2 . If subspaces S1 and S2 are the same, such projection method is called orthogonal, otherwise it’s called oblique. All projection-based methods fall into the following major types based on the method of obtaining projection subspaces: 1. Krylov-subspace (moment-matching) - based methods 2. Balanced realization (or SVD) - based methods 3. Proper orthogonal decomposition (POD) -based methods Methods from the first group obtain their projection subspaces as the Krylov subspaces of the matrices. This is the most popular Model Order Reduction Technique and we have implemented a few variations of this. Methods from the second group obtain their projection subspaces as the dominant eigenspaces of products of countability and observability Gramians P and Q. This technique is gaining importance nowadays and implementing this is the next step of our work. Methods from the third group obtain their projection subspaces from the snapshots of the states that the system passes when simulating some training input. This still remains untouched both from the point of view of literature survey and implementation.



1.4.2



Krylov Subspace (moment-matching) based methods - Passive Reduced-Order Interconnect Macro-modeling Algorithm (PRIMA)



This section gives the basic definition of a Krylov subspace [1], [3]. Its application to MOR is discussed in later sections. Given any n x n matrix A and any vector r, the Krylov subspace Kr(A, r, q) is defined as



8



Kr(A, r, q) = span{r, Ar, A2r, ..., Aq−1 r}



(7)



Consider an n x q rectangle matrix Vq whose columns form bases for the subspace spanned by the Krylov sequence span{r, Ar, A2r, ..., Aq−1 r}, that is,



colspVq = Kr(A, r, q)



(8)



where colspM denotes the column space of M equation (8) is equivalent to saying that for each i = 0, 1, ..., q-1 there exists a q dimensional column vector βi such that Ai r = Vq βi



(9)



Consider a linear circuit with a single excitation and its MNA description as G, C, b. by defining A = G−1 C and r = G−1 b, you can see that the moment vectors of this circuit are given by Ai r. Now if we generate Vq from Krylov subspace Kr(A, r, q), equation (9) clearly shows that Vq is related to the circuit moments. Any moments vector can be expressed as a linear combination of the Krylov vectors. That is, these vectors carry the same information. But the Krylov vectors are numerically better conditioned than the moments and contain lesser numerical noise. As we know that many MOR techniques (such as AWE) work by matching moments up to a certain order, the equivalent can be achieved by finding a certain number of linearly independent Krylov vectors to form Vq , which is now the projection matrix. Since Krylov vectors have better numerical conditioning, this is more efficient way of matching the moments. We can similarly define block Krylov subspaces. There are two numerically robust and stable algorithms to find the Vq matrix, namely, block Arnoldi process and block Lanczos process.



1.4.3



Truncated Balanced realization (TBR or SVD) - based methods - Passive Balancing Transformations for MOR



The TBR procedure is centered around information obtained from the controlability Grammian Wc , which can be obtained from solving the Lyapunov equation
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Let A = −C−1 G and B = C−1 B for the system G, C, B, L given in equation (1) and (2) AWc + Wc AT = −BBT



(10)



for Wc , and the observability Grammian Wo , which can be obtained from the dual Lyapunov equation AT Wo + Wo A = −LLT



(11)



Under a similarity transformation of the state-space model,



A → T−1 AT, B → T−1 B, L → TT L



(12)



the state-space model, and the transfer function, are invariant (only the internal variables are changed). The grammians, however, vary under the rules and so are not invariant. The TBR procedure is based on two observations about Wo and Wc . First, the eigenvalues of the product Wc Wo are invariant. These eigenvalues, the Hankel singular values, contain useful information about the input-output behavior of the system. In particular, small eigenvalues of Wc Wo correspond to internal sub-systems that have a weak effect on the input-output behavior of the system and are therefore close to non-observable or non-controllable or both. Second, since the Grammians transform under congruence, and as any two symmetric matrices can be simultaneously diagonalized by an appropriate congruence transformation, it is possible to nd a similarity transformation T that leaves the state-space system dynamics unchanged, but makes P Wo and Wc equal P and diagonal. In these coordinates, with Wc = Wo = , we may partition into, X



=



P 0



1



0 P



2







(13)



P P where 1 describes the strong sub-systems to be retained and 2 the weak sub-systems to be deleted. Conformally partitioning the matrices as,       L1 B1 A11 A12 , ,L = ,B = A= L2 B2 A21 A22 10



(14)



˜ = B1 , L ˜ = L1 as the reduced and truncating the model, retaining A˜ = A11 , B system, therefore has the effect of deleting the weak internal subsystems. Also parameterized MOR can be achieved with TBR techniques, by extending them to use Linear Fractional Transform (LFT) based model for interconnect parameter uncertainty [8]. This approach formulates the interconnect parameter uncertainty as a repeated scalar uncertainty structure.



1.4.4



Comparison between Krylov and TBR based techniques



While very suitable for analysis of large-scale systems, the models generated from the Krylov techniques such as PRIMA are not necessarily as compact (that is, small in order) as is desired. Therefore, already well-developed in the control literature, the Truncated Balanced Realization (TBR) has been receiving renewed attention. Truncated balanced realization algorithms (and their close relatives that generate optimal norm approximants) are of importance in their own right. • For small systems, a few hundred states or so, they generate superior reduced models, as well as computable bounds on the reduction error. • For large systems, direct application of the techniques used to balance and truncate the systems is computationally infeasible since the computations required have O(n3) complexity when performed directly (n is the order of the system to be reduced). Therefore the TBR methods are of more interest when combined with iterative Krylov-subspace procedures. • One formulation of this method is to directly solve the large Lyapunov equations via a Krylov subspace method. The reduced models are obtained directly from the reduced Lyapunov equation. • Another viewpoint is to obtain an initial reduced model via some initial reduction or approximation technique and then further compress it using a TBR method. This second viewpoint is somewhat more general since the initial approximation can be generated by any desired method, for example rational tting or a now standard Krylov-subspace technique.
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An issue with the TBR type methods that has not been addressed in most of literature is that they cannot be relied on to preserve passivity. Less widely appreciated is another dilemma: Krylov methods such as PRIMA have practical issues that prevent their wide application to systems outside the class of RLC circuits. These methods rely on congruence transformations to preserve positive-realness of the matrices that are internal to the state-space representation. However, whether or not a state-space model represents a passive system is a property of the input-output transfer function, not a property of the internal representation. Many passive systems are not conveniently put into a form for which algorithms such as PRIMA are applicable: they may have asymmetric or non-positive semi-definite system and descriptor matrices. It may not be possible to perform a change of basis to a convenient form without destroying sparse structure that may be present in the system, meaning that for large-scale systems such an approach is infeasible.



1.5



Problem Statement



”Implementation of a Parameterized Model Order Reduction technique which works well (i.e. it satisfies almost all properties of a good MOR technique (section 1.3)), with the RLC class of circuits (specially multiport interconnects with coupling) and models generated by this MOR technique are simulated faster than the actual netlist.”



1.6



Non Parameterized PRIMA Algorithm



Non Parameterized PRIMA Algorithm works with multiport linear systems to generate passive reduced order models. It is a Krylov subspace based projection method which generates guaranteed stable and passive reduced order models. For PRIMA we represent the system by passive MNA formulation (refer pg 188 [1]). Briefly PRIMA is an orthogonal projection method which takes a linear circuit in the form of equations (1) and (2) and produces a reduced system of the form given by equations (5) and (6), where Wq = Vq . PRIMA employs a double matrix projection whereas the order reduction methods based on Arnoldi and Lanczos use a single matrix projection. PRIMA has three basic stages: 1. Circuit Formulation 2. Finding an appropriate Krylov Subspace 12



3. Projection 1.6.1



Circuit Formulation



A minor modification is required in the MNA circuit formulation to make it compatible for use with PRIMA, to generate guaranteed passive and stable reduced order models (refer pg 188 [1]). Secondly multiport representation of a linear circuit (see Figure 2) is given as.



I1(t) V1(t)



Linear circuit with N−ports defined by N voltage−current relations



+ −



In(t) Vn(t)



+ −



Figure 2: Multiport representation of a linear circuit.



  Y11 (s) I1 (s)  .   .     . = .     .   . YN 1 (s) IN (s) 



. . . . .



. . . . .



. . . . .



  V1 (s) Y1N (s)  .  .    .  .    .  . VN (s) YN N (s)



(15)



or iN = Y(s) · vN



(16)



It is well known that an N port can be fully represented by its admittance parameters in the Laplace domain (equation (15)). However, the objective is to apply model order reduction to produce low-order rational approximations for each entry in the admittance matrix, Y(s). In PRIMA voltage sources are connected to the ports to obtain the admittance matrix of a multiport. The port, along with these sources, constitutes our time-domain modied nodal analysis (MNA) circuit equations.
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1.6.2



Finding an appropriate Krylov subspace



From the basics of Krylov subspace described in section (1.4.2), we define our A and r matrices as



A = −G−1 · C and r = G−1 · B



(17)



With unit impulse voltages at the ports, taking the Laplace transformation of (1) and (2) and solving for the port current variables, the y-parameter matrix is given as Y(s) = LT (G + sC)−1 B



(18)



Using (17), the admittance matrix can also be expressed as Y(s) = LT (In − sA)−1 R



(19)



where In is the n x n identity matrix. It is apparent from that the eigenvalues of A represent the reciprocal poles of Y(s). We can dene the impedance parameter matrix Z(s) in a similar way. Specically, with the unit impulse current sources connected to the N port, the port voltages would represent the z-parameter terms. Considering either the admittance or impedance representation, we dene the block moments and the block Krylov space. We can easily see, that if we take the definition of Krylov subspace as given in section (1.4.2) and looking at equation (19), we can easily see that Krylov vectors are actually the moments of the admittance/impedance matrices.



1.6.3



Projection



After finding the Vq matrix as defined in section (1.4.2), that is the matrix whose column space spans the qth order Krylov subspace (by either block Arnoldi or block Lanczos process), reduced system MNA matrices can be derived by equations (5) and (6). For further reading on PRIMA refer to [6].
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1.7



Parameterized PRIMA Algorithm – Low Rank Approximation based Single Point Multi Parameter Moment Matching



This Parameterized MOR technique derives its efficiency from the novel combination of low-rank matrix approximation and multi-parameter moment matching. Under the projection-based framework, this algorithm also preserves the passivity of the resulting parametric models. In principle, variational modeling of interconnects can be cast as a general multiparameter Krylov-based moment matching problem. For the particular problem of modeling process variations this is not an entirely suitable choice due to its limitation in model complexity. Rather exploiting multi-point expansion under the same Krylov framework can lead to more compact interconnect models but with an increase in computational cost. Furthermore, this combines the low rank matrix approximation and multi-parameter moment matching scheme and maintains the same low cost of standard Krylov methods while significantly improve model complexity. Two advantages over simple multiparameter Krylov-based moment matching are: 1. It achieves a higher moment-matching order for multiparameter moments than what was possible with multiparameter Krylov-based moment matching, thereby significantly improving the model accuracy. 2. Also the passivity of reduced parametric models can be easily guaranteed. The concepts of multiparameter moment matching with multi point expansion and combining it with Low rank approximation, are quite involved and need a detailed description (refer [5], [2]).



1.8



Parameterized PRIMA Algorithm – Sampling and Functional Approximation



Because of the linear and time invariant nature of the RLC circuits and because of the deterministic way in which the interconnect values changes with the fluctuating parameters, this method was just simple sampling of the system at few bias points, each obtained by changing one parameter at a time. Perturbed matrices obtained were then used for curve fitting into a functional 15



approximation, of the actual matrix values (at any value of parameters), with respect to the changing parameters. Non Parameterized PRIMA algorithm was used at each sample point to find the reduced system (Gq , Cq , Bq , Lq ). There is also a provision for strictly linear approximation (which does not works as well as the functional approximation (which includes the inverse terms too, in addition to proportional and constant terms).
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Implementation Details



This section deals with the implementation details of the three MOR techniques which are implemented and tested. We discuss the three techniques one by one:



2.1



Non Parameterized PRIMA Algorithm



Programming Language : Python ([4]) Simulation Tool : Titan Interface to Titan : AMS No. of Ports : Multiport Modeling of Inductors : Yes Input : Configuration file Output : Models written in .ams format Simulation : .ams files are simulated with an automatically generated testbench.tit file and the results are saved in gnuplot format, to view the comparisons. Typical Configuration file looks like: {\ ’create net’ : True,\ ’reduced orders’: [2, 4, 6 ,8],\ ’order orig’: 10,\ ’res val’:1.000000,\ ’cap val’:1.200000,\ ’waveform’: ’PWL(0 0 10p 0 20p 0.6 30p 0.8 40p 1.0 50p 1.6 60p 1.6)’,\ ’Rload’ : ’1k’,\ ’step size’ : ’0.2p’,\ ’transient period’ : ’55p’,\ ’spifile’ : ’dummy.spi’\ } 16



Description of the fields: ’create net’ : If true then, taking the nominal values of resistor (’res val’) and the capacitor (’cap val’) , create a netlist (in spice format), of length ’order orig’, else use the netlist file given by ’spifile’. ’reduced orders’ : List of orders up to which the netlist (created or user supplied) should be reduced (Model order reduction). ’waveform’ : waveform which is to be simulated with the generated models. ’transient period’ : transient period of the simulation ’step size’ : step size used in simulation ’Rload’ : Load resistor connected to the model during simulation. For detailed description see the epydoc documentation.



2.2



Parameterized PRIMA Algorithm – Low Rank Approximation based Single Point Multi Parameter Moment Matching



Programming Language : Python Simulation Tool : Titan Interface to Titan : ZMS/AMS No. of Ports : Multiport Modeling of Inductors : Yes Input : Configuration file Output : Models written in .ams (TML) or .c (ZMS) format Simulation : .ams or .c (zms) files are simulated with an automatically generated testbench.tit file and the results are saved in gnuplot format Typical Configuration file looks like: {\ ’ic’: {\ ’create net’ : True,\ ’order orig’: 200,\ ’res val’:3.5,\ ’cap val’:2.0,\ 17



’ind val’:0.0,\ ’coupling’: False,\ ’Cc’: 0.0,\ ’in ports’:[’Vin 0’],\ ’out ports’:[’Vout 0’],\ ’per max change’ : 0.0,\ ’alter netlist’ : ’TEST13.spi’\ },\ ’testbench’: {\ ’waveform’: ’PWL=(0 0 1n 0 1.1n 1.2)’,\ ’Rload’ : ’9000’,\ ’Cload’ : ’5p’,\ ’step size’ : ’10p’,\ ’transient period’ : ’60n’\ },\ ’variation’: {\ ’no variation’ : 0,\ ’height variation’ : 20.0,\ ’gap variation’ : 20.0,\ ’width variation’ : 20.0,\ ’length variation’ : 0.0\ },\ ’model’ : {\ ’reduced orders’: [2, 4, 8],\ ’model type’ : ’ZMS’,\ ’tolerance’ : 1.0e-04,\ ’approx type’ : [’nom’,’non percentage’]\ }\ } Description of the fields: ’create net’ : If true then, taking the nominal values of resistor (’res val’), the capacitor (’cap val’), the inductor (’ind val’), coupling (’coupling’), coupling capacitor (Cc) and per max change , create a netlist (in spice format), of length ’order orig’, else use the netlist file given by ’alter netlist’. If ’coupling’ is True, then model coupling within various netlists otherwise not. per max change is the maximum amount of change from the nominal values of R and C which is allowed. This may be used for statistical testing, but for our case its always set to 0.0. ’reduced orders’ : List of orders up to which the netlist (created or user sup18



plied) should be reduced (Model order reduction). In this case it does not gives the actual order of the reduced system, rather it gives the number of columns(or blocks, depending on the number of input and output ports) in the projection matrix Vq which are corresponding to the non parameterized case. (Extra columns (or blocks) are added to take parameter variations into account.) ’in ports’ : List of input ports ’out ports’ : List of output ports ’waveform’ : waveform which is to be simulated with the generated models. ’transient period’ : transient period of the simulation ’step size’ : step size used in simulation ’Rload’ : Load resistor connected to the model during simulation. ’CLoad’ : Load capacitor connected to the model during simulation. ’no variation’: if this is non-zero, then this algorithm works exactly as non parameterized case. ’height variation’ : percentage variation in height of interconnect, for simulation and test. ’gap variation’ : percentage variation in gap between interconnect and substrate, for simulation and test. ’width variation’ : percentage variation in width of interconnect, for simulation and test. ’length variation’ : percentage variation in length of interconnect, for simulation and test. ’model type’ : model type which is to be generated (i.e either ZMS or TML) ’approx type’: Since the matrices which are obtained after MOR are dense matrices, and because many matrix elements are very insignificant, or they are non-zero due to some numerical problems, we try to neglect as many terms 19



from the matrix and approximate them as zero, so as to gain in simulation time without any loss of accuracy. If the first field of ’approx type’ is ’sm’, then the effect of neglecting that element on the final output is calculated by the SM formula and the ones with lesser importance are neglected. Otherwise if its ’nom’, then the elements with lesser magnitude are neglected. If the second field of ’approx type’ is percentage then, ’tolerance’ percent elements are neglected, the ones with lower priority are neglected first. Otherwise if the second field of ’approx type’ is ’non percentage’ then the elements which have their values (or importance) less than ’tolerance’ times the average value of the matrix, then they are neglected. ’non percentage’ class gave better and logical results. For detailed description see the epydoc documentation.



2.3



Parameterized PRIMA Algorithm – Sampling and Functional Approximation



Programming Language : Python Simulation Tool : Titan Interface to Titan : ZMS/AMS No. of Ports : Multiport Modeling of Inductors : Yes Input : Configuration file Output : Models written in .ams (TML) or .c (ZMS) format Simulation : .ams or .c (zms) files are simulated with an automatically generated testbench.tit file and the results are saved in gnuplot format Typical Configuration file looks like: {\ ’ic’: {\ ’create net’ : True,\ ’order orig’: 200,\ ’res val’:3.5,\ ’cap val’:2.0,\ ’ind val’:0.0,\ ’coupling’: False,\ ’Cc’: 0.0,\ ’in ports’:[’Vin 0’],\ ’out ports’:[’Vout 0’],\ ’per max change’ : 0.0,\ 20



’alter netlist’ : ’TEST13.spi’\ },\ ’testbench’: {\ ’waveform’: ’PWL=(0 0 1n 0 1.1n 1.2)’,\ ’Rload’ : ’9000’,\ ’Cload’ : ’5p’,\ ’step size’ : ’10p’,\ ’transient period’ : ’60n’\ },\ ’variation’: {\ ’no variation’ : 0,\ ’height variation nom’ : 10.0,\ ’gap variation nom’ : 10.0,\ ’width variation nom’ : 10.0,\ ’height variation’ : 20.0,\ ’gap variation’ : 20.0,\ ’width variation’ : 20.0,\ ’length variation’ : 0.0\ },\ ’model’ : {\ ’reduced orders’: [2, 4, 8],\ ’model type’ : ’ZMS’,\ ’tolerance’ : 1.0e-04,\ ’approx type’ : [’nom’,’non percentage’]\ }\ } Description of the fields: ’create net’ : If true then, taking the nominal values of resistor (’res val’), the capacitor (’cap val’), the inductor (’ind val’), coupling (’coupling’), coupling capacitor (Cc) and per max change , create a netlist (in spice format), of length ’order orig’, else use the netlist file given by ’alter netlist’. If ’coupling’ is True, then model coupling within various netlists otherwise not. per max change is the maximum amount of change from the nominal values of R and C which is allowed. This may be used for statistical testing, but for our case its always set to 0.0. ’reduced orders’ : List of orders up to which the netlist (created or user supplied) should be reduced (Model order reduction). In this case it does not gives the actual order of the reduced system, rather it gives the number of columns(or blocks, depending on the number of input and output ports) in 21



the projection matrix V q which are corresponding to the non parameterized case. (Extra columns (or blocks) are added to take parameter variations into account.) ’in ports’ : List of input ports ’out ports’ : List of output ports ’waveform’ : waveform which is to be simulated with the generated models. ’transient period’ : transient period of the simulation ’step size’ : step size used in simulation ’Rload’ : Load resistor connected to the model during simulation. ’Cload’ : Load capacitor connected to the model during simulation. ’no variation’: if this is non-zero, then this algorithm works exactly as non parameterized case. ’height variation nom’ : nominal height variation, point where sampling is done. ’gap variation nom’ : nominal gap variation, point where sampling is done. ’width variation nom’ : nominal width variation, point where sampling is done. ’height variation’ : percentage variation in height of interconnect, for simulation and test. ’gap variation’ : percentage variation in gap between interconnect and substrate, for simulation and test. ’width variation’ : percentage variation in width of interconnect, for simulation and test. ’length variation’ : percentage variation in length of interconnect, for simulation and test.
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’model type’ : model type which is to be generated (i.e either ZMS or TML) ’approx type’: Since the matrices which are obtained after MOR are dense matrices, and because many matrix elements are very insignificant, or they are non-zero due to some numerical problems, we try to neglect as many terms from the matrix and approximate them as zero, so as to gain in simulation time without any loss of accuracy. If the first field of ’approx type’ is ’sm’, then the effect of neglecting that element on the final output is calculated by the SM formula and the ones with lesser importance are neglected. Otherwise if its ’nom’, then the elements with lesser magnitude are neglected. If the second field of ’approx type’ is percentage then, ’tolerance’ percent elements are neglected, the ones with lower priority are neglected first. Otherwise if the second field of ’approx type’ is ’non percentage’ then the elements which have their values (or importance) less than ’tolerance’ times the average value of the matrix, then they are neglected. ’non percentage’ class gave better and logical results. For detailed description see the epydoc documentation.
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Results



The results which were obtained after simulation of non-reduced and reduced systems (by application of various MOR techniques) are summarized in this section. Since our main goal was to get a significant speedup in the simulation time for the reduced models, without unreasonable loss of accuracy, we have taken the readings for both simulation time and %Error at the threshold voltage (i.e. at the midpoint of the rising or falling waveform). Also since the target of this work was to implement a Parameterized Model Order Reduction Technique, we have ommitted the results section of the non-parameterized MOR technique (non-parameterized PRIMA). Since the non-parameterized PRIMA form the basis of both the parameterized MOR techniques which we have implemented, we can easily say that good results from parameterized MOR techniques implies that the non-parameterized PRIMA algorithm works well.
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3.1



Parameterized PRIMA Algorithm – Low Rank Approximation based Single Point Multi Parameter Moment Matching



In this section the results obtained by titan simulation of reduced (by application of the Parameterized PRIMA Algorithm) and non-reduced systems are compared. Timing and accuracy of the results obtained are compared. Referring to tables number (1), (2), (3) and (4), we can make the following observations. • Two types of approximations, nominal (denoted by nom) and SM (denoted by sm) are tried with every reduced matrix (G,C and B) of the MNA formulation. It can be easily seen that approximating (or neglecting terms which are insignificant) actually speeds up the system but without any loss in accuracy. This means that the terms which were non zero and were neglected, were generated due to numerical problems. As can be seen from the tables that error percentage is exactly the same for ’nom’ and ’sm’ approximations, showing that they neglect the same terms. Also if we increase the tolerance value to neglect more terms, the reduced model no more behaves close to the actual netlist. This shows that only terms generated due to numerical problems can be neglected. • Significant speedup can be seen in the cases when approximation is done, that the ones with no approximation. So having a sparse matrix actually decreases the simulation time. • At threshold voltage (50% mark), in none of the case, the error is more than 5% of the actual netlist (see figure 3 and compare it with figure 4 which is the response of the other Parameterized MOR technique). • There is always a little improvement in the response, when going from reduction order 2 to 4 or to 8. But the speedup decreases. • Taking the average case of reduction order 4, the speedup increases from 1.70 (for netlist of size 200, table no. (1)) to 7.00 (for netlist of size 900, table no. (4)). So this technique is more useful for larger nets.
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• This technique does not show as good a speedup as the sampling and functional approximation case, because this MOR technique can be used for a much broader class of circuits, whereas the functional approximation technique was limited by various assumptions about the parameters and systems behavior with the change in values of parameters. So even though for our case (modeling of RCL interconnects) this MOR technique may not be that appropriate, but it definitely has a wider application.



Figure 3: Sample plot of comparison between actual netlists (original and perturbed) and the response given by reduced order models. Reduced order models were generated by Parameterized PRIMA Algorithm (Low Rank Approximation based Single Point Multi Parameter Moment Matching). Response of perturbed netlist and reduced order models, matches exactly.
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3.2



Parameterized PRIMA Algorithm – Sampling and Functional Approximation



In this section the results obtained by titan simulation of reduced (by application of the Parameterized PRIMA Algorithm) and non-reduced systems are compared. Timing and accuracy of the results obtained are compared. Referring to tables number (5), (6), (7) and (8), we can make the following observations. • Any type of approximation does not produce any effect (none of the terms are neglected), because in this case the size of the reduced system does not grow with the number of parameters, so the reduced system is really small, and none of the values are insignificant. • At threshold voltage (50% mark), in none of the case, the error is more than 7% of the actual netlist. This is justified as we have a corresponding height variation of 35%, gap variation of 15% and width is 25%, which is considerable (see figure 4). • It does not matter where the sample points are taken. The reduced model will always be the same for a particular case, even if the sample points differ. This is because we approximate the behavior by fitting points into a predefined function, and it really doesn’t matter which point we fit in. • There is always a little improvement in the response, when going from reduction order 2 to 4 or to 8. But the speedup decreases. • Taking the average case of reduction order 4, the speedup increases from 4.00 (for netlist of size 200, table no. (5)) to 17.00 (for netlist of size 900, table no. (8)). So this technique gives a decent speedup for all sizes of netlists. • This technique has its own disadvantage that it is tailor made for RCL interconnects and in all other cases this will give erroneous results.
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Figure 4: Sample plot of comparison between actual netlists (original and perturbed) and the response given by reduced order models. Reduced order models were generated by Parameterized PRIMA Algorithm (Sampling and functional approximation). Response of perturbed netlist and reduced order models, matches exactly
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28



Order/Approx nom orig 0 nom perturbed 0 nom 2 20 nom 4 24 nom 8 32 sm orig 0 sm perturbed 0 sm 2 20 sm 4 24 sm 8 32 no app orig 0 no app perturbed 0 no app 2 20 no app 4 24 no app 8 32



Tol 0.0001 0.0001 0.0001 0.0001 0.0001 1e-06 1e-06 1e-06 1e-06 1e-06 0.0 0.0 0.0 0.0 0.0



TABLE 1: No. of Elements = 200 Resistor Value = 3.5 Ohm, Capacitor Value = 2.0 fF, Height Variation = 20%, Width Variation = 20%, Gap Variation = 20% N egg /Total N egc /Total N egb /Total T hg T hc T hb TRANAN ITERS LOAD Solve CPUTIME 0/0 0/0 0/0 0.0 0.0 0.0 0.5543 4980.0 0.1997 0.3497 0.5607 0/0 0/0 0/0 0.0 0.0 0.0 0.5527 4832.0 0.194 0.3487 0.5583 85/400 308/400 10/40 3.56e-06 1e-20 7.16e-06 0.2693 4824.0 0.058 0.2083 0.271 160/576 378/576 10/48 3.00e-06 1e-20 6.45e-06 0.323 4823.0 0.06967 0.258 0.3253 320/1024 530/1024 10/64 3.014e-06 1e-20 7.99e-06 0.5103 4825.0 0.1087 0.447 0.5127 0/0 0/0 0/0 0.0 0.0 0.0 0.5673 4980.0 0.2017 0.3613 0.574 0/0 0/0 0/0 0.0 0.0 0.0 0.565 4832.0 0.1957 0.3583 0.5707 85/400 309/400 10/40 1.48e-17 7.46e+33 7.16e-08 0.2647 4824.0 0.057 0.203 0.2667 165/576 378/576 10/48 1.05e-18 2.42e+30 6.45e-08 0.3183 4823.0 0.0703 0.2547 0.3207 320/1024 530/1024 10/64 6.84e-20 1.22e+27 7.99e-08 0.515 4825.0 0.1097 0.4507 0.5163 0/0 0/0 0/0 0.0 0.0 0.0 0.5593 4980.0 0.2017 0.3577 0.5663 0/0 0/0 0/0 0.0 0.0 0.0 0.561 4832.0 0.2043 0.3563 0.567 0/400 0/400 0/40 0.0 0.0 0.0 0.3583 4828.0 0.077 0.2983 0.3603 0/576 0/576 0/48 0.0 0.0 0.0 0.4577 4821.0 0.104 0.3963 0.4603 0/1024 0/1024 0/64 0.0 0.0 0.0 0.837 4825.0 0.182 0.7693 0.8423



SPEEDUP 1.0 1.0 2.06 1.716 1.089 1.0 1.0 2.14 1.78 1.105 1.0 1.0 1.5736 1.232 0.673



Table 1: Comparison between Models generated by Parameterized PRIMA and actual netlist. The original size of the netlist used is 200. Simulations are done for order 2, 4 and 8 (w.r.t non parameterized model), each with (i) Nominal approximation, (ii) SM approximation, and (iii) No approximation



ERROR% 0.0 0.0 2.93 2.93 2.93 0.0 0.0 2.93 2.93 2.93 0.0 0.0 2.93 2.93 2.93
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Order/Approx nom orig 0 nom perturbed 0 nom 2 20 nom 4 24 nom 8 32 sm orig 0 sm perturbed 0 sm 2 20 sm 4 24 sm 8 32 no app orig 0 no app perturbed 0 no app 2 20 no app 4 24 no app 8 32



Tol 0.0001 0.0001 0.0001 0.0001 0.0001 1e-06 1e-06 1e-06 1e-06 1e-06 0.0 0.0 0.0 0.0 0.0



TABLE 2: No. of Elements = 500 Resistor Value = 3.5 Ohm, Capacitor Value = 2.0 fF, Height Variation = 20%, Width Variation = 20%, Gap Variation = 20% N egg /Total N egc /Total N egb /Total T hg T hc T hb TRANAN ITERS LOAD Solve CPUTIME 0/0 0/0 0/0 0.0 0.0 0.0 1.395 5543.0 0.539 0.9447 1.4073 0/0 0/0 0/0 0.0 0.0 0.0 1.361 5311.0 0.5183 0.918 1.373 99/400 325/400 10/40 3.026e-06 1e-20 7.09e-06 0.2813 5328.0 0.0593 0.218 0.2837 166/576 392/576 10/48 2.46e-06 1e-20 6.026e-06 0.353 5331.0 0.0733 0.2917 0.3553 323/1024 542/1024 10/64 2.01e-06 1e-20 5.33e-06 0.5463 5328.0 0.117 0.4853 0.5483 0/0 0/0 0/0 0.0 0.0 0.0 1.393 5543.0 0.5353 0.952 1.4063 0/0 0/0 0/0 0.0 0.0 0.0 1.3693 5311.0 0.529 0.927 1.383 90/400 352/400 10/40 4.51e-16 2.10e+37 7.09e-08 0.3113 5307.0 0.068 0.2467 0.3133 171/576 395/576 10/48 9.22e-17 5.68e+33 6.03e-08 0.3367 5335.0 0.0746 0.2763 0.339 321/1024 542/1024 10/64 3.98e-18 3.57e+29 5.329e-08 0.544 5323.0 0.119 0.4807 0.5467 0/0 0/0 0/0 0.0 0.0 0.0 1.3963 5543.0 0.5327 0.9473 1.4097 0/0 0/0 0/0 0.0 0.0 0.0 1.3727 5311.0 0.533 0.9293 1.385 0/400 0/400 0/40 0.0 0.0 7.39e-14 0.365 5334.0 0.09033 0.306 0.3697 0/576 0/576 0/48 0.0 0.0 3.67e-15 0.491 5334.0 0.109 0.4327 0.494 0/1024 0/1024 0/64 0.0 0.0 3.03e-14 0.9143 5325.0 0.1897 0.847 0.9177



SPEEDUP 1.0 1.0 4.84 3.86 2.504 1.0 1.0 4.414 4.08 2.53 1.0 1.0 3.75 2.80 1.51



Table 2: Comparison between Models generated by Parameterized PRIMA and actual netlist. The original size of the netlist used is 500. Simulations are done for order 2, 4 and 8 (w.r.t non parameterized model), each with (i) Nominal approximation, (ii) SM approximation, and (iii) No approximation



ERROR% 0.0 0.0 3.4 2.97 2.97 0.0 0.0 -2.4 2.97 2.97 0.0 0.0 2.97 2.97 2.97
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Order/Approx nom orig 0 nom perturbed 0 nom 2 20 nom 4 24 nom 8 32 sm orig 0 sm perturbed 0 sm 2 20 sm 4 24 sm 8 32 no app orig 0 no app perturbed 0 no app 2 20 no app 4 24 no app 8 32



Tol 1e-05 1e-05 1e-05 1e-05 1e-05 1e-07 1e-07 1e-07 1e-07 1e-07 0.0 0.0 0.0 0.0 0.0



TABLE 3: No. of Elements = 700 Resistor Value = 3.5 Ohm, Capacitor Value = 2.0 fF, Height Variation = 20%, Width Variation = 20%, Gap Variation = 20% N egg /Total N egc /Total N egb /Total T hg T hc T hb TRANAN ITERS LOAD Solve CPUTIME 0/0 0/0 0/0 0.0 0.0 0.0 2.0763 5777.0 0.8343 1.443 2.093 0/0 0/0 0/0 0.0 0.0 0.0 2.021 5553.0 0.8117 1.3887 2.0383 88/400 328/400 10/40 2.807e-07 1e-20 7.0837e-07 0.2933 5573.0 0.06467 0.231 0.2967 160/576 402/576 10/48 2.25e-07 1e-20 5.97e-07 0.353 5574.0 0.07733 0.2897 0.3543 320/1024 550/1024 10/64 1.76e-07 1e-20 4.957e-07 0.5613 5571.0 0.1217 0.501 0.5647 0/0 0/0 0/0 0.0 0.0 0.0 2.0637 5777.0 0.833 1.4347 2.0813 0/0 0/0 0/0 0.0 0.0 0.0 2.027 5553.0 0.8227 1.3997 2.044 91/400 340/400 10/40 2.687e-16 5.51e+35 7.08e-09 0.2963 5569.0 0.06167 0.235 0.3 170/576 426/576 10/48 7.10e-17 2.74e+35 5.97e-09 0.383 5572.0 0.08567 0.32 0.3853 320/1024 550/1024 10/64 1.439e-18 9.64e+30 4.957e-09 0.5673 5571.0 0.116 0.502 0.5717 0/0 0/0 0/0 0.0 0.0 0.0 2.066 5777.0 0.834 1.4397 2.084 0/0 0/0 0/0 0.0 0.0 0.0 2.027 5553.0 0.8197 1.403 2.043 0/400 0/400 0/40 0.0 0.0 0.0 0.3817 5574.0 0.09367 0.3187 0.3833 0/576 0/576 0/48 0.0 0.0 0.0 0.509 5572.0 0.1147 0.4467 0.51 0/1024 0/1024 0/64 0.0 0.0 0.0 0.98 5576.0 0.2067 0.909 0.9837



SPEEDUP 1.0 1.0 6.87 5.75 3.61 1.0 1.0 6.81 5.30 3.575 1.0 1.0 5.33 4.00 2.08



Table 3: Comparison between Models generated by Parameterized PRIMA and actual netlist. The original size of the netlist used is 700. Simulations are done for order 2, 4 and 8 (w.r.t non parameterized model), each with (i) Nominal approximation, (ii) SM approximation, and (iii) No approximation



ERROR% 0.0 0.0 3.02 3.02 3.02 0.0 0.0 3.02 3.02 3.02 0.0 0.0 3.02 3.02 3.02
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Order/Approx nom orig 0 nom perturbed 0 nom 2 20 nom 4 24 nom 8 32 sm orig 0 sm perturbed 0 sm 2 20 sm 4 24 sm 8 32 no app orig 0 no app perturbed 0 no app 2 20 no app 4 24 no app 8 32



Tol 1e-06 1e-06 1e-06 1e-06 1e-06 3e-08 3e-08 3e-08 3e-08 3e-08 0.0 0.0 0.0 0.0 0.0



TABLE 4: No. of Elements = 900 Resistor Value = 3.5 Ohm, Capacitor Value = 2.0 fF, Height Variation = 20%, Width Variation = 20%, Gap Variation = 20% N egg /Total N egc /Total N egb /Total T hg T hc T hb TRANAN ITERS LOAD Solve CPUTIME 0/0 0/0 0/0 0.0 0.0 0.0 2.793 5933.0 1.203 2.016 2.8153 0/0 0/0 0/0 0.0 0.0 0.0 2.7607 5731.0 1.1947 1.988 2.7823 86/400 328/400 10/40 2.66e-08 1e-20 7.08e-08 0.302 5746.0 0.066 0.2413 0.304 160/576 410/576 10/48 2.15e-08 1e-20 5.95e-08 0.3647 5744.0 0.08033 0.3 0.3677 320/1024 562/1024 10/64 1.67e-08 1e-20 4.78e-08 0.584 5746.0 0.1227 0.519 0.5867 0/0 0/0 0/0 0.0 0.0 0.0 2.8275 5933.0 1.225 2.0415 2.8495 0/0 0/0 0/0 0.0 0.0 0.0 2.7815 5731.0 1.1875 1.9865 2.8035 89/400 342/400 10/40 3.15e-16 1.915e+35 2.12e-09 0.306 5742.0 0.0635 0.2395 0.308 165/576 420/576 10/48 6.70e-17 4.285e+33 1.78e-09 0.3985 5747.0 0.091 0.336 0.4025 321/1024 562/1024 10/64 4.54e-19 7.97e+30 1.44e-09 0.581 5744.0 0.1235 0.5155 0.5845 0/0 0/0 0/0 0.0 0.0 0.0 2.791 5933.0 1.1943 2.002 2.813 0/0 0/0 0/0 0.0 0.0 0.0 2.7643 5731.0 1.218 1.9897 2.787 0/400 0/400 0/40 0.0 0.0 0.0 0.3887 5742.0 0.09633 0.3217 0.3897 0/576 0/576 0/48 0.0 0.0 0.0 0.552 5744.0 0.1187 0.482 0.5537 0/1024 0/1024 0/64 0.0 0.0 0.0 0.9607 5747.0 0.2037 0.8913 0.9657



SPEEDUP 1.0 1.0 9.15 7.57 4.74 1.0 1.0 9.10 6.965 4.796 1.0 1.0 7.15 5.03 2.89



Table 4: Comparison between Models generated by Parameterized PRIMA and actual netlist. The original size of the netlist used is 900. Simulations are done for order 2, 4 and 8 (w.r.t non parameterized model), each with (i) Nominal approximation, (ii) SM approximation, and (iii) No approximation



ERROR% 0.0 0.0 3.15 3.15 3.15 0.0 0.0 3.15 3.15 3.15 0.0 0.0 3.15 3.15 3.15



Order/Approx



Tol



N egg /Total
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nom nom nom nom nom



orig 0 perturbed 0 24 48 8 16



0.0001 0.0001 0.0001 0.0001 0.0001



00 00 016 064 0256



nom nom nom nom nom



orig 0 perturbed 0 24 48 8 16



0.0001 0.0001 0.0001 0.0001 0.0001



00 00 016 064 0256



nom nom nom nom nom



orig 0 perturbed 0 24 48 8 16



0.0001 0.0001 0.0001 0.0001 0.0001



00 00 016 064 0256



TABLE 1: No. of Elements = 200 Resistor Value = 3.5 Ohm, Capacitor Value = 2.0 fF N egc /Total N egb /Total T hg T hc T hb TRANAN ITERS LOAD Solve Height Variation Nominal = 5%, Width Variation Nominal = 5%, Gap Variation Nominal = 5% Height Variation Actual = 20%, Width Variation Actual = 20%, Gap Variation Actual = 20% 00 00 0.0 0.0 0.0 0.608 4980.0 0.213 0.391 00 00 0.0 0.0 0.0 0.589 4832.0 0.221 0.379 016 08 2.58e-08 5.16e-20 1.22e-07 0.125 4827.0 0.034 0.064 064 016 1.56e-07 2.95e-20 6.88e-07 0.152 4819.0 0.04 0.089 0256 032 1.074e-06 1.98e-20 3.47e-06 0.271 4827.0 0.07 0.206 Height Variation Nominal = 10%, Width Variation Nominal = 10%, Gap Variation Nominal = 10% Height Variation Actual = 20%, Width Variation Actual = 20%, Gap Variation Actual = 20% 00 00 0.0 0.0 0.0 0.603 4980.0 0.219 0.381 00 00 0.0 0.0 0.0 0.6 4832.0 0.217 0.38 016 08 2.58e-08 5.15e-20 1.22e-07 0.124 4849.0 0.034 0.063 064 016 1.56e-07 2.95e-20 6.88e-07 0.152 4818.0 0.035 0.086 0256 032 1.074e-06 1.98e-20 3.47e-06 0.265 4820.0 0.067 0.204 Height Variation Nominal = 10%, Width Variation Nominal = 10%, Gap Variation Nominal = 10% Height Variation Actual = 35%, Width Variation Actual = 15%, Gap Variation Actual = 25% 00 00 0.0 0.0 0.0 0.601 4980.0 0.219 0.385 00 00 0.0 0.0 0.0 0.598 4764.0 0.217 0.375 016 08 2.58e-08 5.15e-20 1.22e-07 0.128 4832.0 0.038 0.069 064 016 1.567e-07 2.95e-20 6.88e-07 0.15 4768.0 0.043 0.094 0256 032 1.07e-06 1.98e-20 3.47e-06 0.29 4772.0 0.073 0.224



CPUTIME



SPEEDUP



ERROR%



0.616 0.597 0.128 0.155 0.275



1.0 1.0 4.664 3.85 2.17



0.0 0.0 3.075 3.076 3.076



0.609 0.604 0.126 0.153 0.266



1.0 1.0 4.794 3.95 2.27



0.0 0.0 3.075 3.076 3.076



0.607 0.604 0.13 0.155 0.294



1.0 1.0 4.646 3.90 2.054



0.0 0.0 5.74 5.74 5.74



Table 5: Comparison of models generated by Parameterized PRIMA (sampling and functional approximation) with actual netlist. The original size of the netlist used is 200. Simulations are done for order 2, 4 and 8 (w.r.t non parameterized model) at three different sets of sample/observation points



Order/Approx



Tol



N egg /Total



33



nom nom nom nom nom



orig 0 perturbed 0 24 48 8 16



0.0001 0.0001 0.0001 0.0001 0.0001



00 00 016 064 0256



nom nom nom nom nom



orig 0 perturbed 0 24 48 8 16



0.0001 0.0001 0.0001 0.0001 0.0001



00 00 016 064 0256



nom nom nom nom nom



orig 0 perturbed 0 24 48 8 16



0.0001 0.0001 0.0001 0.0001 0.0001



00 00 016 064 0256



TABLE 1: No. of Elements = 500 Resistor Value = 3.5 Ohm, Capacitor Value = 2.0 fF N egc /Total N egb /Total T hg T hc T hb TRANAN ITERS LOAD Solve Height Variation Nominal = 5%, Width Variation Nominal = 5%, Gap Variation Nominal = 5% Height Variation Actual = 20%, Width Variation Actual = 20%, Gap Variation Actual = 20% 00 00 0.0 0.0 0.0 1.5 5543.0 0.565 1.015 00 00 0.0 0.0 0.0 1.473 5311.0 0.571 0.989 016 08 4.20e-09 5.06e-20 3.12e-08 0.135 5346.0 0.034 0.069 064 016 2.64e-08 2.69e-20 1.79e-07 0.159 5317.0 0.045 0.096 0256 032 1.87e-07 1.64e-20 9.73e-07 0.291 5334.0 0.073 0.228 Height Variation Nominal = 10%, Width Variation Nominal = 10%, Gap Variation Nominal = 10% Height Variation Actual = 20%, Width Variation Actual = 20%, Gap Variation Actual = 20% 00 00 0.0 0.0 0.0 1.52 5543.0 0.579 1.027 00 00 0.0 0.0 0.0 1.494 5311.0 0.571 0.997 016 08 4.20e-09 5.06e-20 3.12e-08 0.125 5347.0 0.034 0.064 064 016 2.64e-08 2.69e-20 1.79e-07 0.16 5321.0 0.041 0.093 0256 032 1.875e-07 1.64e-20 9.73e-07 0.287 5330.0 0.07 0.223 Height Variation Nominal = 10%, Width Variation Nominal = 10%, Gap Variation Nominal = 10% Height Variation Actual = 35%, Width Variation Actual = 15%, Gap Variation Actual = 25% 00 00 0.0 0.0 0.0 1.512 5543.0 0.576 1.02 00 00 0.0 0.0 0.0 1.461 5224.0 0.567 0.991 016 08 4.20e-09 5.06e-20 3.12e-08 0.13 5281.0 0.03 0.069 064 016 2.64e-08 2.69e-20 1.79e-07 0.163 5234.0 0.043 0.097 0256 032 1.87e-07 1.64e-20 9.73e-07 0.304 5252.0 0.076 0.237



CPUTIME



SPEEDUP



ERROR%



1.514 1.486 0.137 0.164 0.296



1.0 1.0 10.847 9.06 5.02



0.0 0.0 3.39 3.27 3.32



1.534 1.508 0.128 0.164 0.288



1.0 1.0 11.78 9.195 5.236



0.0 0.0 3.39 3.27 3.32



1.526 1.472 0.131 0.163 0.306



1.0 1.0 11.24 9.03 4.81



0.0 0.0 6.13 5.99 6.03



Table 6: Comparison of models generated by Parameterized PRIMA (sampling and functional approximation) with actual netlist. The original size of the netlist used is 500. Simulations are done for order 2, 4 and 8 (w.r.t non parameterized model) at three different sets of sample/observation points



Order/Approx



Tol



N egg /Total



34



nom nom nom nom nom



orig 0 perturbed 0 24 48 8 16



0.0001 0.0001 0.0001 0.0001 0.0001



00 00 016 064 0256



nom nom nom nom nom



orig 0 perturbed 0 24 48 8 16



0.0001 0.0001 0.0001 0.0001 0.0001



00 00 016 064 0256



nom nom nom nom nom



orig 0 perturbed 0 24 48 8 16



0.0001 0.0001 0.0001 0.0001 0.0001



00 00 016 064 0256



TABLE 1: No. of Elements = 700 Resistor Value = 3.5 Ohm, Capacitor Value = 2.0 fF N egc /Total N egb /Total T hg T hc T hb TRANAN ITERS LOAD Solve Height Variation Nominal = 5%, Width Variation Nominal = 5%, Gap Variation Nominal = 5% Height Variation Actual = 20%, Width Variation Actual = 20%, Gap Variation Actual = 20% 00 00 0.0 0.0 0.0 2.239 5777.0 0.894 1.553 00 00 0.0 0.0 0.0 2.213 5553.0 0.884 1.534 016 08 2.15e-09 5.045e-20 1.89e-08 0.13 5558.0 0.039 0.071 064 016 1.36e-08 2.64e-20 1.09e-07 0.169 5580.0 0.044 0.101 0256 032 9.76e-08 1.55e-20 6.00e-07 0.3 5572.0 0.077 0.237 Height Variation Nominal = 10%, Width Variation Nominal = 10%, Gap Variation Nominal = 10% Height Variation Actual = 20%, Width Variation Actual = 20%, Gap Variation Actual = 20% 00 00 0.0 0.0 0.0 2.246 5777.0 0.912 1.565 00 00 0.0 0.0 0.0 2.203 5553.0 0.903 1.527 016 08 2.15e-09 5.04e-20 1.89e-08 0.14 5559.0 0.04 0.075 064 016 1.36e-08 2.64e-20 1.09e-07 0.163 5583.0 0.044 0.098 0256 032 9.76e-08 1.55e-20 6.00e-07 0.295 5577.0 0.074 0.228 Height Variation Nominal = 10%, Width Variation Nominal = 10%, Gap Variation Nominal = 10% Height Variation Actual = 35%, Width Variation Actual = 15%, Gap Variation Actual = 25% 00 00 0.0 0.0 0.0 2.252 5777.0 0.924 1.568 00 00 0.0 0.0 0.0 2.145 5450.0 0.857 1.472 016 08 2.15e-09 5.04e-20 1.89e-08 0.134 5484.0 0.037 0.068 064 016 1.36e-08 2.64e-20 1.09e-07 0.164 5500.0 0.041 0.095 0256 032 9.76e-08 1.55e-20 6.00e-07 0.319 5496.0 0.074 0.255



CPUTIME



SPEEDUP



ERROR%



2.256 2.23 0.132 0.171 0.302



1.0 1.0 16.89 13.04 7.38



0.0 0.0 3.60 3.60 3.48



2.265 2.223 0.142 0.163 0.296



1.0 1.0 15.65 13.64 7.51



0.0 0.0 3.60 3.60 3.48



2.27 2.162 0.135 0.166 0.322



1.0 1.0 16.01 13.02 6.71



0.0 0.0 6.38 6.38 6.26



Table 7: Comparison of models generated by Parameterized PRIMA (sampling and functional approximation) with actual netlist. The original size of the netlist used is 700. Simulations are done for order 2, 4 and 8 (w.r.t non parameterized model) at three different sets of sample/observation points



Order/Approx



Tol



N egg /Total
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nom nom nom nom nom



orig 0 perturbed 0 24 48 8 16



0.0001 0.0001 0.0001 0.0001 0.0001



00 00 016 064 0256



nom nom nom nom nom



orig 0 perturbed 0 24 48 8 16



0.0001 0.0001 0.0001 0.0001 0.0001



00 00 016 064 0256



nom nom nom nom nom



orig 0 perturbed 0 24 48 8 16



0.0001 0.0001 0.0001 0.0001 0.0001



00 00 016 064 0256



TABLE 1: No. of Elements = 900 Resistor Value = 3.5 Ohm, Capacitor Value = 2.0 fF N egc /Total N egb /Total T hg T hc T hb TRANAN ITERS LOAD Solve Height Variation Nominal = 5%, Width Variation Nominal = 5%, Gap Variation Nominal = 5% Height Variation Actual = 20%, Width Variation Actual = 20%, Gap Variation Actual = 20% 00 00 0.0 0.0 0.0 3.03 5933.0 1.314 2.184 00 00 0.0 0.0 0.0 2.988 5731.0 1.27 2.147 016 08 1.30e-09 5.03e-20 1.29e-08 0.135 5748.0 0.038 0.073 064 016 8.29e-09 2.61e-20 7.51e-08 0.163 5762.0 0.047 0.104 0256 032 5.98e-08 1.49e-20 4.16e-07 0.311 5748.0 0.078 0.247 Height Variation Nominal = 10%, Width Variation Nominal = 10%, Gap Variation Nominal = 10% Height Variation Actual = 20%, Width Variation Actual = 20%, Gap Variation Actual = 20% 00 00 0.0 0.0 0.0 3.031 5933.0 1.297 2.185 00 00 0.0 0.0 0.0 2.981 5731.0 1.234 2.1 016 08 1.30e-09 5.03e-20 1.29e-08 0.136 5750.0 0.04 0.076 064 016 8.29e-09 2.61e-20 7.51e-08 0.168 5763.0 0.048 0.104 0256 032 5.98e-08 1.49e-20 4.16e-07 0.305 5748.0 0.079 0.24 Height Variation Nominal = 10%, Width Variation Nominal = 10%, Gap Variation Nominal = 10% Height Variation Actual = 35%, Width Variation Actual = 15%, Gap Variation Actual = 25% 00 00 0.0 0.0 0.0 3.035 5933.0 1.261 2.138 00 00 0.0 0.0 0.0 2.919 5639.0 1.225 2.053 016 08 1.30e-09 5.03e-20 1.29e-08 0.129 5675.0 0.036 0.067 064 016 8.29e-09 2.61e-20 7.51e-08 0.167 5692.0 0.041 0.103 0256 032 5.98e-08 1.49e-20 4.16e-07 0.318 5676.0 0.078 0.25



CPUTIME



SPEEDUP



ERROR%



3.055 3.011 0.138 0.167 0.316



1.0 1.0 21.82 18.03 9.53



0.0 0.0 3.80 3.80 3.72



3.052 3.004 0.138 0.17 0.307



1.0 1.0 21.77 17.67 9.785



0.0 0.0 3.80 3.80 3.72



3.06 2.941 0.129 0.17 0.322



1.0 1.0 22.80 17.30 9.13



0.0 0.0 6.64 6.64 6.54



Table 8: Comparison of models generated by Parameterized PRIMA (sampling and functional approximation) with actual netlist. The original size of the netlist used is 900. Simulations are done for order 2, 4 and 8 (w.r.t non parameterized model) at three different sets of sample/observation points
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Open Issues



There are a few open issues which need some attention. Some light will be shed on the open issues in this section. The major ones are: 1. The question, What is the reduced order, the model of which will give the optimal trade-off between speed and accuracy? or Which is the lowest order I can reduce my system to, and not tolerating an error of more than 5% (say)? Uptill now all the obervations and inferences have been experimental and as of now there exists no direct answer to this question. 2. Similarly in the case of Parameterized Prima (Low Rank Approximation based Single Point Multi Parameter Moment Matching), there are still issues about how many moments to match with respect to a particular parameter? or when we do a low rank approximation (using SVD), how many dominant singular values to take, in order to get an optimal result? 3. The core of all the MOR techniques implemented here is the PRIMA algorithm. There exist many variants of the PRIMA algorithm, for e.g., we can generate the orthogonal projection matrix Vq by either block Arnoldi (implemented) or block Lanczos (not implemented) algorithm and instead of matching the moments by expanding about zero, we could have tried different values of s (the Laplace variable). Few concepts such as frequency shifting are still unexplored. 4. Is the approximation of linear or reciprocal dependence of R,C values on parameters such as height, width and gap, valid? 5. How various parameters affect the values of L, and subsequently the response, is still to be answered. 6. Statistical dependence on parameters. 7. MOR techniques implemented are not tested with actual industry supplied interconnect models.
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Conclusion and Future Work



The MOR techniques implemented worked in the desired manner up to quite an extent. Still there are a few open issues as were discussed in the previous sections. Still we managed to implement a working Parameterized Model Order Reduction Technique, to be used when required. The road ahead would be to look into the open issues of the work already done and then to implement some MOR technique using Truncated Balanced Realizations (TBRs), so that we can have a clear comparison between all the major Model Order Reduction Techniques that are available in literature. Another direction may be to integrate the models generated by the MOR techniques, with the non linear models of the gates and to get a whole system working, both with interconnects and gates.
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