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RESOLVABLE DESIGNS WITH UNEQUAL BLOCK SIZES J.A. JOHN 1∗ , K.G. RUSSELL 2 , E.R. WILLIAMS 3 AND D. WHITAKER 1 University of Waikato, University of Wollongong and CSIRO Forestry and Forest Products Summary Resolvable block designs for v varieties in blocks of size k require v to be a multiple of k so that all blocks are of the same size. If a factorization of v is not possible then a resolvable design with blocks of unequal size is necessary. Patterson & Williams (1976) suggested the use of designs derived from α-designs and conjectured that such designs are likely to be very efficient in the class of resolvable designs with block sizes k and k − 1. This paper examines these derived designs and compares them with designs generated directly using an interchange algorithm. It concludes that the derived designs should be used when v is large, but that for small v they can be relatively inefficient. Key words: A-optimality; α-designs; average efficiency factor; interchange algorithm; (M,S)-optimality; resolvable designs; simulated annealing; upper bounds.



1. Introduction Resolvable block designs are widely used in practice, especially in field and glasshouse trials where it is very important to be able to remove large-scale variation orthogonal to (i.e. without affecting the estimation of) variety effects. For designs with equal-sized blocks of k plots the number of varieties v must be a multiple of k, i.e. v = ks where s is the number of blocks in each replicate. In many practical cases, such a factorization of v may not be possible. For example, an experiment involving v = 57 varieties cannot be set out as a resolvable block design with equal block sizes of, say, k = 4, 5 or 6. Given the importance of resolvability in practice, the options include reducing the number of varieties to give a more convenient value, or repeating one or more varieties, or using unequal block sizes. The first option is usually not palatable to experimenters who want to include all the available material in their trials and not have to decide which varieties to exclude. The second option presupposes that some varieties are more important than others, e.g. control varieties. This being the case, the control varieties would often be represented more frequently as a matter of course. In practice, the third option is usually preferred. For example Patterson & Silvey (1980) discuss the use of designs with block sizes k and k − 1 plots. Patterson & Hunter (1983) mention that around half of their sample of 245 trials from the British statutory cereal variety testing program had unequal block sizes. When each replicate is set out in blocks of size k and k − 1, the number of varieties is expressed as v = s1 k + s2 (k − 1), where s1 and s2 are positive integers satisfying the constraint s1 + s2 = [v/k] + 1. This constraint ensures that v + s2 is the first number greater than v which is a multiple of k. For instance, for v = 57 and k = 6 we have s1 = 7 and s2 = 3. If the values of s1 or s2 which satisfy the above equations are negative, then designs Received December 1997; revised July 1998; accepted July 1998. ∗ Author to whom correspondence should be addressed. 1 Dept of Statistics, University of Waikato, Private Bag 3105, Hamilton, New Zealand. email: [email protected] 2 School of Mathematics and Applied Statistics, University of Wollongong, NSW 2522, Australia. 3 CSIRO Forestry and Forest Products, PO Box E4008, Kingston, ACT 2604, Australia. c Australian Statistical Publishing Association Inc. 1999. Published by Blackwell Publishers Ltd,
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TABLE 1 α-design for v = 20, k = 5 and r = 3 Replicate 1 1 6 12 15 17



2 7 9 16 18



3 8 10 13 19



Replicate 2 4 5 11 14 20



4 7 11 13 17



1 8 12 14 18



2 5 9 15 19



Replicate 3 3 6 10 16 20



2 8 10 14 17



3 5 11 15 18



4 6 12 16 19



1 7 9 13 20



with block sizes k and k − 1 do not exist. In such circumstances we reduce the value of k until the values of s1 and s2 are non-negative. For instance, no design in blocks of 6 and 5 exists for 19 varieties, but designs with blocks of 5 and 4 can be constructed. Resolvable designs with unequal block sizes can be derived from α-designs, as is shown in Section 2. The purpose of this paper is to examine the properties of these derived designs. This is done by considering the average efficiency factor E, which is defined as the harmonic mean of the (v − 1) nonzero eigenvalues of the matrix A = I − (1/r)Nk−δ N0 ,



(1)



where r is the number of replicates, k is the vector of block sizes, and rA is the variety information matrix of the design (see John & Williams, 1995 pp.12, 28). The matrix kδ is a diagonal matrix whose diagonal elements are those of the vector k, and k−δ is its inverse. The v × rs variety–block incidence matrix N equals (nij ), where nij is the number of times that the ith variety occurs in the jth block, and where s = s1 + s2 . An interchange algorithm described by John & Whitaker (1993) has been extended to allow resolvable designs with unequal block sizes to be generated directly. Section 3 discusses this algorithm. In the search for optimal resolvable designs, it is useful to have available an upper bound for E against which to assess the scope for possible improvement. Section 4 gives several upper bounds. Section 5 compares the derived α-designs and the designs obtained from the interchange algorithm. Finally, we make some recommendations about the choice of designs to use in practice. 2. Derived α-designs A resolvable block design with unequal block sizes can be derived from an α-design as follows. First, construct an α-design for v + s2 varieties with s blocks of k plots in each replicate. Then, before variety randomization, delete the last s2 varieties; these varieties necessarily occur in different blocks in each replicate. For example, suppose a design is required for v = 17, k = 5 and r = 3, which means that there is one block of size 5 and three blocks of size 4 in each replicate; i.e. s1 = 1 and s2 = 3. Table 1 gives an unrandomized α-design for v = 20, k = 5 and r = 3 obtained using the design generation package CycDesigN (Whitaker, Williams & John, 1997), where blocks are written in columns. The average efficiency factor of this design is E = 0.79936 compared with an upper bound U = 0.79945; it is very efficient with E being 99.99% of its upper bound. For a discussion of α-designs, see John & Williams (1995 pp.68–72). Varieties 18, 19 and 20 are now deleted from the design in Table 1 to produce a derived design of the required size. If the α-design is chosen to be optimal or near-optimal, then Patterson & Williams (1976) conjecture that the derived design is also likely to be very efficient in the class of resolvable designs with block sizes k and k − 1. If this is the case, it is important because efficient c Australian Statistical Publishing Association Inc. 1999 
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α-designs can be quickly constructed, even for large values of v. For instance, CycDesigN can generate an efficient design for a thousand varieties in a few seconds, because the blocks in each replicate are constructed from the first, or initial, block in the replicate in a cyclical manner. This means that the search for good designs is restricted to looking at r initial blocks. Further, the cyclical structure of the designs can be exploited in the calculation of the average efficiency factor. Thus if the derived designs are efficient, as Patterson & Williams (1976) conjecture, then efficient unequal block resolvable designs can be readily obtained. An alternative is to use an interchange algorithm. Such an algorithm always produces a highly efficient design if it is allowed to run long enough. However, in practice it is usually preferable to be able to produce a good design in a few seconds rather than wait a long time, possibly hours for large v, to get a marginally improved design. An interchange algorithm is now described. 3. An Interchange Algorithm John & Whitaker (1993) describe an interchange algorithm to construct resolvable block and row–column designs, based on blocks of equal size. The algorithm begins with a randomly chosen starting design of the required type and size. Then pairs of varieties, chosen at random, are examined to see whether they should be interchanged in the design. An interchange is made if it results in an improvement to the chosen objective function. In an attempt to avoid local optima problems, interchanges which do not improve the objective function are also made with decreasing probability; i.e. simulated annealing methods are used. The algorithm can easily be extended to allow the construction of resolvable block designs with unequal block sizes. The aim is to construct designs that maximize the average efficiency factor E of the design, given by the harmonic mean of the (v −1) nonzero eigenvalues of (1). A design for which the value of E is at least as large as that of any other resolvable design of the same size is said to be A-optimal. As it is computationally expensive to calculate the eigenvalues of A, the algorithm minimizes the objective function   (2) f = tr (Nk−δ N0 )2 . This is essentially the (M,S)-optimality criterion which seeks, among those designs with maximum tr(A), a design with minimum tr(A2 ). For resolvable designs tr(A) is a constant for all designs of the same size, thus leading to (2). The objective function f is used as a filter with E calculated only if a design is found with the same or smaller value of (2) than the previous best design. Table 2 gives an example of a resolvable design constructed with the interchange algorithm for v = 17, k = 5 and r = 3, where, as before, blocks are written in columns. Note that there is one block of size 5 and three blocks of size 4 in each replicate, i.e. s1 = 1 and s2 = 3. The average efficiency factor of the design is E = 0.7784 compared with an upper bound of U = 0.7788; upper bounds are discussed in the next section. Section 5 discusses the relative merits of the two designs obtained in Tables 1 and 2. 4. Upper Bounds In the search for A-optimal designs, it is useful to have an upper bound for E as a measure against which to judge the generated designs. Extensive research has been carried out on designs with equal block sizes (see John & Williams, 1995 Sections 2.8 and 4.10). For c Australian Statistical Publishing Association Inc. 1999 
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TABLE 2 Resolvable block design for v = 17, k = 5 and r = 3 Replicate 1 4 17 11 16 6



9 8 5 3



12 7 14 13



Replicate 2 10 15 1 2



11 17 12 1 5



15 7 6 9



Replicate 3



10 14 3 4



16 2 13 8



3 11 16 1 7



2 9 4 12



14 17 15 8



5 6 10 13



resolvable designs with unequal block sizes the derivation of upper bounds for E is more difficult and so we confine our attention to second moment bounds. In the second moment ¯ S2 and v − 1 by e¯r , bounds U1 of Jarrett (1977) and U2 of Tjur (1990) we can replace e, S2rL and r(s − 1) respectively, where e¯r = (r − 1)/r and S2rL is a lower bound for S2r , the corrected second moment of the r(s − 1) canonical efficiency factors of the dual design, excluding the r − 1 unit canonical efficiency factors resulting from the resolvability property (see John & Williams, 1995 p.82). The resulting quantities, U1r = e¯r −



{r(s − 1) − 1}S 2 e¯r + {r(s − 1) − 2}S



and



U2r = e¯r −



(1 − e¯r )S2rL , r(s − 1)(1 − e¯r ) − S2rL



where S2rL = r(s − 1){r(s − 1) − 1}S 2 , are then upper bounds for the average efficiency factor of the dual design. These can be substituted for Ur in expression (4.10) of John & Williams (1995), namely U=



v−1 v − 1 − r(s − 1) + r(s − 1)Ur−1



,



(3)



to provide upper bounds for E. To use U1r and U2r , however, we require an expression for S2rL ; this is derived in the Appendix. For example, for the design in Table 2, S2rL = 0.0150 giving U1r = 0.6650 and U2r = 0.6645. Using the latter in (3) gives an upper bound of U = 0.7788. 5. Comparison of Designs Consider again the two designs constructed for the parameters v = 17, r = 3, k = 5, s1 = 1 and s2 = 3. The design obtained by deleting varieties 18, 19 and 20 from the αdesign in Table 1 (call this Design I) has E = 0.7488. The design in Table 2 (Design II) was constructed by the interchange algorithm, and has an average efficiency factor of E = 0.7784. This means that an approximate average standard error of estimated pairwise variety √ differences is σ {2/(rE)} = 0.9436σ for Design I and 0.9254σ for Design II, where σ 2 is the plot variance under the usual additive model in block and variety effects (see John & Williams, 1995 p.28). Further, the standard errors of differences range from 0.8629σ to 0.9979σ for Design I and from 0.8615σ to 0.9574σ for Design II. Hence, in this example, there is a considerable loss of precision in the design derived from the α-design. In the α-design given in Table 1, varieties 18, 19 and 20 were deleted. However, any three varieties from any row of the design could have been deleted to give a derived design of the required size. Deleting other sets of three varieties might result in designs with different values of E. To investigate this, CycDesigN was run 20 times with different random number c Australian Statistical Publishing Association Inc. 1999 
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TABLE 3 Comparison of derived and interchange designs for v ≥ 40 v



k



r



Ed



Ei



v



k



r



Ed



Ei



40 43 45 62 77 91 98



3 6 6 6 6 8 6



3 4 4 4 4 3 3



0.5446 0.8050 0.8141 0.8028 0.8081 0.8352 0.7742



0.5401 0.8041 0.8133 0.8010 0.8060 0.8346 0.7695



40 49 57 74 83 96 98



7 8 10 10 10 11 11



3 4 3 3 2 4 3



0.8319 0.8532 0.8791 0.8709 0.8301 0.8969 0.8878



0.8362 0.8553 0.8792 0.8721 0.8362 0.8975 0.8879



seeds, producing different α-designs which had the same value of E as that of the design in Table 1. The last three varieties were then deleted from each design and the values of E obtained. Three of the designs had E = 0.7488, as in Design I, 11 of them had E = 0.7563 and the remaining six had E = 0.7677. Quite large differences between the designs can be seen, although none of them compare favourably with the design obtained directly by the interchange algorithm. The discrepancies in the values of E can be larger; for v = 10, k = 4 and r = 2, values of E of 0.5783 and 0.6863 were obtained from CycDesigN. A systematic search for designs produced by the interchange algorithm and CycDesigN for all parameter sets satisfying 7 ≤ v ≤ 30 and s ≥ 3 with r = 2, 3 and 4 showed similar results. That is, the interchange designs were generally superior to the derived α-designs and there were often large differences between derived designs of the same size. However, as we have already stated above, it may be impractical to use an interchange algorithm routinely to generate designs for large numbers of varieties, whereas derived αdesigns can be generated quickly. Table 3 gives a number of examples which compare the values of E of derived and interchange designs, Ed and Ei respectively, for values of v ≥ 40. The derived designs are obtained from an α-design generated by CycDesigN with the last s2 varieties deleted. Each of the interchange designs is obtained by running the interchange algorithm for a few minutes; in practice such an algorithm is unlikely to be run for an extended period of time even though marginally better designs may be obtained by doing so. Similarly, better derived designs might be obtained by further runs of CycDesigN, but again, in practice, the best design from a single run of the software is generally be used. The designs on the left hand side of Table 3 have higher values of E for the derived designs than for the interchange designs. In all these cases we have k ≤ s, a situation in which α(0, 1)-designs can usually be constructed; these are designs where pairs of varieties concur within blocks either once or not at all. Deleting varieties from these designs leads to derived designs also with concurrences of 0 or 1. When k > s then the best α-designs are α(0, 1, 2)-designs with concurrences of 0, 1 and 2. Then the choice of varieties to delete becomes more crucial. The designs on the right hand side of Table 3 have k > s and the interchange designs can be seen to have higher values of E than the derived designs. However, the differences are minimal, and the advantage of ease of construction of α-designs more than offsets these minor losses. 6. Conclusions Patterson & Williams (1976) conjectured that designs derived from α-designs are likely to be very efficient in the class of resolvable designs with block sizes k and k − 1. Our conclusion is that many derived designs can be relatively inefficient. c Australian Statistical Publishing Association Inc. 1999 
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If efficient block designs can be generated quickly with an interchange algorithm then we would recommend the direct construction of such designs. With our present interchange algorithm this is feasible when v is small, say v ≤ 40. Otherwise, repeatedly running an α-design algorithm and examining the properties of the derived designs should be considered. Appendix: Derivation of S2rL for Unequal Block Sizes Generalizing equation (6) of Williams & Patterson (1977) for unequal block sizes gives k−δ/2 N0 Nk



−δ/2



= Irs + v −1 k−δ/2 Gk−δ/2 + k−δ/2 Zk−δ/2 .



The matrices G = [{G`m }] and Z = [{Q`m }] consist of s × s components G`m and Q`m respectively (`, m = 1, . . . , r), where G`` = Q`` = 0 and G`m = k∗ k∗ 0 (` 6= m) can be partitioned into quadrants with components ki kj 1si 10s (i, j = 1, 2) corresponding to the j different block sizes. Using the same partitioning for the Q`m (` 6= m) the ij th quadrant has rows and columns containing elements (1 − pij ) or (−pij ) where pij = ki kj /v − [ki /s] (i, j = 1, 2). The first s1 rows of Q`m each have q1 elements of the form (1 − p1j ) and the last s2 rows each have q2 elements of the form (1−p2j ), where qi = s(ki /s −[ki /s] ) (i, j = 1, 2). We have assumed, again following Williams & Patterson (1977), that the elements in the s × s off-diagonal submatrices of N0 N differ by no more than one. Following Williams & John (1993) we have S2r = tr[(k−δ/2 Zk−δ/2 )2 ]/r 2 and so we need concentrate only on the Q`m (` 6= m). Initially consider the first s1 rows of Q`m ; since {(1 − p11 )2 − (−p11 )2 }/k1 < {(1 − p12 )2 − (−p12 )2 }/k2 , it follows that it is better to put as many of the q1 terms of the form (1 − p1j ) in the first s1 columns. This leads to a lower bound W1 for the sum of squares of the elements in the first s1 rows of k∗−δ/2 Q`m k∗−δ/2 . A similar argument yields a lower bound W2 for the last s2 rows, where for i = 1, 2,  qi (1 − pi1 )2 + (s1 − qi )(−pi1 )2 s (−pi2 )2   + 2   k1 k2 (ki /si )Wi = 2 2  s (1 − p ) (q − s1 )(1 − pi2 ) + (s2 − qi + s1 )(−pi2 )2  i1   1 + i k1 k2



if qi < s1 , if qi ≥ s1 .



The quantity S2rL = (r − 1)(W1 + W2 )/r is then a lower bound for S2r . References JARRETT, R.G. (1977). Bounds for the efficiency factor of block designs. Biometrika 64, 67–72. JOHN, J.A. & WHITAKER, D. (1993). Construction of resolvable row–column designs using simulated annealing. Austral. J. Statist. 35, 237–245. — & WILLIAMS, E.R. (1995). Cyclic and Computer Generated Designs. London: Chapman & Hall. PATTERSON, H.D. & HUNTER, E.A. (1983). The efficiency of incomplete block designs in National List and Recommended List cereal variety trials. J. Agric. Sci. 101, 427–433. — & SILVEY, V. (1980). Statutory and recommended list trials of crop varieties in the United Kingdom. J. Roy. Statist. Soc. Ser. A 143, 219–252. — & WILLIAMS, E.R. (1976). A new class of resolvable incomplete block designs. Biometrika 63, 83–92. TJUR, T. (1990). A new upper bound for the efficiency factor of a block design. Austral. J. Statist. 32, 231–237. WHITAKER, D., WILLIAMS, E.R. & JOHN, J.A. (1997). CycDesigN. User Manual. Canberra: CSIRO. WILLIAMS, E.R. & JOHN, J.A. (1993). Upper bounds for latinized designs. Austral. J. Statist. 35, 229–236. — & PATTERSON, H.D. (1977). Upper bounds for efficiency factors in block designs. Austral. J. Statist. 19, 194–201. c Australian Statistical Publishing Association Inc. 1999 
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