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Resource and Bandwidth Allocation on a Computational Grid with Tree Topology Shaoqiang Zhang, Chunyong Ding, Gang Hou College of Computer and Info. Eng., Tianjin Normal University, Tianjin 300387, China [email protected] Abstract Grid computing systems (machines) pool together the resources of a heterogeneous collection of computing systems that are widely distributed, possibly around the globe, to create a virtual computing organization. Users can “draw” resources either from local or from remote computing resources to execute their jobs. We only consider such a system in tree networks, and study a basic allocation problem: given a set of jobs, each demanding bandwidth and a set of cumulative computing resources and yielding profits corresponding to different machines, determine which feasible subset of jobs yields the maximum total profit.



1. Introduction A computational grid is the cooperation of distributed computing systems with heterogeneous resources that are offered to users. Users submit jobs that should be efficiently processed using resources available on the grid [1]. Each resource of a computing system has a limited capacity (e.g. number of CPUs, amount of memory) and can be used again when it is released from a job. Resources can also be categorized as disjunctive or cumulative. At most one job can be processed on a disjunctive resource at any time. However, several tasks can be assigned to a cumulative resource at one time. We model each distributed computing system as a machine who is a set of cumulative resources (CPUs, memory, storage space, list of specializations) with limited capacities. The current grid systems only provide the resources such as CPU and disk units; there is no bandwidth guarantee. Many scientific simulations, as well as realtime applications like financial services, involve sustained high data transfer rates, and thus require a guaranteed application level bandwidth [2]. The bandwidth is a different type of resource: it is a link resource, whereas the resources of each distributed computing system are node resources. In optical



networks, communication is almost symmetric (bidirected). In the symmetric case, after connection is established, data are sent back and forth; we may thus consider the bi-directed networks. The famous Condor system provides an infrastructure for grid computations [3]. MW is a software framework implemented on the Condor platforms [4]. MV refers to the submitting machine as a master and the execution machine as a worker. A master packs the data defining a single job and sends the data to a worker. The worker unpacks the data, executes the job and returns the result to the master. All jobs can be weighted by a user-defined key to ensure that the most important jobs are performed first and the nearest machine to a job is employed first to execute the job. Now we consider the following natural problem in this setting: given a set of tasks, each requesting bandwidth and a set of cumulative resources and yielding a profit corresponding to each machine, determine which subset of jobs and subset of appointed machines yield the maximum total profit. Here we will only study the off-line version of the problem in tree networks, leaving the online case as a future direction. Kothari et al [2] have studied a similar bandwidthconstrained allocation problem, in which the computing resources are expressed in a common unit and the resources of more than one machine are allowed to contribute to a single job. In this paper, we express the computing resources on each machine as a set and a single job is executed on only one machine.



2. Preliminaries A tree is a connected graph that contains no cycles. We model such a grid system as an undirected rooted tree T = (V , E ) with node set V and edge set E, where each undirected edge (u, v) ∈ E has a bandwidth B (u, v ) . In the tree, each leaf corresponds to a machine and each non-leaf node (including the root) corresponds to a router which is used to dispatch the



transmitting data. Let M = {M1 , M 2 ,..., M m } denote the leaf set (i.e. the machine set), where each Mi has r cumulative computing resources R = {R1 , R2 ,..., Rr } . Define a resource matrix Γ = (γ ij )m×r , where γ ij is the amount of the resource Rj reserved for grid computing on machine Mi. We are given a set of k jobs, J = {J1 , J 2 ,..., J k } . For each machine Mi, let J i denote the subset of jobs submitted from Mi. For each job Ji we define a vector Ci = {ci1 , ci 2 ,..., cir } and a number bi , where cij is the amount of the resource R j needed by J i and bi is the bandwidth needed by J i . An index set of jobs Li is feasible to the resources on the machine Mi if none of the resource capacities contributed to Li are violated, that is, Σl∈Li clj ≤ γ ij for



adjacent to the central node but not to each other. In order to study the allocation problem in tree networks, we first consider the problem restricted to the star topology.



3. Allocation for star topology Without the bandwidth constraint, the allocation problem in the grid computing can be formulated as an Integer Programming (IP). Here is the IP formulation Max ∑ mj =1 ∑ ik=1 wij xij  Subject to:  k ∀M j ∈ M ; ∀Rt ∈ R ; (1) ∑ i =1 cit xij ≤ γ jt ,  m ∀J i ∈ J ; ∑ j =1 xij ≤ 1,  x ∈ {0,1}, ∀J i ∈ J ; ∀M j ∈ M.  ij Note that the first constraint ∑ ik=1 cit xit ≤ γ jt denotes the amount of the resource Rt needed by the jobs processed on the machine Mj can not exceed γ jt ; the



all j = 1,..., r . An index set of jobs J (u, v ) is feasible to the bandwidth of the link (u,v) if the bandwidth reserved for J (u, v ) is not violated, that is, Σi∈J (u ,v )bi ≤ B (u , v) . Otherwise, the links that reserve bandwidth bi for a feasible job Ji must constitute a path from the submitting machine (master) to the execution machine (worker). In order to ensure that the most important jobs are performed first, we define a profit pi for each job Ji to signify the importance of the job. If each machine has exactly one computing resource and there is no bandwidth constraint in networks, the allocation problem is the well-known Multiple Knapsack problem: the machines are knapsacks, each job is an item, and the resource amount needed by each job is the size of the corresponding item. Chekuri and Khanna [5] have given a polynomial-time approximation scheme (PTAS) for the problem. Notice that besides signifying the importance of a job, a profit should reflect other natural preferences, e.g., a local job has a greater profit than a global one. We define a profit matrix P = ( wij )k × m , where wij is the profit of the job Ji processed on the machine Mj. The goal of the allocation problem is to determine the feasible subset of jobs associated with their worker machines that yields the maximum profit. Here, we create a variable matrix X = ( xij ) k ×m , where



on exactly one link (u j , v ) with bandwidth B (u j , v ) .



each xij ∈ {0,1} . If the job Ji is assigned to the machine



i: Ji ∈J j , h:h ≠ j



Mj, then xij = 1 , otherwise xij = 0 . In fact, the goal of the problem is to maximize Σ mj =1Σ ik=1wij xij . For a tree, the diameter of a tree is the maximum length (number of edges) of a simple path in the tree. A tree with diameter two is called a star; it consists of a central node and an arbitrary number of nodes that are



second constraint ∑ mj=1 xij ≤ 1 denotes that the job Ji can be executed on at most one machine. We know IP is NP-complete [6]. Therefore, the resource and bandwidth allocation problem is NP-hard. Now we consider the resource and bandwidth allocation problem in star networks. We are given a star S with a central node v and m leaves u1 , u2 ,..., um , where the node u j represents the machine M j , j = 1, 2,..., m , and v is a router. Each leaf u j is incident



Clearly, each link (u j , v ) is only used to transmit the data of the jobs between the machine M j and the other machines. We partition the set J of jobs into m sets J 1 ,..., J m such that J j is the subset of jobs that users submit from the machine M j (i.e. M j is the master of the jobs in J j ). In order to avoid violating the bandwidth for the jobs passing through each link (ui , v ) , an inequality is given as follows for each link (ui , v ) :



∑



bi xih +



∑



bl xlj ≤ B(u j , v), ∀u j ∈ {u1 ,..., um } (2)



l: J l ∉J j



Notice that ∑ i: J ∈J i



j



b x in the inequality (2) is



, h:h ≠ j i ih



the bandwidth reserved for the jobs in J j but not executed on the machine M j ; and ∑ l :J ∉J bl xlj in the l



j



inequality (2) is the bandwidth reserved for the jobs not in J j but executed on the machine M j .



Therefore, with the bandwidth constraint (2), the allocation problem for star topology can also be formulated as an Integer Programming.



4. Allocation for tree topology



Before calculating the IP, we have to determine the set of jobs T j and the set of machine Mj corresponding to each non-leaf node u j in the rooted tree T . We can fix a BFS (breadth-first search) order, starting from the root, on the nodes of T ; then remember T j , Mj and



In this section, we consider the resource and bandwidth allocation problem on the tree T = (V , E ) . M is the set of leaves, each corresponding to a machine. In order to find feasible jobs on each link (u, v) , we must design a constraint to avoid violating the bandwidth of (u, v) . Pick a non-leaf node v arbitrarily and suppose it has s children, denoted by U v = {u1 ,..., us } . For each u j ∈ U v , if u j is not a leaf, then Mj is denoted the



the parents of u j recursively. How to calculate the IP? If there are a few variables in the IP, we can also use the famous branch-andbound method to solve it. In the following section we will propose an approximation algorithm by solving the linear programming (LP) relaxation of the IP.



subset of machines who are descendants of u j ,



1 with probability p; r ( p) =  0 with probability 1 − p. We now attempt to apply a technique named “Randomized Rounding”, which was introduced by Raghavan and Thompson [7]. Suppose each job in J has to be considered in a given order. We say a job is assigned properly to a machine if the machine reserves enough resources for it and the path from its master machine to the machine reserves enough bandwidth for it. Suppose it is now the job J i 's turn to be considered after a subset of jobs J ′ ⊂ J has been assigned properly. We say J i is



otherwise Mj is the corresponding machine. Along with each Mj , let T j denote the subset of jobs that users submit from the machines in Mj (i.e. there exists a master in Mj for each job in T j .). We know any two nodes are connected by a unique path in a tree. Clearly, if a job in T j is sent to a worker machine not in Mj , the job has to pass through the link (u j , v ) inevitably. However, if a job in T j is sent to a



machine in Mj , it can not pass through (u j , v ) . In the same way, if a job not in T j is sent to a worker machine in Mj , it necessarily passes through the link (u j , v ) ; if a job not in T j is sent to a worker machine not in Mj , it can not pass through (u j , v ) . Therefore, in order to avoid violating the bandwidth of each link (u j , v ) , an inequality is presented as follows for each link (u j , v ) :



∑



i:J i ∈T j , h:M h ∉Mj



bi xih +



∑



bl xlt ≤ B (u j , v ), ∀u j ∈ U v , ∀v ∈ V \ M



l :J l ∉T j t :M t ∈Mj



Notice that the expression ∑ i: J ∈T i



j



, h:M h ∉M j



(3) bi xih in the



inequality (3) is the bandwidth reserved for the jobs in T j but not executed on any machine in Mj ; and the expression ∑ l :J ∉T l



j , t : M t ∈M j



bl xlt in (3) is the bandwidth



reserved for the jobs not in T j but executed on the machines in Mj . Combined the inequality (3) with the IP formulation (1), the allocation problem for tree topology can be formulated as an IP.



5. A randomized algorithm with solving LP Define a function r ( p) : [0,1] → {0,1} such that



feasible to a machine M j in the given order if J i is feasible to the remaining resources on the machine M j and the remaining bandwidth of each link on the path from the master machine of J i to M j . The algorithmic framework for computing the IP is shown as follows. Algorithm Randomized Rounding Input jobs J1 , J 2 ,..., J m and create an IP. ∗



Relax the IP to a LP, solve the LP to get solution xij . J′←∅ For i ← 1 to k For j ← 1 to m



If r ( xij∗ ) = 1 and J i is feasible to the machine M j in the index order, xij ← 1, J ′ ← J ′ ∪ {J i } ; xil ← 1 for all l ≠ j , and break the loop, else xij ← 0 .



6. Algorithms without solving LP We first use a natural greedy heuristic to yield an approximation algorithm. The intuition here is straightforward. Suppose each job in J has to be considered in a given order. When the job J i is considered, choose the machine that gives the most “bang for the buck” from the set of machines feasible to the job J i . That is, select the feasible machine that maximizes the profit for the job J i . We omit the greedy algorithm here. Redefine xij as a random variable such that J i is assigned to the machine M j , 1 xij =  otherwise. 0 There is a naive randomized algorithm, at each step of which the machine is chosen uniformly from the set of machines feasible to the job currently considered. We also omit the randomized algorithm here. Let W = ∑ mj =1 ∑ ik=1 wij xij . Let Pr[ A] and E[ X ] denote the probability of an event A and the expectation of a random variable X, respectively. Compared with the greedy algorithm, the randomized algorithm mentioned above does not touch the profit. In order to considering the profit, we can make the randomized algorithm deterministic using method of conditional expectations. The derandomization of the randomized algorithm is as follows.



Algorithm Derandomization For i ← 1 to k For l ← i to k Ml ← ∅ For j ← 1 to m If J l is feasible to the machine M j in the index order, Ml ← Ml ∪ {M j } For j ← 1 to m If M j ∈ Mi Wij ← E[W | x11 ,..., x1m ,..., xi −1,1 ,..., xi −1,m , xij ← 1,



xil ← 0 for all l ≠ j ], else Wij ← 0 . j* ← arg max j Wij



If Wij * > 0 xij * ← 1, xij ← 0 for all j ≠ j*, else xij * ← 0.



We can show that E[W | x11 ,..., x1m ,..., xk 1 ,..., xkm ] ≥ E[W ] , where E[W | x11 ,..., x1m ,..., xk 1 ,..., xkm ] is the expected value of solution using the “Derandomization” algorithm and E[W ] the expected value of solution using the randomized algorithm. Thus, “Derandomization” is better than the randomized algorithm. The simulations of these algorithms are omitted here because of space limitation. Acknowledgements The paper is partially supported by the NSF of China (60373025) and the Colleges and Universities S&T Development Funds of Tianjin Municipal Commission of Education (20051519).
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