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Abstract This paper studies a cobweb economy in which agents make decisions using a misspecified model of their stochastic environment. Specifically, the agents’ model of the price process is restricted to be a moving average of order q (MA(q)), minimizing the mean square of their forecast error. We prove existence and uniqueness of this MA(q)-optimal equilibrium and we show that, as q goes to infinity, the MA(q)-optimal equilibrium converges in mean square towards the rational expectations equilibrium. The speed of convergence is dictated by the persistence of the underlying exogenous process. Lastly we show that when all other agents use the correctly specified model, the misspecified MA(q) model can provide accurate forecasts. This suggests that, if agents have to pay for their forecasting model and if the correctly specified model is more costly, a situation in which all agents use the correctly specified model might not be an equilibrium. Keywords: bounded rationality, misspecification, relative entropy JEL Classification: C62, D84
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Introduction “Rationality is an assumption that can be modified. Systematic biases, incomplete or incorrect information, poor memory, etc. . . can be examined with analytical methods based on rationality” ( Muth [1961] p. 330 ).



The rational expectations hypothesis assumes that agents have a correctly specified model of their stochastic environment, in that they make decisions using the true probability distribution over relevant economic variables. This hypothesis is often motivated by the following heuristic learning argument: if agents were using a misspecified model, they would make systematic forecast errors, they would detect them, and revise their model specification accordingly. In practice, economic agents might not be able to detect any kind of model misspecification. For example, as Hansen and Sargent [2000] argue, historical time series are not long enough to restrict significantly the set of models consistent with observations. Additionally, agents’ limited computing ability may force them to use a low-dimensional parameter space, which might induce specification errors. Lastly, agents’ statistical models might make oversimplifying assumptions that turn out to be unrealistic. The objective of this paper is to formulate, solve, and study equilibria in which agents are using a misspecified model of their stochastic environment. We consider a classical Muth’s [1961] cobweb model, allowing for a general specification of the exogenous stochastic process (namely, any covariance-stationary and regular Gaussian process). Our equilibrium concept follows the spirit of Hommes [1998], Sargent [1999], and Evans and Honkapohja [2001]: instead of assuming rational expectations, we assume that an agent’s model is misspecified but nevertheless optimal within a restricted class of models. Specifically, an agent’s model is assumed to be a moving average of order q (MA(q)), where the order q of the moving average is exogenously given but the coefficients are chosen optimally in order to minimize the mean square forecast error. We call the resulting equilibrium an MA(q)-optimal equilibrium. The rational expectations equilibrium (REE) is nested in the special q = +∞ case, when an agent is permitted to use a moving average of infinite order. In the intermediate q < +∞ case, we prove existence and uniqueness of an equilibrium that in general does not coincide with the REE. In addition, we provide a manageable computation method by mapping the equilibrium fixed-point problem into a spectral density approximation problem. Based on these initial results, we first address whether it is possible to obtain a substantial 2



departure from the REE with agents making “small” misspecifications. Namely, we study the convergence of a sequence of MA(q)-optimal equilibria towards the REE, as the order q of agents’ moving average goes to infinity. We prove convergence towards the REE and show that the speed of convergence is inversely related to the persistence of the underlying exogenous process. Thus, substantial departure from the REE may be obtained if the exogenous stochastic process is sufficiently persistent. In the last section, we study the forecast performance of the misspecified MA(q) model in the REE when all other agents use the correctly specified model. We show that as the sensitivity of price to expectations is larger and larger, the forecast errors of the misspecified model become arbitrarily close to the ones of the correctly specified model, in the meansquare sense. This suggests that, if agents have to pay for their forecasting model, and if the correctly specified model is more costly,1 a situation in which all agents use the correctly specified model might not be an equilibrium. Of course, in order to make a formal proof of this claim, we would need to go beyond our reduced-form cobweb model and explicitly define agents’ preferences as well as the utility cost of improving model specification. We obtain the converse result for another range of parameter values. Namely, in the REE and as the sensitivity of prices to expectations approaches 1, the forecast errors of the misspecified model go to infinity. Meanwhile, the forecast errors of the correctly specified model remain bounded. This suggests that, when the sensitivity of prices to expectations is close to unity and when all other agents use the correctly specified model, an individual MA(q)-optimal agent might have strong incentive to improve her specification. Related Literature The present paper contributes to a strand of the bounded rationality literature. Chapter 6 of Sargent [1999] introduced the related concept of equilibrium with optimal misspecified beliefs in order to study optimal adaptive expectation schemes in the context of a Kydland and Prescott [1977] model of monetary policy. Agents forecast future prices using an autoregressive moving average of order (1,1) (ARMA(1,1)) with a unit root. In the present paper, by contrast, agents pick their model within the class of MA(q) processes, and we can 1



This assumption is similar to that of Brock and Hommes [1997] whereby agents can choose between a costly, “sophisticated” predictor and a cheap, “naive” predictor.
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characterize an equilibrium for any q. Honkapohja and Mitra [2002] use a similar concept in order to study incomplete learning. In their model, agents forecast next-period prices using a weighted average of T past prices. The weights are exogenously given but agents choose optimally the length T of the average. In the present paper, by contrast, the order q of the moving average is exogenously given, but agents choose optimally the coefficients of the MA(q). In other words, in Honkapohja and Mitra, agents could in principle improve their forecast by changing the exogenous weights of the average. In our model, they could improve their forecast by increasing the exogenous order q of the moving average. Another notable difference between the two papers is that expectations are based on past forecast errors rather than on past prices. A related type of misspecification arises in the consistent expectations equilibrium (CEE), originally formulated in deterministically chaotic environments by Hommes and Sorger [1998], Hommes [1998], Hommes and Rosser [2001], S¨ogner and Mitl¨ohner [2002], and P¨otzelberger and S¨ogner [2003], and recently extended to stochastic environments by Hommes, Sorger and Wagener [2004] and Branch and McGough [2005]. In a CEE, agents choose optimally the coefficients of a linear stochastic model in order to forecast a non-linear (and possibly stochastic) equilibrium price process. These authors often take agents’ misspecified model to be a first-order linear autoregression (AR(1)). They argue that, because of its simplicity, an AR(1) model is natural choice for a boundedly rational agent. Our work complements this literature by assuming that agents’ misspecified model is an MA(q), which is another class of reasonably simple forecasting rules. Restricted perception equilibria are the natural limits of adaptive learning dynamics when agents’ models are misspecified. Kuan and White [1994] and Evans and Honkapohja [2001], for example, provide conditions for the convergence of adaptive learning schemes towards a restricted perception equilibrium. The present paper focuses on a conceptually different issue, as we do not address learning. Instead, our objective is to provide a precise characterization of restricted perception equilibria. For example, we prove existence and uniqueness, while Kuan and White [1994] assume that a restricted perception equilibrium exists, and leave the question of uniqueness open. We also provide a manageable computation method, compare the restricted perception equilibrium to the REE, and study agents’ forecast performance in equilibrium. Lastly, Branch and Evans [2005] study restricted perception equilibria when agents can 4



choose between several misspecified forecasting models. They show that, in some situations, there exist equilibria in which ex ante identical agents end up using different models. In the last section of the present paper, we briefly allow agents to choose their forecasting model. In contrast with Branch and Evans we do not assume that all available models are misspecified. Instead, following Brock and Hommes [1997], we assume that the correctly specified model is available but is more costly than the misspecified one. Yet, our results are reminiscent of Branch and Evans because they suggest that, for some parameter values, a situation in which all agents use the same model is not an equilibrium. This paper is organized as follows. The first section describes the economic environment and defines an REE. The second section defines an MA(q)-optimal equilibrium, proves existence and uniqueness, as well as the convergence towards REE as q goes to infinity. In the last section, we analyze the forecast performance of the misspecified model in the REE. The appendix contains the longest proofs.
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The Economic Environment



In this section we describe the economy and we solve for the benchmark REE, where agents form expectations based on the history of their forecast errors.



2.1



A Linear Cobweb Economy



We consider the setup that Muth [1961] adopted to formulate the rational expectations hypothesis. Time is discrete and runs from −∞ to +∞. The economy is populated by a non-atomic continuum of identical agents.2 At time t − 1, the action of a representative agent is proportional to a forecast pet of the price at time t. The equilibrium equation is assumed to be pt = at + bpet



(1)



where {pt }t∈Z is the equilibrium price process, {pet }t∈Z is the price forecast process of a representative agent, and {at }t∈Z is a covariance-stationary and regular Gaussian process which is assumed to have a strictly summable autocovariance function and, without loss of generality, to have zero unconditional mean. This implies, in particular, that {at }t∈Z is 2



Section 4 provides an extension of this setup to a model with heterogenous agents.
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a purely non-deterministic and strictly stationary process (see, for example, Brockwell and Davis [1993] Chapter 1, Section 3.) We assume that b 6= 1 in order to guarantee the existence of an REE. The equilibrium equation (1) also implicitly assumes that there are no strategic interactions among agents. When they forecast future equilibrium prices, agents are not assumed to know the equilibrium equation (1), nor to hold any belief about the way the other agents are forming their expectations. Instead, agents only know the stochastic properties of the price process and of the process of their own expectations. Three Examples



Example 1: Muth cobweb model. Let us consider a perfectly competitive market for one good. Demand is equal to yt = µt − αpt , where µt is a stochastic shock and α ≥ 0. A representative producer with a quadratic cost function decides at time t−1 which quantity to produce for time t. She maximizes her anticipated profit pet yt − yt2 /(2γ), for some γ > 0. The profit-maximizing quantity yt = γpet is proportional to the price forecast. Equality of supply and demand gives the equilibrium price µt − αpt = γpet , which is a particular case of our equilibrium equation (1) with at = µt /α and b = −γ/α. Example 2: Lucas supply curve. The economy is described by a Lucas expectation-augmented supply curve yt = θ(pt − pet ) + ut , where θ ≥ 0 and ut is a stochastic shock (see Romer [1996] page 242 for a derivation). We add a money demand equation yt = mt − pt . The variables y, p, and m are logarithms of output, price, and money supply, respectively. The reduced form equation associated to this system is a particular case of our equilibrium equation (1) with at = (mt − ut )/(1 + θ) and b = θ/(1 + θ). Example 3: Lucas supply curve. As before, the supply is yt = θ(pt − pet ) + ut = θ(πt − πte ) + ut where θ > 0 and πt is the inflation rate at time t. Demand is described by a linear IS equation yt = −φ(it −πte )+vt , 6



where φ ≥ 0, it is the nominal interest rate, and ut and vt are stochastic shocks (see Romer [1996] page 200 for a discussion of the IS curve). We obtain again a particular case of our equilibrium equation (1) with at = (vt − ut − φit )/θ and b = 1 + φ/θ. Each of these examples impose a priori restrictions on the parameter b. Namely, the first example imposes that b ∈ (∞, 0], the second example that b ∈ [0, 1), and the third that b ∈ [1, ∞). Nevertheless, any value b ∈ R is consistent with one of these three examples.



2.2



Rational Expectations Equilibrium



We let εt ≡ at − E(at | at−1 ) be the innovation of the process {at }t∈Z . For any squareintegrable and strictly stationary process {xt }t∈Z , xt = (xt−k )k≥0 denotes the infinite history of the process up to time t, and L2 (xt ) is the set of square integrable random variables generated by xt .3 In all what follows, we write that a process {yt }t∈Z ∈ L2 (x) if, for all t ∈ Z, yt ∈ L2 (xt ). Definition 1 (REE.) A rational expectations equilibrium (REE) is a price process {pt }t∈Z ∈ L2 (ε) such that pt = at + bE(pt | εt−1 ),



(2)



for all t ∈ Z. This definition assumes that every agent knows the distribution of the process {εt }t∈Z and that, at t − 1, every agent has observed εt−1 , the sequence of drawings of the process εt (or equivalently of at ), up to t − 1. Such a specification of agents’ information set is quite unsatisfactory because εt might not be observable. Indeed, in the above examples, εt is the innovation of a demand shock or a monetary shock, which in practice are not directly observable. Instead, these shocks are reconstructed from other observations according to the recommendations of the theory. Thus, we would rather use an equilibrium concept in which agents make forecasts using directly observable variables.4 In our model, a natural set of 3



More precisely, L2 (xt ) is the set of square-integrable random variables that are measurable with respect to the σ-field generated by xt . Because we restrict attention to a Gaussian framework, conditional expectations with respect to xt (i.e., projections on L2 (xt )) reduce to projections on the subspace of L2 (xt ) generated by linear combinations of xt . 4 Such an approach has been advocated by the temporary equilibrium literature, for example, in Grandmont [1983]. This idea is also reflected in the assumptions of Futia [1981] and Hommes and Sorger [1998].
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directly observable variables is the history {pt−k , pet−k }k≥0 of past prices and past expectations. The following proposition shows that, in an REE, the history et ≡ {pt−k − pet−k }k≥0 of past forecast errors turns out to be sufficient statistics for efficient predictions. Proposition 1 (Equivalent Definition of an REE.) An REE is a price process {pt }t∈Z ∈ L2 (ε) and a forecast-error process {et }t∈Z ∈ L2 (ε), such that: pt = at + bE(pt | et−1 )



(3)



et = pt − E(pt | et−1 ).



(4)



Proof. An REE is clearly a solution of (3) and (4), with et ≡ εt . Conversely, let’s consider a price process and a forecast-error process satisfying equations (3) and (4). Equation (4) implies that pt ∈ L2 (et ), and therefore that E(pt | et ) = pt . Taking expectations conditional on et in equation (3), we find that E(at | et ) = at , which in turn implies that L2 (at ) = L2 (εt ) ⊆ L2 (et ). Since the reverse inclusion holds by assumption, we have L2 (et ) = L2 (εt ). Thus, condition (3) can be rewritten pt = at + bE(pt | εt−1 ), which shows that every solution of (3) and 4) is an REE. 



One might argue that it would be more natural to forecast future prices based on past prices rather than based on past forecast errors. In fact, the basic representation theorem decomposes time series into a linear combination of past forecast errors (see, for example, Hamilton [1994] Proposition 4.1). From a theoretical perspective, another reason for assuming that expectations are based on past forecast errors is to avoid the non-existence pathologies pointed out by Futia [1981], who studied forecasting rules based on past prices.
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MA(q)-optimal Equilibrium



In this section we formulate and solve for an equilibrium in which agents forecast future prices using a misspecified model. As in Hommes [1998], Sargent [1999], and Evans and Honkapohja [2001], we assume that an agent chooses the best forecasting model from an exogenously specified set of models. This captures the fact that, in practice, economic agents have limited computing power and imperfect statistical methods but, given their limited ability, are making the best forecasts they can.
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3.1



Definition



As in Proposition 1, we assume that an agent makes forecast based on her past forecast errors. Specifically, an agent’s expectation function is assumed to be pet = θ1 et−1 + θ2 et−2 + ... + θq et−q = θ(L)et−1



(5)



et = pt − pet ,



(6)



where the vector (θ1 , θ2 , . . . , θq ) ∈ Rq is chosen optimally by the agent in order to minimize the mean square forecast error. This expectation function is optimal if the price is a moving average process of order q (MA(q)) pt = (1 + θ(L)L)ηt , where ηt is a Gaussian white noise observed by the agent. Definition 2 (MA(q)-optimal Equilibrium.) An MA(q)-optimal equilibrium is a price process {pt }t∈Z ∈ L2 (ε), a forecast error process {et }t∈Z ∈ L2 (ε), and a polynomial θ(L) = θ1 + θ2 L + ...θq Lq−1 , such that pt = at + bθ(L)et−1



(7)



et = pt − θ(L)et−1



(8)



θ = argminφ∈Rq E(pt − φ(L)et−1 )2 .



(9)



Equations (7) and (8) make prices and forecast errors consistent with the equilibrium equation (1) and the expectation function (5). The optimality condition (9) endogenizes the coefficients (θi )1≤i≤q by imposing that the agent chooses her expectation function in order to minimize the mean square forecast error. Therefore, the agent might be viewed as an econometrician who regresses the price on q lags of her past forecast errors. We acknowledge that there may be many other ways to misspecify an expectation function. Our choice is mainly motivated by illustration purposes and practical reasons. First, we can prove existence and uniqueness of the equilibrium at every order q. Second, the set of models at order q is included in the set at order q + 1. Therefore, by increasing q we endow an agent with a richer set of models. Third and perhaps more importantly, this framework will make our convergence question well posed: there is a unique equilibrium at every order q < +∞, and the REE is the solution at order q = +∞ when agents are allowed to use a moving average model of infinite order. Lastly, one might follow Hommes and Sorger [1998] to argue that, because of its simplicity, an MA(q) forecasting rule is a natural choice for a 9



boundedly rational agent. Simplifying the Optimality Condition This paragraph provides an equivalent definition of an MA(q)-optimal equilibrium with an intuitive formulation of the optimality condition (9). Namely, we show that an agent expectation function is optimal if and only if the equilibrium forecast-error process is uncorrelated, from order 1 to order q. Subtracting pet = θ(L)et−1 from condition (7), we find (1 + (1 − b)θ(L)L)et = at .



(10)



If et is an equilibrium forecast-error process, it is stationary (by assumption) so 1 + (1 − b)θ(1) 6= 0. Taking expectation on both sides of (10) and using E(at ) = 0, we find that 1 +  (1−b)θ(1) E(et ) = 0, and hence that E(et ) = 0. Therefore, in an MA(q)-optimal equilibrium,



expectations are unbiased.5 Now, the first-order necessary and sufficient condition of the quadratic optimization program (9) is    t−q ′ t−q E et−1 pt − φ et−1 = 0,



(11)



can be rewritten    t−q ′ t−q ′ t−q E et−1 et + θ et−1 − φ et−1 = 0.



(12)



′ e where et−q t−1 ≡ (et−1 , . . . , et−q ) . Since pt = pt + et = θ(L)et−1 + et , this first-order condition



Imposing the equilibrium condition φ = θ, equation (12) implies that the optimality condition (9) is equivalent to cov(et , et−k ) = 0,



(13)



for all k ∈ {1, . . . , q}. This simply means that an agent doesn’t change her expectation function when her forecast error et is orthogonal to her regressors et−q t−1 . Hence, we have the following proposition: Proposition 2 (Equivalent Definition of an MA(q)-optimal Equilibrium.) An MA(q)optimal equilibrium is a price process {pt }t∈Z ∈ L2 (ε), a forecast errors process {et }t∈Z ∈ 5



If E(at ) 6= 0, we could add a constant to the expectation function and obtain the same result.
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L2 (ε), and a polynomial θ(L) = θ1 + θ2 L + . . . θq Lq−1 , such that pt = at + bθ(L)et−1



(14)



et = pt − θ(L)et−1



(15)



cov(et , et−k ) = 0,



(16)



for all k ∈ {1, . . . , q}.



3.2



Existence and Uniqueness



In this section, we prove that there exists a unique MA(q)-optimal equilibrium. To that end, we reformulate the equilibrium equations (7)-(9) as a non-linear system of q equations in q unknowns. We prove that this non-linear system has a unique solution using the homotopy principle formulated in Eaves and Schmedders [1999]. Solving for an Equilibrium ˜ Letting θ(L) ≡ (1 + (1 − b)θ(L)L) be the polynomial on the left-hand side of equation (10), we can write ˜ et = at /θ(L).



(17)



Definition 2 imposes that the forecast error is a function of the current and past values of ˜ {at }t∈Z . This means that the roots of the polynomial θ(L) must be strictly outside the unit ˜ circle so that its inverse 1/θ(L) only involves lag operators raised at positive powers. Let’s ˜ suppose, conversely, that we find a polynomial θ(L) = 1 + θ˜1 L + . . . θ˜q Lq with roots strictly ˜ outside the unit circle, such that the process et ≡ at /θ(L) has zero autocorrelations from ˜ − 1)/z and pt ≡ at + bθ(L)et−1 , we can easily check order 1 to q. Letting θ(z) ≡ 1/(1 − b)(θ(z) that (pt , et , θ) is an MA(q)-optimal equilibrium. This proves that all equilibria are solution of the problem: ˜ ˜ Find θ(z) = 1 + θ˜1 z + . . . θ˜q z q , with roots outside the unit circle such that et = at /θ(L) has zero autocorrelations from order 1 to q.
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In order to solve this problem, it is convenient to use a frequency domain formulation. We only sketch the argument here, and provide a detailed proof in Appendix A. The first step is to formulate the system (13) of equations in the frequency domain. We observe that the spectral density fe : [−π, π] → R+ of {et }t∈Z is fe (ω) =



fa (ω) , iω ˜ ˜ −iω ) θ(e )θ(e



(18)



where fa : [−π, π] → R+ is the spectral density of {at }t∈Z . Hence, the autocovariance of order k of {et }t∈Z is Z π Z π 1 fa (ω) 1 −iωk e−iωk dω. fe (ω)e dω = iω ˜ ˜ −iω ) 2π −π 2π −π θ(e )θ(e



(19)



The second step is to make the following change of variable. We replace the vector (θ˜1 , . . . , θ˜q ) by the vector (˜ γ0 , γ˜1 , . . . , γ˜q ), which is implicitly defined by ˜ iωk )θ(e ˜ −iωk ) = γ˜0 + θ(e



q X



γ˜m (e−iωm + eiωm ).



(20)



m=1



This change of variable is rigorously justified by results on spectral density factorization (see ˜ for example Whittle [1983]). Intuitively, it amounts to replacing the polynomials θ(z) = ˜ 1 + θ˜1 z + . . . θ˜q z q with the autocovariance functions (γ0 , . . . , γq ) of the MA(q) process θ(L)u t, for some white noise {ut }t∈Z . After making the normalization γ0 = 1, we work with the non-linear system  Z π fa (ω) eiωk + e−iωk 1 P dω = 0, 2π −π 1 + qm=1 γm (e−iωm + eiωm )



(21)



for k ∈ {1, . . . , q}. In order to analyze this non-linear system of q equations in the q unknowns (γ1 , . . . , γq ), we use the homotopy principle of Eaves and Schmedders [1999]. Intuitively, we replace the system (21) by a family {H(s, γ) = 0, s ∈ [0, 1]} of systems of equations with the following properties. The s = 0 system H(0, γ) = 0 is easy to solve, and the s = 1 system H(1, γ) = 0 is the system (21) that we want to solve. We start by solving the “easy” system at s = 0 and we then apply the implicit function theorem progressively from s = 0 to s = 1. Under regularity conditions stated in Eaves and Schmedders and satisfied by our problem, this procedure leads to a unique solution of the system at s = 1. Theorem 1 (Existence and Uniqueness.) If {at }t∈Z has a strictly positive spectral density fa : [−π, π] → R+ , then, for all (q, b) ∈ N × R\{1}, there exists a unique MA(q)-optimal equilibrium. 12



3.3



Convergence Towards Rational Expectations



In this subsection, we ask whether an MA(q)-optimal equilibrium can differ substantially from the REE, with agents making a “small” misspecification. Specifically, we study the mean-square convergence of the MA(q)-optimal equilibrium towards REE, as the order q of the moving average goes to infinity. We establish convergence by mapping the system (21) of equilibrium equations into a spectral density approximation. We also show that the speed of convergence is inversely related to the persistence of the exogenous stochastic process {at }t∈Z . Therefore, a substantial departure from the REE may be obtained when {at }t∈Z is sufficiently persistent. (q)



(q)



We let {pt , et }t∈Z be the price and forecast error processes in the MA(q)-optimal equilibrium, and {pREE }t∈Z be the price process in the rational expectation equilibrium. The first t step is to show that the sequence of MA(q)-optimal equilibrium price processes converges to the REE price process if and only if the corresponding sequence of forecast error processes converges to the white noise {εt }t∈Z . Lemma 1 (Convergence of Forecast Errors.) The following two conditions are equivalent: (q)



lim E pt − pREE t



q→∞



(q)



lim E et − εt



q→∞



2



2



= 0



(22)



= 0.



(23)



(q) (q) (q) Proof. We subtract pREE = at + bpet REE from pt = at + bpet (q) . With pt = pet (q) + et and t (q)



(q)



pREE = pet REE + εt , we find that pt − pREE = −b/(1 − b)(et − εt ), establishing the Lemma.  t t (q)



The main idea to prove the convergence of ({pt })q∈N to ({pREE })q∈N is to observe that the t system (21) of equilibrium equations can be viewed as the first-order condition of a relative entropy minimization problem, as follows: let Υ be the set of real q-uplets (γ1 , . . . , γq ), such P that 1 + qk=1 γk (eiωk + e−iωk ) > 0, for all ω ∈ [−π, π]. It is an open and convex set. We



then observe that the system (21) is minus the gradient of the relative entropy function D(fa || · ) : Υ → R defined by   Z π 1 fa (ω) P D(fa || γ) ≡ fa (ω)dω, log 2π −π 1 + qm=1 γm (e−iωm + eiωm )



(24)



for all γ ∈ Υ. Moreover, calculating the Hessian shows that D(fa || · ) it is a strictly convex



function (see Appendix A.2.3). This allows us to state the following proposition: 13



Proposition 3 (Equivalence with Relative Entropy Minimization.) An autocorrelation function γ ∗ ∈ Υ solves the system (21) of equilibrium equations if and only if it is the solution of min D(fa || γ),



(25)



with respect to γ ∈ Υ. (Existence of a solution to this optimization program is given by Theorem 1). Proposition 3 shows that the autocorrelation function of the equilibrium forecast-error process solves an approximation problem, associated with a relative entropy criterion. Interestingly, this criterion is not the L2 norm that agents in the model seek to minimize. A by-product of Proposition 3 is a manageable computation method to solve for an equilibrium. Namely, we can compute an equilibrium using the entropy minimization problem, which is well behaved because the objective is a convex function and the constraint set is convex. Proposition 3 is also particularly convenient to prove convergence, since we can rely on some results from information theory to relate the relative entropy criterion with the L2 norm. Proposition 4 (Convergence.) Let {at }t∈Z be a Gaussian process with a strictly positive spectral density. Then, as q → ∞, the MA(q)-optimal equilibrium converges to the REE in the L2 sense, that is  2 (q) = 0. lim E pt − pREE t



(26)



q→∞



Example 4: We illustrate convergence with some computations. We choose the following ARMA(2,1) specification (1 − 0.3L)(1 − 0.3L)at = (1 − 0.2L)εt ,



(27)



and we use the entropy-minimization problem of Proposition 3 to solve for an equilibrium. Our program uses Newton’s method with a relaxation step, which can be implemented easily since the gradient and the Hessian of D(fa || · ) are both analytical up to a numerical integration procedure. [Figure 1 about here.] 14



Figure 1 shows the spectral density of the equilibrium forecast error process in various MA(q)-optimal equilibria, for q = 1, 3, and 7. The spectral density of the process {at }t∈Z appears on the same figure. In the REE the spectral density of the forecast error would be the flat line f (ω) = 1. At order q = 3, the spectral density is already much flatter than at order q = 1. At order q = 7, it seems, at the scale of the graph, almost flat. Hence, even at low orders of approximation, the spectral density of forecast error is very close to the one of a white noise. This suggests that an agent might find it hard to detect model misspecification.



The Speed of Convergence towards the REE We conclude this section by studying how the speed of convergence towards the REE relates to the properties of the exogenous stochastic process. The main result is: P Proposition 5 (Speed of Convergence.) Let at = k≥0 Φk εt−k be the Wold representaP tion of {at }t∈Z . If the power series Φ(z) ≡ k≥0 Φk z k has radius of convergence R > 1, then,



for all 1/R < m < 1, we have



 2 q (q) E pt − pREE = O(m 2 ). t



(28)



This proposition shows that the speed of convergence is dictated by the persistence of a shock εt in the process {at }t∈Z . Namely, if εt is persistent, then high-order lags of εt matter and those can be captured only if agents’ expectation functions include high-order lags of the forecast error. This result suggests that persistence is needed to generate substantial deviation from rational expectations in an MA(q)-optimal equilibrium.
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Misspecification and Forecast Performance



In this last section, we study the forecast performance of MA(q)-optimal agents in the REE. Our objective is to identify situations in which the forecasts of the misspecified model turn out to be reasonably accurate. This would informally suggest that, if there is any cost of improving model specification, a situation in which all agents use the correctly specified model might not be an equilibrium. 15



4.1



Equilibrium with Heterogenous Agents



We consider the same linear cobweb economy with two types of agents: a fraction λ ∈ [0, 1] of agents have MA(q)-optimal expectations, and the complementary fraction 1−λ have rational expectations. Definition 3 (Equilibrium with Heterogenous Agents.) An equilibrium is a price pro(q)



cess {pt }t∈Z ∈ L2 (ε), two forecast error processes {et }t∈Z and {et }t∈Z in L2 (ε), and a polynomial θ(L) = θ1 + θ2 L + ...θq Lq−1 , such that   (q) pt = at + b λθ(L)et−1 + (1 − λ)E pt | et−1  et = pt − E pt | et−1 (q)



et



(q)



(q)



= pt − θ(L)et−1



(q)



cov(et , et−k ) = 0,



(29) (30) (31) (32)



for k ∈ {1, . . . , q}. Condition (29) is the cobweb equilibrium equation, conditions (30) defines the forecast error of rational agents, and condition (31) defines the forecast error of MA(q)-optimal agents. Lastly, condition (32) ensures that MA(q)-optimal agents choose their model optimally. In all that follows, we measure forecast performance for fixed λ ∈ [0, 1] and b 6= 1 by the variance (q)



V (λ, b) ≡ var(et ) of MA(q)-optimal agents’ forecast error. We first study the forecast performance of the misspecified MA(q)-optimal model in the REE, that is when λ = 0. Then, we vary λ from 0 to 1, effectively increasing the impact of agents’ misspecified forecasts on the equilibrium price. This allows us to study whether the forecast performance of MA(q)-optimal agents improves or deteriorates as MA(q)-optimal agents become more predominant in the economy.



4.2



Forecast Performance in the REE



In this λ = 0 case, we imagine that there is an infinitesimal MA(q)-optimal agent alone among an ocean of agents with rational expectations. Because the MA(q)-optimal agent is infinitesimal, misspecified forecasts have no impact on the equilibrium price.
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When all other agents have rational expectations, the equilibrium price process can be written pt =







 1 1+ Γ(L)L εt , 1−b



(33)



where the polynomial Γ(L) is implicitly defined from the Wold representation of {at }t∈Z as at = (1 + Γ(L)L)εt .



(34)



Equation (33) shows that, as |b| goes to infinity, for any exogenous process {at }t∈Z , the REE price process converges to the white noise {εt }t∈Z . Since a white noise is a moving average of order 0, this means that the misspecified MA(q) model will perform almost as well as the correctly specified one (Appendix A.4 proves that claim). This informally suggests that, if agents have to pay for their forecasting model and if the correctly specified model is more costly, then a situation in which all agents use the correctly specified model cannot be an equilibrium (we go back to this claim in Section 4.3). When the sensitivity b of prices to expectations is close to 1, we find the opposite result, (q)



as follows: in this economy, an MA(q)-optimal agent forms her expectations using pt (q) et



(q) θ(L)et−1 ,



+



for some appropriately chosen polynomial θ(z) = θ1 + . . . + θq z q−1 . From (q)



Definition 3, we see that θ(z) and et (q)



et (q)



=



=



are determined by the system



pt (1 + θ(L)L)



(35)



(q)



cov(et , et−k ) = 0,



(36)



for k ∈ {1, . . . , q} and where (1 + θ(z)z) has all its roots outside the unit circle. We recognize this as the system (17) that we solved earlier, with at being replaced by pt . We know that it (q)



has a unique solution. In order to evaluate the variance of et , we first define ut ≡ pt − E(pt | pt−1 ), the innovation of the price process. Then, because 1 + θ(z)z has all its roots outside (q)



the unit circle, the forecast error et



can be written as a moving average process of infinite



order: (q)



et = ut + ψ1 ut−1 + . . . (q)



(q)



This implies that var(et − ut ) = var(et ) − var(ut ) ≥ 0. Now, we use the Kolmogorov formula (see, for example, Brockwell and Davis [1993]) for calculating the variance var(ut ) of 17



the innovation. We find (q) var(et )



σε2 ≥ var(ut ) = exp (1 − b)2







1 2π



Z



π iω



ln | 1 − b + Γ(e )e



−π



  | dω .



iω 2



(37)



Clearly, if Γ(z) has no root on the unit circle, var(ut ) → +∞ when b goes to 1. Thus, when the sensitivity of price to expectation is close to 1, the variance of the forecast error of an MA(q)-optimal agent goes to infinity. Proposition 6 (Forecast Performance in the REE.) Assume that Γ(z) has no root on the unit circle. Then, for any q ∈ N, in the REE, (q)



1. As |b| goes to infinity, the forecast error et



of the misspecified MA(q)-optimal model



converges in mean square to the forecast error εt of the correctly specified model. (q)



2. As b goes to 1, the variance var(et ) of the misspecified model forecast error goes to infinity. The proposition deals with two limiting cases: when b is close to 1 or when |b| is large. We now provide some illustrative computations of the forecast error V (0, b) for intermediate values of the sensitivity coefficient b. Example 4 (continued): The specification of at is that of Section 3.3. The variance V (εt ) is equal to 1. Figure 2 shows the variance V (0, b) for b ∈ [1.1, 1.5]. In this example, when b is close to 1, V (0, b) is large. Then, it decreases rapidly and eventually approaches 1. Similarly, Figure 3 shows the variance V (0, b) for b ∈ [0.5, 0.9]. Again, when b = 0.5, the variance is close to 1, and then it increases as b approaches 1. For b > 1.5 or b < 0.5 (and possibly negative), our computations (not reported here) indicate that the variance also stays quite close to 1. The figures illustrate the results of Proposition 6. Namely, when b is close to 1, the forecast performance of MA(q)-optimal agents substantially deteriorates. On the other hand, these agents do not necessarily perform badly when |b| is large enough. The new thing we learn from the figures is that the forecast performance improves quite rapidly and monotonically when |b − 1| increases. It improves somewhat more rapidly when b > 1 than when b < 1. [Figure 2 about here.] [Figure 3 about here.] 18



4.3



Do Agents Have Incentives to Improve Model Specification?



In this subsection we discuss agents’ incentives to adopt the correctly specified model. In order to clarify some arguments, we consider the following simple game. We assume that agents can adopt the misspecified MA(q) model at no cost, but that they have to pay a cost c > 0 in order to adopt the correctly specified model. This might represent, for example, the cost of learning better statistical methods or the cost of improving computing power.6 We also assume that agents’ objective is to minimize the variance of their forecast error plus the cost of their model specification. As before, we let λ ∈ [0, 1] be the fraction of agents who adopt the misspecified model. Also, we let V (λ, b) be the variance of the misspecified model forecast error and V ∗ (λ, b) be the variance of the correctly specified model forecast error, when a fraction λ of agents use the misspecified model. Of course, in the REE, λ = 0 and V ∗ (0, b) = var(εt ). Given λ, the net cost of adopting the correctly specified model over the misspecified one is  C(λ, b) ≡ c − V (λ, b) − V ∗ (λ, b) .



An individual agent who takes λ as given finds it optimal to adopt the misspecified model if C(λ, b) > 0, to adopt the correctly specified model if C(λ, b) < 0, and to adopt either model if C(λ, b) = 0. We say that λ = 1 is an equilibrium if C(1, b) ≥ 0, λ = 0 is an equilibrium if C(0, b) ≤ 0, and some λ ∈ (0, 1) is an equilibrium if C(λ, b) = 0. The results of the previous sections provide a partial characterization of the equilibria. In particular, it helps to understand under which conditions λ = 0 is an equilibrium, meaning that an individual agent will find it optimal to adopt the correctly specified model when all other agents are doing so. Proposition 6 shows that when |b| goes to infinity, V (0, b) goes to 1 = V ∗ (0, b), implying that c > V (0, b) − V ∗ (0, b). This means that a situation in which all agents use the correctly specified model cannot be an equilibrium. On the other hand, when b goes to 1, V (0, b) goes to infinity and a situation in which all agents use the correctly specified model is an equilibrium. In order to characterize situations in which all agents use the misspecified model, we rely on the results of Section 3 showing that when λ = 1, V (λ, b) is independent of b and 6



This assumption follows the spirit of Brock and Hommes [1997]. In their paper, agents can choose either a sophisticated and costly forecast, or a naive but free forecast.
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its variance is greater than var(εt ). Moreover, when |b| is large enough, one can show that V ∗ (1, b) = var(εt ). Therefore, when |b| is large enough, a situation in which all agents use the misspecified model is an equilibrium if c ≥ V (1, b) − V ∗ (1, b) = V (1, b) − var(εt ), that is as long as the cost of adopting the correctly specified model is large enough. Interestingly, when |b| is large enough, we can choose c such that V (0, b) − V ∗ (0, b) < c < V (1, b) − V ∗ (1, b). That is, when all agents use the correctly specified model, misspecified forecasts are quite accurate and an individual agent does not find it worthwhile to pay the cost to adopt the correct model, and vice versa if all other agents use the misspecified model. Hence, if all other agents use the same model, an individual agent has incentives to use the other one,7 implying that the set of symmetric equilibria (λ = 0 or λ = 1) is empty. For such parameter values, there may exist an equilibrium in which some agents use the misspecified model and other use the correctly specified one. That is, one might guess that there exists some λ ∈ (0, 1), such that c = V (λ, b) − V ∗ (λ, b). We are not able to prove this conjecture because we cannot show existence and uniqueness of a candidate equilibrium price process for intermediate values λ ∈ (0, 1). However, we can calculate the price numerically whenever the equilibrium information set of rational agents is equal to L2 (εt−1 ), implying that V ∗ (λ, b) = var(εt ). The procedure is described in Appendix A.5 Example 4 (continued):



We illustrate this discussion with the following numerical



example. We let b = 4 and λ ∈ [0, 1/2]. The specification of at is that of Section 3.3. In that case, the equilibrium price process is close to a white noise and V (λ, 4) is quite close to 1. Results presented in Figure 4 indicate that V (λ, 4) increases with λ, meaning that forecast performance deteriorates monotonically as more agents adopt 7



By saving the cost of using the well-specified model when everybody else uses it, or paying the cost when everybody else does not use it.
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the misspecified model. Existence of an equilibrium with λ ∈ (0, 1) here amounts to finding some λ such that V (λ, 4) = c + V ∗ (λ, 4) = c + 1. Hence, Figure 4 suggests that, if c ∈ [V (0, 4) − 1, V (0.5, 4) − 1], there may exist an equilibrium in which both models can be simultaneously adopted. [Figure 4 about here.]



5



Conclusion



We studied a class of cobweb equilibria in which agents have an optimally misspecified model of their stochastic environment. Specifically, we assumed that agents forecast future prices using a moving average model of order q. We showed that under mild conditions and for a broad class of exogenous stochastic processes, the equilibrium price process converges to the REE price, as the order q of agents’ moving average goes to infinity. The speed of convergence is dictated by the persistence of the underlying shock. Our results suggest that, if the underlying shock is sufficiently persistent, our equilibrium may differ substantially from the REE. We also showed that when all other agents use the correctly specified model, the misspecified model can turn out to be reasonably accurate. This informally suggests that in some circumstances, if agents have to pay for their forecasting model and if the correctly specified model is more costly, a situation in which all agents use the correctly specified model might not be an equilibrium. Future research might address agents’ endogenous dynamic switching between an optimally misspecified and a correctly specified model.
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A



Proofs



A.1



Proof of Theorem 1 and Proposition 3



Most of this section is dedicated to proving the existence and uniqueness results of Theorem 1. The reader interested in Proposition 3 can go directly to Section A.1.2.



A.1.1



Changes of Variable



We first restate the problem to be solved. Given a stationary process {at }t∈Z with strictly positive spectral density fa : [−π, π] → R+ , we seek some polynomial θ(z) = 1 + θ1 z + . . . θq z q such that the process et ≡ at /θ(L) satisfies cov(et , et−k ) = 0,



(38)



for all k ∈ {1, . . . , q}. We now introduce three parameterizations that provide convenient formulations of the system (38) of equilibrium equations. For some θ ∈ Rq , we denote by θ(z) the polynomial 1 + θ1 z + . . . θq z q . We let Θ be the set of order-q polynomials whose roots have modulus larger than 1, that is Θ = {θ ∈ Rq : θ(z) = 0 ⇒| z |> 1} .



(39)



Q Any polynomial θ ∈ Θ can be factorized in qk=1 (1 − ρk z) where all ρk have modulus strictly less than 1. Hence, we can describe a polynomial θ ∈ Θ in terms of the inverses (ρ1 , . . . , ρq ) of its roots . Namely, we let B2 (r) = {(ρ, ρ¯) ∈ C2 : |ρ| < r and Im(ρ) > 0}, and then we define the set of inverse roots as   [ 2q ] (−1, 1)q−2k × B2 (1)k . R = ∪k=0



(40)



(41)



In words, R is the set of q-uplet of complex numbers with modulus strictly less than 1, where all non-real ρ come with their conjugate – because polynomials θ ∈ Θ have real coefficients. The set R is linked to the set Θ by the application Π( · ) which maps an admissible q-uplet (ρk )1≤k≤q into Qq the coefficients of the polynomial k=1 (1 − ρk z). Clearly, this application is continuous and onto. There is a one-to-one mapping between the set Θ and a setPof spectral densities defined as follows: for some γ ∈ Rq , we denote by γ(ω) the function ω 7→ 1 + qk=1 γk (e−iωk + eiωk ). We then define Υ ≡ {γ ∈ Rq : γ(ω) > 0, for all ω ∈ [−π, π]} .



(42)



It is well known that, instead of requiring that γ(ω) > 0, it is equivalent to require that the sequence (1, γ1 , γ2 , . . . , γq , 0, 0, . . .) is a positive definite autocovariance function. Since [−π, π] is compact, the strict positivity of the spectral density γ(ω) is preserved in a neighborhood of (γ1 , . . . , γq ). Furthermore, it is clear that a convex combination of two elements of Υ is also an element of Υ. Hence, the set Υ is open and convex. We then define the application T : Θ → Υ, θ 7→ (T1 (θ), . . . , Tq (θ)), by the equation q



  X θ(eiω )θ(e−iω ) iωk −iωk = 1 + T (θ) e + e . k 1 + θ12 + . . . θq2 k=1
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(43)



The application T ( · ) maps in Υ because the polynomial θ(z) has all its roots outside the unit circle. Clearly, T ( · ) is continuous. Let’s consider now any γ ∈ Υ. Results on the canonical factorization of the spectral densityP function (see, for example, Whittle [1983]) show that there is a unique polynomial θ(L) = 1 + k≥1 θk Lk and, a unique σ 2 > 0 such that γ(ω) = σ 2 θ(eiω )θ(e−iω ).



(44)



Moreover γ(ω) is the autocovariance function of an MA(q), implying that the polynomial θ(L) is of order q. Therefore, T ( · ) is one-to-one and onto. With the change of variable γ = T (θ), we can write the system (38) in the frequency domain as  Z π fa (ω) eiωk + e−iωk 1 P dω = 0, (45) −iωm + eiωm ) 2π −π 1 + m=q m=1 γm (e



for all k ∈ {1, . . . , q}.8



A.1.2



Proof of Proposition 3



Let’s first assume without loss of generality that Z π 1 fa (ω)dω = 1. 2π −π



(46)



Following Gray [1991], we define: Definition 4 (Relative Entropy.) Consider (γk )1≤k≤q ∈ Υ. The relative entropy of the spectral P density γ(ω) ≡ 1 + qk=1 γk (eiωk + e−iωk ) with respect to fa (ω) is   Z π fa (ω) 1 fa (ω)dω. (47) log D(fa || γ) ≡ 2π −π γ(ω) We observe that this is a well-defined function on Υ, since γ(ω) > 0. The function D(fa || · ) is twice continuously differentiable. Its gradient is minus the system (45) and the entry (k, l) in its Hessian is Z π 1 xk (ω)xl (ω)fa (ω)dω, (48) 2π −π for (k, l) ∈ {1, . . . , q}2 , where  eiωk + e−iωk P . xk (ω) ≡ 1 + qm=1 γm (eiωm + e−iωm )



(49)



The Hessian is positive definite because it is of the form E(xk xl ), where the xk are linearly independent. Therefore the entropy minimization program is strictly convex with an open and convex constraint set. This means that, if it has a solution, it is unique and interior. It is therefore characterized by the system of first-order conditions (45). Rπ Strictly speaking, the covariance of order k should be written, 1/(2π) −π g(ω)e−iωk dω, for the spectral density g( · ) under consideration. But since the imaginary part of the integrand is odd, its integral is 0. We can thus drop it and integrate only g(ω)Re(e−iωk ). Since we want the covariance to be 0, we can multiply the integrand by 2 and get g(ω)(eiωk + e−iωk ). 8
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A.1.3



Proof of Theorem 1



We apply the homotopy principle as described in the Smooth Path Following section (Section 9) of Eaves and Schmedders [1999]. We select the homotopy H : Υ × [0, 1] → Rq , (γ, s) 7→ (H1 (γ, s), . . . , Hq (γ, s)), where Z π (1 − s + sfa (ω))(eiωk + e−iωk ) Pq Hk (γ, s) = dω, (50) −iωm + eiωm ) −π 1 + m=1 γm (e for k ∈ {1, . . . , q}.



Step 1: Show that H(γ, 0) = 0 has a unique solution When s = 0, γ = 0 is a solution. Proposition 3 implies uniqueness. Step 2: Show that γ = 0 is a regular value of H(γ, s), H(γ, 0), and H(γ, 1) We need to show that the derivative of H( · ) with respect to (γ, s) is of rank q for s ∈ (0, 1), and that its derivative with respect to γ has rank q at s = 0 and s = 1, for all γ such that H(γ, s) = 0. For the problem at hand, we can in fact prove a stronger property: the Jacobian dH(s)/dγ ′ is of full rank for all s ∈ [0, 1]. It follows from Proposition 3 that dH(s)/dγ ′ , the Hessian of the convex functional (24), is positive definite. Those considerations imply, together with the Loop-Route Theorem, that H −1 (0) is a disjoint collection of routes and loops and that, since dH(s)/dγ ′ is of full rank, there is neither loop nor retroregression. Step 3: Show that all routes are trapped in a compact of Υ (s)



Let’s consider any solution γ (s) for s ∈ [0, 1]. There is a corresponding θ(s) ∈ Θ. Let at be a (s) (s) stochastic process whose spectral density is 1 − s + sfa (ω). Let {et }t∈Z be defined by θ(s) (L)et ≡ (s) 2



(s)



(s) 2



(s)



(s)



at . We know that (1 + θ1 + . . . + θq )V (et ) = V (at ) ≤ V (at ) + 1 , which implies that Z π (1 − s + sfa (ω)) (s) V (et ) = dω ≤ V (at ) + 1. (51) (s) iω (s) −iω ) −π θ (e )θ (e Now we can write θ



(s)



iω



(e )θ



(s)



−iω



(e



)=



q Y



| 1 − ρl eiω |2 .



(52)



l=1



Since |ρ| < 1, we can bound above this expression by 4q−1 | 1 − ρ1 eiω |2 . Therefore, the variance of a solution is bounded below by Z π dω λ , (53) q−1 iω |2 4 −π | 1 − ρ1 e  with some 0 < λ = min minω∈[−π,π] fa (ω), 1 .9 Let’s write ρ1 = r1 e−iθ1 , where r1 ≥ 0. Changing variable ω ′ = ω − θ1 and using 2π-periodicity of the integrand, we can rewrite the previous integral 9



Because the process {at }t∈Z is assumed to have an absolutely summable autocovariance function, the spectral density fa ( · ) is continuous. Since it is also assumed to be strictly positive over the compact set [−π, π], it follows that minω∈[−π,π] fa (ω) > 0.
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as 2λ 4q−1



Z



π



0



dω . | 1 − r1 eiω |2



(54)



We can develop the denominator as 1 − 2r1 cos(ω) + r12 . Now, when r1 = 1, it is 2 − 2 cos(ω) ∼0 ω 2 , which means that the integral diverges at r1 = 1. Moreover, since the integrand is positive and since the integral defines a continuous function for r1 < 1, one can make it arbitrarily large, provided that r1 is chosen close enough to 1. Therefore, the ρ of solutions of (38) have modulus bounded away from 1. We can restrict our attention to a compact set of admissible ρ. This compact set is mapped, by the continuous function T ◦ Π, onto a compact set of Υ. Thus, all solutions are trapped in a compact of Υ × [0, 1]. Conclusion: The homotopy principle shows that a unique solution exists at s = 1.



A.2



Proof of Proposition 4



For each order q, we know from Theorem 1 that there exists a unique MA(q)-optimal equilibrium (q)



θ(q) (L)et



= at .



(55)



Let {εt }t∈Z be the innovation of {at }t∈Z . Given that θ(0) = 1 and that all its roots are outside the (q) unit circle, we can write et = εt + ψ1 εt−1 + . . .. This implies that 2  (q) (q) (q) (56) E et − εt = var(et − εt ) = var(et ) − var(εt ), (q)



so that there is convergence in mean square to the REE if and only if the variance of et converges to the variance of the innovation of {at }t∈Z . We still assume without loss of generality that the (q) variance of at is equal to 1. Using the fact that the et are uncorrelated up to order q, we obtain 1



(q)



var(et ) =



1+



(q) 2 θ1



+ ... +



(q) 2 θq



.



(57)



We let γ (q) = T (θ(q) ), where T ( · ) is the application defined in (43). Results on the canonical (q) 2



factorization of the spectral density described in Whittle [1983] show that (1 + θ1 can be recovered using the Kolmogorov formula   Z π 1 1 (q) (q) ln(γ (ω))dω = var(et ) ≥ var(εt ). = exp (q) 2 (q) 2 2π −π 1 + θ1 + . . . + θq



(q) 2 −1 )



+ . . . + θq



Similarly the variance of the innovation of {at }t∈Z is  Z π  1 var(εt ) = exp ln(fa (ω))dω . 2π −π (q)



Therefore the variance of et (q)



var(et ) = exp 1≤ var(εt )







(58)



(59)



goes to the variance of the innovation of {at }t∈Z if and only if



1 2π



Z



π



ln(γ



(q)



(ω)) − ln(fa (ω))dω



−π
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(60)



goes to 1 as q goes to infinity. Now, let’s write the Fourier development of fa (ω) as X fa (ω) = 1 + γa (k)(eiωk + e−iωk ),



(61)



k≥1



and let’s consider the truncation of fa ( · ) at order q, fa(q) (ω)



=1+



q X



γa (k)(eiωk + e−iωk ).



(62)



k=1



(q)



The function fa is not necessarily a spectral density because it might not be positive. However, (q) when the γa (k) are absolutely summable, the sequence ω 7→ fa (ω) of functions converges uniformly (q) towards fa (ω) > 0 on the compact set [−π, π]. Thus, for q large enough, fa (ω) is positive. Now, since γ (q) minimizes the relative entropy among positive-definite γ of order q and using Jensen’s inequality, we obtain that, for q large enough, 0 ≤ D(fa || γ (q) ) ≤ D(fa || fa(q) ).



(63)



(q)



Again, because fa ( · ) converges uniformly towards fa ( · ), we have D(fa || γ (q) ) → 0,



(64)



which establishes convergence in relative entropy. In order to prove convergence in mean square, we use Lemma 5.2.8 of Gray [1991], showing that relative entropy is “stronger” than the L1 norm Z π 1 1 (65) |f (ω) − g(ω)| dω ≤ (2D(f || g)) 2 , 2π −π which implies that γ (q) ( · ) converges towards fa ( · ) in the L1 sense. Now we write ! !   Z π Z π (q) (ω) γ 1 1 ln(γ (q) (ω)) − ln(fa (ω))dω = exp ln dω 1 ≤ exp 2π −π 2π −π fa (ω) Z π (q) 1 γ (ω) ≤ dω, 2π −π fa (ω) where the inequality follows from Jensen’s inequality. Because fa ( · ) is strictly positive over [−π, π], we have Z Z π 1 π (q) 1 γ (ω) (q) (66) ≤ K γ (ω) − f (ω) dω − 1 dω, a 2π −π fa (ω) 2π −π where, for instance, K = minω∈[0,π] fa (ω). Since the right-hand side of (66) goes to 0 as q goes to infinity, we have concluded the convergence proof.



A.3



Proof of Proposition 5



Using the same inequalities as in the proof of Proposition 4, we have ! (q)  2 var(et ) (q) (q) E et − εt = var(et ) − var(εt ) ≤ var(εt ) −1 var(εt )  1  1 2 2 ≤ K D(fa || γ (q) ) ≤ K D(fa || fa(q) ) ,
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For some positive constant K and for some q large enough. Now, ! ! Z π Z π (q) 1 1 f (ω) f (ω) − f (ω) a a a D(fa || fa(q) ) = fa (ω)dω = fa (ω)dω ln ln 1 + (q) (q) 2π −π 2π −π f f (ω) (ω) a a Z π Z π f (ω)  f (ω) 1 1 a a ≤ dω ≤ dω. fa (ω) − fa(q) (ω) (q) fa (ω) − fa(q) (ω) (q) 2π −π 2π −π fa (ω) fa (ω) (q)



(q)



Since fa (ω) converges towards fa (ω) > 0 uniformly in ω ∈ [−π, π], fa (ω)/fa (ω) converges to 1 uniformly in ω. Furthermore, because the Wold representation of at has a radius of convergence ˜ > 0 such that R > 1, we have that for all 1/R < m < 1, there exists K ˜ q, (67) fa (ω) − fa(q) (ω) < Km for all ω ∈ [−π, π] and all q ∈ N. Those last two results combined with the previous inequality show that, for all 1/R < m < 1, there exists L > 0 such that, for all q ∈ N, 2  q (q) E et − εt ≤ Lm 2 .



A.4



(68)



Proof of Proposition 6



This proof uses the methods of Appendix A.2. We first fix some notations. Recall that the REE is (b) pt = Φ(b) (L)εt = (1 + Γ(L)L/(1 − b))εt . Let fp (ω) = Φ(b) (eiω )Φ(b) (e−iω ) be the spectral density (b) of the price process. Define et as the forecast error of an MA(q)-optimal agents in the REE. The (b) goal of this proof is to show that et converges in mean square to εt as |b| goes to infinity. (b) (b) (b) We first write et = εt + ψ1 εt−1 . . .. It implies that var(et − εt ) = var(et ) − var(εt ). Thus, (q) (b) et converges in mean square towards εt if and only if var(et ) converges to var(εt ). As we know (b) from (58), V (et ) can be written  Z π   Z π    1 1 (b) (b) f (ω)dω exp ln γ (ω) dω , 2π −π p 2π −π where γ (b) solves the minimization of entropy problem   min D fp(b) || γ γ∈Γ



We observe that when |b| goes to infinity, Φ(b) (z) = 1 + Γ(z)z/(1 − b) converges uniformly to 1 on every compact set of the domain of definition of Γ(z). This implies in particular that, for |b| large enough, the polynomial 1 + Γ(z)z/(1 − b) has no root inside the unit circle. Thus, for |b| large enough, εt is the innovation of the price process. We use the Kolmogorov formula to write ! !   Z π Z π (b) (b) (ω) 1 γ 1 var(et ) f (b) (ω)dω exp ln = 1≤ dω . (69) (b) var(εt ) 2π −π p 2π −π fp (ω)



27



The following manipulations are similar to that of Appendix A.2: ! ! Z π Z π (b) 1 1 γ (ω) γ (b) (ω) exp dω ≤ dω ln (b) 2π −π 2π −π fp(b) (ω) fp (ω) Z π γ (b) (ω) 1 | (b) ≤ 1+ − 1 | dω 2π −π fp (ω) Z K π ≤ 1+ | γ (b) (ω) − fp(b) (ω) | dω. 2π −π



(70) (71) (72)



The first inequality follows from Jensen’s inequality. The third one is true for |b| large enough for some positive K, and follows from uniform convergence towards 1. Then observe that γ (b) solves a minimization of entropy problem, implying     0 ≤ D fp(b) || γ (b) ≤ D fp(b) || 1 . (73) Lemma 5.2.8 from Gray [1991] gives 1 2π



Z



(b)



(b)



π



−π



|γ



(b)



   1 fp (ω) 2 . | dω ≤ 2D fp(b) || γ (b) (ω) − R π (b) 1/2π −π fp (x) dx



(74)



Since fp converges uniformly towards 1 as b goes to infinity, (73) and (74) implying that the L1 (b) distance between fp ( · ) and γ (b) ( · ) goes to 0 as b goes to infinity. In order to conclude, we combine (70) and (73) to obtain       R (b) Rπ (b) var(e ) π γ (b) (ω) 1 1 1 ≤ var(εtt ) = f (ω)dω exp ln dω (b) 2π −π p 2π −π fp (ω)     R R π |γ (b) (ω)−fp(b) (ω)| (b) π 1 1 1 + 2π −π dω . ≤ (b) 2π −π fp (ω)dω fp (ω)



(b)



The right-hand side converges to 1 because of (74) and because fp ( · ) converges uniformly to 1 on the unit circle.



A.5



Proof and Numerical Procedure for Section 4.3



We first have to prove the claim that, when |b| is large enough and λ = 1, the information set of rational agents is equal to L2 (εt−1 ). We first note that it is sufficient to show that εt is the innovation of {pt }t∈Z . Then, we write ! ˜ θ(L) −b et , + pt = (1 + θ(L)L)et = 1−b 1−b ˜ where θ(z) is the polynomial of equation (17). We know that this polynomial is independent of b. Therefore, pt = ψ (b) (L)et for some polynomial ψ (b) (z) of order q converging uniformly to 1 on the unit disk as b goes to infinity. Hence, for |b| large enough, ψ (b) (z) has all its roots outside the unit circle. Since the innovation of {et }t∈Z is {εt }t∈Z , this also implies that for |b| large enough, the innovation of {pt }t∈Z is {εt }t∈Z .
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We now describe our procedure for calculating equilibrium prices when λ ∈ [0, 1]. We guess that rational agents’ information set is equal to L2 (εt−1 ) (we will verify that guess later). Then, the cobweb equilibrium equation becomes pt = at + bλθ(L)et−1 + b(1 − λ)E(pt |εt−1 ),



(75)



where, as before, θ(L)et−1 denotes the forecast of MA(q)-optimal agents. Since L2 (et−1 ) ⊆ L2 (εt−1 ), we have pt − E(pt |εt−1 ) = εt . Substituting this equation into (75) and writing at = (1 + Γ(L)L)εt , we find   Γ(L)L bλ (λ) pt = 1 + εt + θ(L)et−1 = at + b(λ) θ(L)et−1 , (76) 1 − b(1 − λ) 1 − b(1 − λ) where (λ) at



 = 1+



b(λ) =



Γ(L)L 1 − b(1 − λ) bλ . 1 − b(1 − λ)







εt



(77) (78)



Hence, once rational agents’ expectations are substituted into the cobweb equilibrium equation, we are left with a special case of the economy we studied in Section 3, with an appropriately modified (λ) exogenous process {at }t∈Z and coefficient b(λ) . We can use our programs to easily calculate the forecast error. This calculation is correct only if our guess is verified, that is, only if the information set of rational agents is in fact L2 (εt−1 ). The following paragraph provides sufficient conditions for it to be the case. ˜ First, the guess is verified whenever L2 (pt ) = L2 (εt ). As usual, we let θ(z) denote the solution (λ) ˜ ˜ of et = at /θ(L) and cov(et , et−k ) = 0, for all k ∈ {1, . . . , q}. We have θ(L) = 1 + (1 − b)θ(L)L. Substituting these formulas into the cobweb equilibrium equation, we find ! (λ) b(λ) at pt = 1− ˜ (1 − b(λ) ) θ(L) !  Γ(L)L εt b(λ) 1+ . = 1− ˜ 1 − b(1 − λ) 1 − b(λ) θ(L) ˜ where we use equation (77) to derive the second equality. Since θ(z) has all its roots outside the 2 t 2 t unit circle, we find that L (p ) = L (ε ) if and only if the polynomial !  Γ(z)z b(λ) 1+ ψ(z) = 1 − ˜ 1 − b(1 − λ) θ(z) has all its roots outside the unit circle. The polynomial ψ(z) is calculated as follows: the numerical procedure outlined in Section 3.3 provides the filter ˜ iω )θ(e ˜ −iω ) = 1 + θ(e



q X k=1



  γk e−iωk + eiωk .



˜ given the filter θ(e ˜ iω )θ(e ˜ −iω ). In order to calculate ψ(z), we need to calculate the polynomial 1/θ(z) We use the Matlab function ac2poly which computes an autoregressive filter for a given autocorrelation function. Namely, ac2poly(c) computes the polynomial A(z) = 1 + A1 z + A2 z 2 + . . . such
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that a process A(L)xt = εt admits the given autocorrelation function c = (1, c1 , c2 , . . .). In our case, ˜ if we input the autocorrelation function (1, γ1 , . . . , γq , 0, 0, . . .), then ac2poly will return 1/θ(z). Of ˜ course, 1/θ(z) is in fact a polynomial of infinite order, so the function ac2poly is only providing an approximation. ˜ Given 1/θ(z), we can calculate the polynomial ψ(z) and check that all its roots are outside the unit circle by verifying numerically that min



z∈C,|z|


|ψ(z)|2



is strictly greater than 0.
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Figure 1: Spectral Density of the Forecast Error in MA(q) equilibria of order q = 1, 3, 7 (Example 4).
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Figure 2: Variance V (0, b), for b ∈ [1.1, 4] in Example 4.
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Figure 3: Variance V (0, b), for b ∈ [0.5, 0.9] in Example 4.
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Figure 4: Variance V (λ, 4), for λ ∈ [0, 0.5] and b = 4 in Example 4.
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