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Contextualization • Representation and solution of Markovian models to extract performance indices Kronecker based formalisms advantages modular representation (descriptor) low memory consumption: the Markov Chain is never represented, only implicitly accessed



numerical solution mechanism: vector-descriptor product Examples Stochastic Automata Networks (SAN) Superposed Generalized Stochastic Petri Nets (SGSPN) Performance Evaluation Process Algebra (PEPA) Czekster et al.
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Objective



Our goal “Proposition of an algorithm to restructure tensor terms to enhance the numerical solution of structured Markov Chains (MC)” Discussion profit from tensor algebra properties time x memory tradeoffs in VDP algorithms special interest: Split algorithm
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Agenda



Kronecker based formalisms Classic VDP algorithms Split algorithm in detail Algorithm to restructure tensor terms Conclusion and future works
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Kronecker based formalism: SAN A(1) A



Description semi-autonomous entities



A(2) l0



s0



X



states, transitions, events



s1



s0



local and synchronizing



B l3 s1



l1



l2



Y



Z



constant or functional rates underlying MC



l4



C f ← ((stA(1) = A) OR (stA(1) = C )) × r6 Type Event s0 syn s1 syn l0 loc l1 loc l2 loc l3 loc loc l4
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Rate r0 r1 r2 r3 r4 r5 f



Details Storage: tensorial Product State Space (PSS) Classical and Generalized Tensor Algebra (CTA, GTA)
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Overview of tensor algebra properties Main properties A ⊕ B = (A ⊗ InB ) + (InA ⊗ B) A ⊗ B = (A ⊗ InB ) × (InA ⊗ B) • Permutations: associated computational cost for redirections 



X W







I L O
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Overview of tensor algebra properties Main properties A ⊕ B = (A ⊗ InB ) + (InA ⊗ B) A ⊗ B = (A ⊗ InB ) × (InA ⊗ B) • Additive Unitary Normal Factor (AUNF) property      0 ··· XI · · · 0   I J K X Y   .. . .  .. . . .   . ⊗ L M N = . . . . + · · · + . W Z O P Q 0 ··· 0 ··· 0



 0 ..  .  ZQ



• Decomposition in a sum of matrices, where each matrix containing only one non-zeroed element
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Markovian descriptor and tensor products terms ˜ • Infinitesimal generator Q: ˜= Q



N M i =1



 N      E where Ql   Q e +    Qe −



(i ) Ql



+



N E O X e=1



(i ) Qe +



+



N O i =1



i =1



(i ) Qe −



!



number on automata number of synchronizing events matrices to account for the local events and the diagonal adjust matrices to account for the synchronizing events matrices to account for the diagonal adjust of synchronizing events.



• Since tensor sums are tensor products with identities, ˜= Q



N N+2E X O j=1
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Example of a tensor product term in SAN A(1) A A(2) s0



l0



X s0



Type Event syn s0 syn s1 loc l0 loc l1 loc l2 loc l3 loc l4



s1



B l3 s1



l1



l2



Y



Z l4



C



f



Qs0+ =



(1) QA s0+



⊗



(2) QA s0+



← ((st A(1)



=



A B C
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= A) OR (st A(1) = C )) × r6 A



B



0  0 0



r0 0 0







Rate r0 r1 r2 r3 r4 r5 f



C  0 0  0



X



⊗



Y Z



X



Y



0  1 0



0 0 0
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Vector-descriptor product Markovian descriptor



probability vector π



z



(π0



}| { π1 . . . π8 )



z



(1)



QA l



   A(1)  Qs0+    A(1) ×  Qs0−    A(1)  Qs1+   (1) QA s1−



}| ⊕ + ⊗ + ⊗ + ⊗ + ⊗



(2)



QA l



(2)



QA s0+



(2) QA s0− (2) QA s1+ (2)



QA s1−



{



      N+2E X  ⇒   j=1     



π×



"



N O i =1



(i ) Qj



#!



Sparsed: high memory consumption m Split: flexible approach, hybrid algorithm Shuffle: memory efficient Czekster et al.
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Shuffle Algorithm overview



normal factor decomposition Q(1) ⊗ Q(2) ⊗ . . . ⊗ Q(N−1) ⊗ Q(N) =



Q(1) ⊗ In2 ⊗ . . . In1 ⊗ Q(2) ⊗ . . . ... In1 ⊗ In2 ⊗ . . . In1 ⊗ In2 ⊗ . . .
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InN−1 InN−1



⊗ ⊗



InN InN



× ×



⊗ Q(N−1) ⊗ InN × ⊗ InN−1 ⊗ Q(N)
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Shuffle Algorithm Basic operation for a single iteration



π×



"



N O i =1



Q(i )



#



( Qi h i I nk nlefti = (i ) → π× Inlefti ⊗ Q ⊗ Inrighti Qk=1 N Inrighti = k=i +1 nk



Characteristics memory efficient approach



calculates positions to jump in the tensor structure Complexity to multiply a tensor term N X i =1
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nlefti × nrighti × nzi =



N Y i =1



ni ×



N X nzi i =1



ni
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Split Algorithm Flexible and hybrid approach Q (1)



⊗



Q (γ=2)



⊗



...



⊗



Q (N−2)



sparsed



⊗



Q (N−1)



⊗



Q (N)



structured (shuffle)



Division of each tensor product term sparsed and structured part



AUNF: data structure holding scalar and vector indices Q combination of non-zeroed elements ( γi =1 nzi )



Complexity to multiply a tensor term     !  γ N N N X Y Y Y nzi  ni  +  ni × nzi × (γ − 1) +  ni i =1
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Split Algorithm Optimization: AUNF pre-computation and storage γ Y



nzi



i =1



!











N Y



× (γ − 1) + 



i =γ+1



Flexibility • tensor term matrix reorder











ni  + 



N Y



i =γ+1



 N X nzi  ni × ni i =γ+1



• control of memory consumption



Ideal optimization: only identities in the structured side γ Y



i =1



Czekster et al.



nzi



!











× (γ − 1) + 



N Y



i =γ+1











ni  + 



N Y



i =γ+1



 N X nzi  ni × ni i =γ+1



Restructuring tensor products to enhance the numerical solution of structured MC



September 17th , 2010



Introduction



Kronecker based



Descriptors and solution



Restructuring



Conclusion



Restructuring generalized tensor terms Example Functional evaluation: sparsed or structured part? Constraints parameters (A(1) , A(5) ) number of evaluations (structured part)



Matrix permutations identity matrices x memory consumption very low cost of redirection A(1)  0 2 γ =?
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A(2) 



 1 0 1 ⊗ 0 1 0 g 0 0



A(3) 



0  0 0⊗ g f 1



  0 0 ⊗ 0 0 g 0



A(4)







1 0 0  0 0 0⊗ g 0 5 0 0 



  f ← (st A(1) = 1) AND (st A(5) = 0) × rate



0 1 0 0
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Restructuring generalized tensor terms Functional evaluation An identity matrix is parameter (A(5) ) #AUNFs = 2 × 4 × 1 × 1 = 8 Advantages function evaluation only once throughout method stored in AUNF list (pre-computation optimization) A(1)    1 0 1 ⊗ 0 2 0 g 0 γ=4 0



0 1 0 0



A(5) 0 0 1 0



A(3)   0   0  0⊗ 0 0 ⊗ 0 0 g f 0 g 0 1



A(4)



A(2)



  1 0 0 0 0⊗0 g 0 5 0



 0 0 1 0 0 1



  f ← (st A(1) = 1) AND (st A(5) = 0) × rate Czekster et al.
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Heuristic for restructuring generalized tensor products • Block: set of matrices of a given tensor product term • Threshold: additional memory to spend with sparsed part • Objective: find cut-parameter (γ) for a tensor product term Algorithm description 1. classify all blocks (identity, constant, functional) 2. place identity block in structured part 3. for all remaining blocks from highest to lowest sparsity do 4. 5. 6. 7.



if block memory consumption within Threshold place block in sparsed part and update memory else place block in structured part



8. endfor Czekster et al.
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Heuristic for restructuring Heuristics used to derive the results “weak interactions”, e.g., tensor term with lots of identity matrices functions that depend on a few number of entities choose memory consumption (low) and different cut-parameters for every tensor product term Special cases product terms with circular functions Shuffle handles it very well



[Fernandes et al., JACM 1998]



product terms with no identities choose Shuffle for memory efficiency
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Results Table: Comparative gains until convergence for different thresholds (th) Time Additional Model PSS #iter. th: 0 MB th: 1 MB Memory (Shuffle) (Split) adhoc16-cta 19,131,876 93,126 24 days 4 days 512 Bytes adhoc16-gta 19,131,876 93,126 85 days 7 days 27 KBytes FAS20-cta 1,048,576 416 19 min 3 min 608 Bytes Phil16-cta 43,046,721 1,071 23 h 6h 1.5 KByte RS14 11-cta 196,608 125 42 s 14 s 7 KBytes NUMA8-cta 55,427,328 5,728 48 days 2 days 9 KBytes OQN-cta 15,813,251 10,144 14 h – – Slaves10-cta 7,263,027 2,696 9h – – Slaves10-gta 7,263,027 2,696 10 h – –
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Results Table: Comparative gains until convergence for different thresholds (th) Time Additional Model PSS #iter. th: 0 MB th: 4 MB Memory (Shuffle) (Split) adhoc16-cta 19,131,876 93,126 24 days 4 days 512 Bytes adhoc16-gta 19,131,876 93,126 85 days 7 days 27 KBytes FAS20-cta 1,048,576 416 19 min 3 min 608 Bytes Phil16-cta 43,046,721 1,071 23 h 6h 1.5 KByte RS14 11-cta 196,608 125 42 s 14 s 7 KBytes NUMA8-cta 55,427,328 5,728 48 days 2 days 9 KBytes OQN-cta 15,813,251 10,144 14 h 8h 3.82 MBytes Slaves10-cta 7,263,027 2,696 9h – – Slaves10-gta 7,263,027 2,696 10 h – –
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Results Table: Comparative gains until convergence for different thresholds (th) Time Additional Model PSS #iter. th: 0 MB th: 80 MB Memory (Shuffle) (Split) adhoc16-cta 19,131,876 93,126 24 days 4 days 512 Bytes adhoc16-gta 19,131,876 93,126 85 days 7 days 27 KBytes FAS20-cta 1,048,576 416 19 min 3 min 608 Bytes Phil16-cta 43,046,721 1,071 23 h 6h 1.5 KByte RS14 11-cta 196,608 125 42 s 14 s 7 KBytes NUMA8-cta 55,427,328 5,728 48 days 2 days 9 KBytes OQN-cta 15,813,251 10,144 14 h 8h 3.82 MBytes Slaves10-cta 7,263,027 2,696 9h 3h 75.17 MBytes Slaves10-gta 7,263,027 2,696 10 h 3h 77.51 MBytes Total 160 days 12 days
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Conclusion and future works Summary restructuring tensor products to enhance numerical solution vector-descriptor product algorithms implications and tradeoffs (time, memory) balance memory usage using the flexible Split approach ideas applicable to all Kronecker based approaches Future works classes of models suitable for Split analysis of function “complexity” (GTA to CTA) exploring parallel (multi-core) techniques
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