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RIGHT LIMITS AND REFLECTIONLESS MEASURES FOR CMV MATRICES JONATHAN BREUER, ERIC RYCKMAN, AND MAXIM ZINCHENKO



Abstract. We study CMV matrices by focusing on their right-limit sets. We prove a CMV version of a recent result of Remling dealing with the implications of the existence of absolutely continuous spectrum, and we study some of its consequences. We further demonstrate the usefulness of right limits in the study of weak asymptotic convergence of spectral measures and ratio asymptotics for orthogonal polynomials by extending and refining earlier results of Khrushchev. To demonstrate the analogy with the Jacobi case, we recover corresponding previous results of Simon using the same approach.



1. Introduction This paper considers some issues in the spectral theory of CMV matrices viewed through the lens of the notion of right limits. In particular, a central theme will be the fact that one may use the properties of right limits of a given CMV matrix to deduce relations between the asymptotics of its entries and its spectral measure. CMV matrices (see Definition 1.2 below) were named after Cantero, Moral and Vel´ azquez [4] and may be described as the unitary analog of Jacobi matrices: they arise naturally in the theory of orthogonal polynomials on the unit circle (OPUC) in much the same way that Jacobi matrices arise in the theory of orthogonal polynomials on the real line (OPRL). Two related topics will be at the focus of our discussion. The first is the extension to the CMV setting of a collection of results, proven recently by Remling [33], describing various consequences of the existence of absolutely continuous spectrum of Jacobi matrices. The second topic is the simplification of various elements of Khrushchev’s theory of weak limits of spectral measures, through the understanding that the matrices at the center of attention have right limits in a very special class. As we shall see, these two subjects are intimately connected through the notion of reflectionless whole-line CMV matrices. This is a concept that has been extensively investigated in recent years, in the context of both CMV and Jacobi matrices ([6], [7], [9]–[11], [14], [17]–[22], [24]–[29], [32], [33], [38]–[42]) and was seen to have numerous applications in their spectral theory. There are various definitions of this notion, all of which turn out to be equivalent in the Jacobi matrix case. We shall show that this is not true in the CMV case. In particular, we construct an example of a whole-line CMV matrix that is not reflectionless in the spectral-theoretic sense, while all of its diagonal spectral measures are reflectionless in the measure-theoretic sense. We will show, however, that this may only happen for a very limited class Date: March 4, 2009. 2000 Mathematics Subject Classification. 42C05, 30E10, 34L40. Key words and phrases. Right limits, reflectionless property, CMV operators, ratio asymptotics. 1
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of CMV matrices. Their existence in the CMV case, together with Remling’s Theorem (Theorem 1.4 below), provides for a simple proof of Khrushchev’s Theorem (Theorem 1.9 below). We should remark that ours is not the first paper to deal with right limits of CMV matrices. For other examples and related results, see for instance [15] and [23]. In order to describe our results, some notation is needed: given a probability mea∞ sure, µ, on the boundary of the unit disc, ∂D, we let {Φn (z)}∞ n=0 and {ϕn (z)}n=0 denote the monic orthogonal and the orthonormal polynomials one gets by applying the Gram–Schmidt procedure to 1, z, z 2 , . . . (we assume throughout that the support of µ is an infinite set so the polynomial sequences are indeed infinite). The Φn satisfy the Szeg˝ o recurrence equation: Φn+1 (z) = zΦn (z) − αn Φ∗n (z)



(1.1)



∗ where {αn }∞ n=0 is a sequence of parameters satisfying |αn | < 1 and Φn (z) = n ∞ z Φn (1/z). We call {αn }n=0 the Verblunsky coefficients associated with µ. As is well known [36], the sequence {αn }∞ n=0 may be used to construct a semi-infinite 5-diagonal matrix, C, (called the CMV matrix) such that the operator of multiplication by z on L2 (∂D, dµ) is unitarily equivalent to the operator C on `2 (Z+ ) (Z+ = {0, 1, 2, . . .}). Explicitly, C is given by   α ¯0 α ¯ 1 ρ0 ρ1 ρ0 0 0 ...  ρ0 −¯ α1 α0 −ρ1 α0 0 0 ...     0 α ¯ 2 ρ1 −¯ α2 α1 α ¯ 3 ρ2 ρ3 ρ2 ...    (1.2) C= ρ2 ρ1 −ρ2 α1 −¯ α3 α2 −ρ3 α2 . . .    0   0 0 0 α ¯ 4 ρ3 −¯ α4 α3 . . . ... ... ... ... ... ...  1/2 with ρn = 1 − |αn |2 . Now, for a probability measure µ on ∂D, let dµ(θ) = w(θ)dθ + dµsing (θ) be the decomposition into its absolutely continuous and singular parts (with respect to the Lebesgue measure). If C is the corresponding CMV matrix, we define the essential support of the absolutely continuous spectrum of C to be the set Σac (C) ≡ {θ | w(θ) > 0}. Clearly, Σac (C) is only defined up to sets of Lebesgue measure zero, so the symbol and the name should be understood as representing elements in an equivalence class of sets rather than a particular set. For the sake of simplicity we will ignore this point in our discussion. The first part of this paper deals with proving the analog of Remling’s Theorem (Theorem 1.4 in [33]) for CMV matrices and deriving some consequences. In a nutshell, Remling’s Theorem for CMV matrices says that for any given CMV matrix, C, all of its right limits are reflectionless on Σac (C) (see Definitions 1.2 and 1.3 and Theorem 1.4 below). Here is a consequence that will also provide the link to Khrushchev’s theory (the Jacobi analog was stated and proved in [33]):



Theorem 1.1. Let {αn }∞ αn }∞ n=0 and {e n=0 be two sequences of Verblunsky coefficients such that (with ∆n = α en − αn ) (i) |αn | < 1, |e αn | < 1 for all n. ∞ (ii) There exist sequences {mj }∞ j=1 , {nj }j=1 with nj − mj → ∞ so that lim



sup



j→∞ mj ≤n


|∆n | = 0.
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(iii) lim supj→∞ |∆nj | > 0. Furthermore, let C and Ce denote the CMV matrices of {αn }∞ αn }∞ n=0 and {e n=0 respectively. Then    Leb Σac C ∩ Σac Ce = 0 (1.3) where Leb(·) denotes Lebesgue measure. In particular, if C is associated with a sequence of Verblunsky coefficients satisfying ∀k ≥ 1 lim αn αn+k = 0, n→∞



lim sup |αn | > 0,



(1.4)



n→∞



then C has purely singular spectrum. In order to state Remling’s Theorem we need some more terminology. Definition 1.2. Given a sequence of Verblunsky coefficients {αn }∞ n=0 , a doublyinfinite sequence of parameters {e αn }n∈Z with |e αn | ≤ 1 is called a right limit of {αn }∞ en = n=0 if there is a sequence of integers nj → ∞ such that ∀n ∈ Z, α limj→∞ αn+nj . Since a sequence of Verblunsky coefficients is always bounded, by compactness it always has at least one (and perhaps many) right limits. Given a doubly infinite sequence {e αn }n∈Z , one may also define a corresponding unitary matrix on `2 (Z), extending the half-line matrices to the left and top (see (3.1) for the precise form). We call such a matrix the corresponding whole-line CMV matrix and denote it by E. For this reason, we shall often refer to a doubly infinite sequence of numbers {e αn }n∈Z with |e αn | ≤ 1 as a (doubly infinite) sequence of Verblunsky coefficients. If {e αn }n∈Z is a right limit of {αn }∞ n=0 , we refer to the corresponding whole-line CMV matrix as a right limit of the half-line CMV matrix associated with {αn }∞ n=0 . Recall that any probability measure µ on ∂D may be naturally associated with a Schur function f (an analytic function on D satisfying supz∈D |f (z)| ≤ 1) and a Carath´eodory function F (an analytic function on D satisfying F (0) = 1 and Re F (z) > 0 on D). This is given by Z 2π iθ e +z 1 + zf (z) = F (z) = dµ(θ). (1.5) 1 − zf (z) eiθ − z 0 The correspondence is 1-1 and onto. By a classical result, limr↑1 F (reiθ ) and limr↑1 f (reiθ ) exist Lebesgue a.e. on ∂D. We denote them by F (eiθ ) and f (eiθ ) respectively and, when there is no danger of confusion, simply by F (z) or f (z) for z ∈ ∂D. Given a Schur function, f , let f0 = f and define a sequence of Schur functions fn and parameters γn ∈ D by zfn+1 (z) =



fn (z) − γn , 1 − γ n fn (z)



γn = fn (0).



If for some n, |γn | = 1, we stop and the Schur function is a finite Blaschke product. Otherwise, we continue. It is known [36] that this process (known as the Schur algorithm) sets up a 1-1 correspondence between Schur functions f and parameter sequences γn ∈ D, so given any sequence γn ∈ D there is a unique Schur function f (z; γ0 , γ1 , . . . ) associated to it in the above way. The γ’s are frequently termed the Schur parameters associated to f (or equivalently, to µ or F ). Geronimus’s
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Theorem [8] says that γn = αn (the Verblunsky coefficients of µ appearing above). Finally, note that by definition fn (z; α0 , α1 , . . . ) = f (z; αn , αn+1 , . . . ).



(1.6)



For a doubly infinite sequence of Verblunsky coefficients, {αn }n∈Z (some of which may lie on ∂D), we define two sequences of Schur functions: f+ (z, n) = f (z; αn , αn+1 , . . . )



and f− (z, n) = f (z; −αn−1 , −αn−2 , . . . )



(1.7)



where as usual, if one of the α’s lies in ∂D then we stop the Schur algorithm at that point and the corresponding Schur function is a finite Blaschke product. Definition 1.3. Let {αn }n∈Z be a doubly-infinite sequence of Verblunsky coefficients and let E be the associated whole-line CMV matrix. Given a Borel set A ⊆ ∂D, we will say E is reflectionless on A if for all n ∈ Z, zf+ (z, n) = f− (z, n) for Lebesgue almost every z ∈ A. By the Schur algorithm, one can easily see that “for all n ∈ Z” may be replaced with “for some n ∈ Z.” Remark. The analogous definition for whole-line Jacobi matrices involves a similar relationship between the left and right m-functions. The following is the CMV version of Remling’s Theorem: Theorem 1.4 (Remling’s Theorem for CMV matrices). Let C be a half-line CMV matrix, and let Σac (C) be the essential support of the absolutely continuous part of the spectral measure. Then every right limit of C is reflectionless on Σac (C). Remling’s proof in the Jacobi case relies on previous work by Breimesser and Pearson [1, 2] concerning convergence of boundary values for Herglotz functions. We will prove Theorem 1.4 using the analogous theory for Schur functions. For a CMV matrix, C, recall that its essential spectrum, σess (C), is its spectrum with the isolated points removed. The following extension of a celebrated theorem of Rakhmanov is a simple corollary of Theorem 1.4: Theorem 1.5. Assume Σac (C) = σess (C) = A where σess (C) is the essential spectrum of C. Then for any right limit E of C, σ(E) = A and E is reflectionless on A. Remark. In the case that A is a finite union of intervals, the class of whole-line CMV matrices, TA , described in the above theorem is called the isospectral torus of A. Much the same as in the Jacobi case ([33, Sect. 6], [42, Sect. 2]) the torus structure is naturally introduced by considering the gaps ∂D\A = ∪`j=1 (aj , bj ). The torus is obtained by taking two copies of each interval, “gluing” them at the edges and taking the Cartesian product. It then turns out that each point in this torus corresponds to a unique matrix in TA . More formally, one identifies CMV matrices E ∈ TA with `-tuples (tˆ1 , . . . , tˆ` ), tˆj = (tj , εj ), where tj ∈ [aj , bj ], εj ∈ {±1}, and we identify (tj , 1) and (tj , −1) if tj = aj or bj . As [28, Thm. 1.4] has a detailed discussion of this identification in a slightly more general context (see also [12] for the case of a single arc spectrum), we simply sketch the argument here. The key is a circular analogue of Craig’s formula [6] for Carath´eodory functions, Fe, with Im Fe = 0 a.e. on A, Re Fe = 0 on ∂D\A, and having no zeros in ∂D\A. By this formula, every such Fe has a single singularity
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in each gap (a simple pole in the interior of a gap or a square root singularity at an edge), and is uniquely determined up to a positive multiplicative constant by the locations of these singularities tj ∈ [aj , bj ] (note that Fe is not necessarily normalized to have Fe(0) = 1, and in general Fe(0) is not real). Given the εj ’s, Fe can be uniquely decomposed into a sum of two Carath´eodory functions Fe± having no common poles, Fe+ (0) > 0, and Fe+ = Fe− a.e. on A. This is done by assigning each pole of Fe to either Fe+ or Fe− according to the sign of the corresponding εj ’s (the “gluing” comes from the fact that both will have a square root singularity at tj if it is at an edge). After normalizing Fe and Fe± by Fe+ (0) = 1, it follows that every `-tuple (tˆ1 , . . . , tˆ` ) corresponds to a unique pair Fe± . These, in turn, define 1+zf+ (z) 1+f− (z) two Schur functions f± by Fe+ (z) = 1−zf and Fe− (z) = 1−f with zf+ = f− + (z) − (z) a.e. on A, which then determine a CMV matrix E ∈ TA . Conversely, it is easy to see by reversing the above steps that every element of TA corresponds to a unique `-tuple. If A = ∂D, the isospectral torus is known to consist of a single point—the CMV matrix with Verblunsky coefficients all equal to zero [12]. Thus, one gets Rakhmanov’s Theorem [30, 31] as a corollary. Proof of Theorem 1.5. Let E be a right P limit of C and {δn }n∈Z be the standard orthonormal bais for `2 (Z). For ψ = n∈Z 2−|n| δn , let dµψ (θ) = wψ (θ)dθ +dµψ,sing be the spectral measure of ψ and E. Let Σac (E) = {θ | wψ (θ) > 0} (defined, again, up to sets of Lebesgue measure zero). By Theorem 1.4, A ⊆ Σac (E) (up to a set of Lebesgue measure zero), since the reflectionless condition implies positivity of the real part of the Carath´eodory function associated with dµψ . Also, σ (E) ⊆ σess (C) = A by approximate-eigenvector arguments (see for instance [23]). Since obviously Σac (E) ⊆ σ(E), we have equality throughout. The reflectionless condition now follows from Theorem 1.4.  Remark. Using Theorem 1.4 and a bit of work, one can also derive parts of Kotani theory for ergodic CMV matrices (see for instance [37, Sect. 10.11]). Remling also obtains deterministic versions of these results for Jacobi matrices (see [33, Thm’s 1.1 and 1.2]). His proofs extend directly to the CMV case we are considering, so we will not pursue this here. Corresponding to the notion of reflectionless operators, there is also the notion of reflectionless measures: Definition 1.6. A probability measure µ on ∂D is said to be reflectionless on a Borel set A ⊆ ∂D if the corresponding Carath´eodory function F has Im F (eiθ ) = 0 for Lebesgue a.e. eiθ ∈ A. Remark. The analogous definition for measures on the real line involves the vanishing of the real part of the Borel (a.k.a. Cauchy or Stieltjes) transform of µ (see for instance [43]). Remark. There is also a natural dynamical notion for when an operator is reflectionless. For the relationship between this and spectral theory see [3]. Reflectionless Jacobi matrices and reflectionless measures on R are related in the following way: given a whole-line Jacobi matrix, H, let µn be the spectral measure of H and δn (δn ∈ `2 (Z) is defined by δn (j) = δn,j with δn,j the Kronecker delta).



6



JONATHAN BREUER, ERIC RYCKMAN, AND MAXIM ZINCHENKO



Then H is reflectionless on A ⊆ R if and only if µn are reflectionless on A for all n ∈ Z (again, see [43]). A fact we would like to emphasize in this paper is that the analogous statement does not hold for CMV matrices. Example 1.7. Fix j0 ∈ Z and some 0 < |β| < 1, and let {αn }n∈Z be the sequence of Verblunsky coefficients defined by ( β n = j0 αn = 0 otherwise. Let E be the CMV matrix for these α’s. From the Schur algorithm we see f (z; 0, 0, . . . ) = 0



and



f (z; β, 0, 0, . . . ) = β,



(1.8)



so E is not reflectionless anywhere. On the other hand, let µn be the spectral measure of E and δn , and let f (z, n) its corresponding Schur function. It is shown in [13] (see also [18] for the analogous formula in the half-line case) that f (z, n) = f+ (z, n)f− (z, n),



z ∈ D, n ∈ Z.



(1.9)



dθ Thus, for any n ∈ Z, (1.8) implies dµn (θ) = 2π . In particular, µn is reflectionless on all of ∂D while E is not reflectionless on any subset of positive Lebesgue measure.



We will show, however, that this is the only example of such behavior: Theorem 1.8. Let E be the whole-line CMV matrix corresponding to the sequence {αn }n∈Z , satisfying αn 6= 0 for at least two different n ∈ Z. Then E is reflectionless on A ⊆ ∂D if and only if µn is reflectionless on A for all n. The connection between the above result and Khrushchev’s theory of weak limits comes from the fact that, together with Example 1.7, Theorem 1.1 provides for a particularly simple proof of the following theorem of Khrushchev. Theorem 1.9 (Khrushchev [18]). Let C be a CMV matrix with Verblunsky coeffiiθ 2 cients {αn }∞ n=0 and measure µ, and let dµn (θ) = |ϕn (e )| dµ(θ). Then dµn (θ) →



dθ 2π



weakly if and only if ∀k ≥ 1 lim αn αn+k = 0. n→∞



Furthermore, these conditions imply that either αn → 0 or µ is purely singular. This theorem is naturally a part of a larger discussion dealing with weak limits of µn . In particular, Khrushchev’s theory deals with the cases in which such weak limits exist. We will show that the analysis of these cases becomes simple when performed using right limits. The reason for this is that the µn above are actually the spectral measures of C and δn and, along a proper subsequence, these converge weakly to the corresponding spectral measures of the right limit. Thus, if µn converges weakly to ν as n → ∞, all of the diagonal measures of any right limit are ν. This leads naturally to Definition 1.10. We say that a whole-line CMV matrix, E, belongs to Khrushchev Class if µn = µm for all n, m ∈ Z, where µj is the spectral measure of E and δj . By the discussion above,
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Proposition 1.11. If C is a CMV matrix such that the sequence µn has a weak limit as n → ∞ then all right limits of C belong to Khrushchev Class. Thus, Khrushchev theory reduces to the analysis of Khrushchev Class. Since Simon analyzed the analogous Jacobi case [35], we feel the following is fitting: Definition 1.12. We say that a whole-line Jacobi matrix, H, belongs to Simon Class if µn = µm for all n, m ∈ Z, where µj is the spectral measure of H and δj . The final section of this paper will be devoted to the analysis of these two classes. In particular, we rederive all of the main results of [35] and even extend some of those of [19]. We conclude with an amusing (and easy) fact: Proposition 1.13. Any H in the Simon Class is either periodic, and so reflectionless on its spectrum, or decomposes into a direct sum of finite (in fact 2 × 2 matrices), and so has pure point spectrum of infinite multiplicity. Similarly, any E in the Khrushchev Class that does not belong to the class introduced in Example 1.7 is either reflectionless on its spectrum or has pure point spectrum. The rest of this paper is structured as follows. Section 2 contains the proof of Theorems 1.4 and 1.1 as well as an application to random perturbations of CMV matrices. Section 3 contains a proof of Theorems 1.8 and 1.9, and Section 4 contains our analysis of the operators in the Khrushchev and Simon Classes and their relevance to Khrushchev’s theory of weak limits and ratio asymptotics. Acknowledgments. We would like to thank Barry Simon for helpful discussions, as well as the referees for their useful comments. 2. The Proof of Remling’s Theorem for OPUC Our proof will parallel that of Remling [33] quite closely, so we will content ourselves with presenting the parts that differ significantly, but only sketching those parts that are similar. We will first need some definitions. Let z ∈ D and let S ⊂ ∂D a Borel set, and define Z  eiθ + z  dθ ωz (S) = Re iθ . e − z 2π S (Here, and numerous times below, we have made use of the standard identification of ∂D with [0, 2π) in that the integration is actually over the set {θ ∈ [0, 2π) : eiθ ∈ S}. We trust this will not cause any confusion.) If f : D → D is a Schur function, define ωf (eiθ ) (S) = lim ωf (reiθ ) (S). r↑1



As z 7→ ωf (z) (S) is a non-negative harmonic function in D, Fatou’s Theorem implies that this limit exists for (Lebesgue) almost every θ. Given Schur functions fn (z) and f (z), we will say that fn converges to f in the sense of Pearson if for all Borel sets A, S ⊆ ∂D, Z Z dθ dθ lim ωfn (eiθ ) (S) = ωf (eiθ ) (S) . n→∞ A 2π 2π A (We note here that in [1, 2, 33] this mode of convergence was called convergence in value distribution. However, since this term had already been used in [26] for a completely different concept, we will use the above name instead.) The next lemma relates this type of convergence to a more standard one:
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Lemma 2.1. Let f , fn , n ∈ N, be Schur functions. Then fn converges to f in the sense of Pearson if and only if fn (z) converges to f (z) uniformly on compact subsets of D. Of course, in this case it is well-known that the associated spectral measures then converge weakly as well. Proof. We simply sketch the proof since the full details may be found in [33]. For the forward implication, we may use compactness to pick a subsequence where g(z) := limk→∞ fnk exists (uniformly on compact subsets of D) and defines an analytic function. By uniqueness of limits in the sense of Pearson, we then must have g = f . For the opposite direction, one may either use spectral averaging (as in [33]), or simply appeal to Lemma 2.4 below.  The basic result behind Theorem 1.4 is the following analog of a result of Breimesser and Pearson [1]: Theorem 2.2. Let C be a half-line CMV matrix. For all Borel sets S ⊆ ∂D and A ⊆ Σac (C) we have ! Z Z dθ dθ − ωeiθ f− (eiθ ) (S ∗ ) =0 lim ωf+ (eiθ ) (S) n→∞ 2π 2π A A where S ∗ = {z : z ∈ S}. Assuming Theorem 2.2 for a moment, we can prove Theorem 1.4: Proof of Theorem 1.4. Let E be a right limit of C, so there is a sequence nj ↑ ∞ such that limj→∞ αn+nj (C) = αn (E) for the corresponding sequences of Verblunsky coefficients. Thus, if f± (z) are the Schur functions of E defined by (1.7) for n = 0, then f± (z, nj ) → f± (z) as j → ∞ uniformly on compact subsets of D. By Lemma 2.1 and Theorem 2.2 we now have Z Z dθ dθ ωf+ (eiθ ) (S) = ωeiθ f− (eiθ ) (S ∗ ) 2π 2π A A for all Borel sets A ⊆ Σac (C), S ⊆ ∂D. Now Lebesgue’s differentiation theorem and the fact that ωz (S ∗ ) = ωz (S) shows f+ (eiθ ) = e−iθ f− (eiθ ) almost everywhere on Σac (C). Thus, E is reflectionless on Σac (C).







We now turn to the proof of Theorem 2.2. We will need a few preparatory results. Lemma 2.3. For any Schur function f (z), Borel set S ⊆ ∂D, and z ∈ D we have Z 2π ωf (z) (S) = ωf (eiθ ) (S)dωz (eiθ ). 0



In particular, for any Borel set A ⊆ ∂D, Z Z 2π dθ dθ ωf (reiθ ) (S) = ωf (eiθ ) (S)ωreiθ (A) . 2π 2π A 0



RIGHT LIMITS FOR CMV MATRICES



9



Proof. For the first statement, just note that both sides are harmonic functions of z with the same boundary values. The second statement follows by writing dωreiθ (eiφ ) =



1+



r2



1 − r2 dφ − 2r cos(φ − θ) 2π



and applying Fubini’s theorem.







Lemma 2.4. Let A ⊆ ∂D be a Borel subset. Then Z Z dθ dθ lim sup ωf (reiθ ) (S) − ωf (eiθ ) (S) = 0 r↑1 f,S A 2π 2π A where the supremum is taken over all Schur functions f (z) and all Borel sets S ⊆ ∂D. Proof. This follows from Lemma 2.3 and analyzing (the f -independent quantity) Z dθ ωreiθ (Ac ) . 2π A For more details, see Lemma A.1 in [33] whose proof is nearly identical.  We will need a notion of pseudohyperbolic distance on D. Given w1 , w2 ∈ D define |w1 − w2 | p γ(w1 , w2 ) = p . 1 − |w1 |2 1 − |w2 |2 This is an increasing function of the hyperbolic distance on D. As such, if F : D → D is analytic, then  γ F (w1 ), F (w2 ) ≤ γ(w1 , w2 ) and if F is an automorphism with respect to hyperbolic distance on D (written“F ∈ Aut(D)”) then we have equality above. Taking F (z) to be the analytic function whose real part is ωz (S), we see that for all z, ζ ∈ D and all Borel sets S ⊆ ∂D,  |ωz (S) − ωζ (S)| p |ωz (S) − ωζ (S)| ≤ p ≤ γ F (z), F (ζ) ≤ γ(z, ζ). (2.1) 1 − |ωz (S)|2 1 − |ωζ (S)|2 Now let {αn }n∈Z be a sequence of Verblunsky coefficients (some of which may lie on ∂D). Recall the two sequences of Schur functions defined by (1.7): f+ (z, n) = f (z; αn , αn+1 , . . . ),



f− (z, n) = f (z; −αn−1 , −αn−2 , . . . ).



Since the Schur algorithm terminates at any αk ∈ ∂D, we see that for a half-line sequence of α’s (recall α−1 = −1) we have f− (z, n = 0) = −α−1 = 1. Viewing matrix arithmetic projectively (that is, identifying an automorphism of D with its coefficient matrix, see for instance [33]), the Schur algorithm shows f± (z, n + 1) = T± (z, αn )f± (z, n) where



  z 1 −α and T− (z, α) = −zα z −zα By elementary manipulations we see that for any z ∈ C,     1 0 1 0 T+ (z, α) = T (z, α) . 0 z 0 z − 



T+ (z, α) =



We will let P± (z, n) = T± (z, αn−1 ) · · · T± (z, α0 )



 −α . 1



(2.2)
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so that f± (z, n) = P± (z, n)f± (z, n = 0). We have the following mapping properties of T± (z, α): Lemma 2.5. Let α ∈ D. (1) If z ∈ ∂D, then T± (z, α) ∈ Aut(D). (2) If z ∈ D, then T− (z, α) : D → D and  γ T− (z, α)w1 , T− (z, α)w2 ≤ |z|γ(w1 , w2 ) for all w1 , w2 ∈ D. Proof. Let  S(α) =



1 −α



−α 1



 and M (z) =



 z 0



 0 1



so that T+ (z, α) = M (z −1 )S(α) and T− (z, α) = S(α)M (z). Because α ∈ D we have S(α) ∈ Aut(D). If z ∈ ∂D then M (z) ∈ Aut(D) as well, while a straightforward calculation shows that if z ∈ D then  γ M (z)w1 , M (z)w2 ≤ |z|γ(w1 , w2 ). This proves (1) and (2).







With these preliminaries in hand we are ready for the proof of Theorem 2.2. We emphasize again that we are following the proof of Theorem 3.1 from [33]. Proof of Theorem 2.2. Subdivide A = A0 ∪ A1 ∪ · · · ∪ AN in such a way that 1. |A0 | < ε. SN 2. On k=1 Ak , limr↑1 f+ (reiθ , 0) exists and lies in D.  3. For each 1 ≤ k ≤ N , there is a point mk ∈ D such that γ f+ (eiθ , 0), mk < ε for all eiθ ∈ Ak . The construction of such a decomposition is identical to that given in [33], so we do not review it here. To deal with A0 , we note that for any z ∈ D and any Borel set S ⊆ ∂D, we have |ωz (S)| ≤ 1. Thus Z Z dθ dθ ωf+ (eiθ ,n) (S) − ωeiθ f− (eiθ ,n) (S ∗ ) < 2ε. A0 2π 2π A0 SN Now we consider A1 , . . . , AN . Notice that if eiθ ∈ k=1 Ak , then for all n ∈ N we also have that limr↑1 f+ (reiθ , n) exists and lies in D. As P+ (eiθ , n) ∈ Aut(D) we see  γ f+ (eiθ , n), P+ (eiθ , n)mk < ε for all eiθ ∈ Ak and all n ∈ N. Using (2.1) and integrating we find Z Z dθ dθ ω (S) − ωP+ (eiθ ,n)mk (S) < ε|Ak |. iθ Ak f+ (e ,n) 2π 2π Ak By (2.2) and the fact that ωz (S ∗ ) = ωz (S), we can rewrite this as Z Z dθ dθ ωf+ (eiθ ,n) (S) − ωeiθ P− (eiθ ,n)(e−iθ mk ) (S ∗ ) < ε|Ak | Ak 2π 2π Ak



(2.3)
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(and notice that because T− (z, α) = S(α)M (z), we have that zP− (z, n)(z −1 mk ) is indeed a Schur function). By Lemma 2.5 there is an n0 ∈ N so that for all n ≥ n0 ,  γ zP− (z, n)(z −1 wk ), zf− (z, n) < ε. As before, using (2.1) and integrating shows Z Z ∗ dθ ∗ dθ ωzP− (z,n)(z−1 wk ) (S ) − ωzf− (z,n) (S ) < ε|Ak |. Ak 2π 2π Ak



(2.4)



Now use Lemma 2.4 to find an r < 1 so that Z Z dθ dθ ω iθ (S) − ωf (reiθ ) (S) < ε|Ak | Ak f (e ) 2π 2π Ak for all Schur functions f (z), all Borel sets S ⊆ ∂D, and k = 1, . . . , N . Applying this to (2.3) and (2.4) shows Z Z dθ ∗ dθ ωf+ (eiθ ,n) (S) − ωeiθ f− (eiθ ,n) (S ) < 4ε|Ak |. Ak 2π 2π Ak Now summing in k shows Z Z dθ ∗ dθ − ωeiθ f− (eiθ ,n) (S ) < 4ε|A| + 2ε ωf+ (eiθ ,n) (S) A 2π 2π A for all n ≥ n0 .







Next, we illustrate Theorem 1.4 by a simple example of constant coefficients CMV matrices: Example 2.6. Let C be the half-line CMV matrix associated with the constant Verblunsky coefficients αn = a, n ≥ 0, for some a ∈ (0, 1). It follows from the Schur algorithm that the corresponding Schur function fa satisfies the quadratic equation azfa (z)2 + (1 − z)fa (z) − a = 0, and hence is given by p



(1 − z)2 + 4a2 z , z ∈ D, 2az √ where the square root is defined so that eiθ = eiθ/2 for θ ∈ (−π, π). Using the 1+zfa (z) Carath´eodory function Fa (z) = 1−zf we compute a (z) fa (z) =



−(1 − z) +



Σac (C) = {eiθ : Re Fa (eiθ ) > 0} = {eiθ : |fa (eiθ )| < 1} = {eiθ : 2 arcsin(a) < θ < 2π − 2 arcsin(a)}. The half-line CMV matrix C has exactly one right limit E which is the whole-line CMV matrix associated with the constant coefficients α en = a, n ∈ Z. It follows from (1.7) that the two Schur functions for E are given by f+ (z, n) = fa (z) and f− (z, n) = f−a (z) = −fa (z), n ∈ Z. Since for all eiθ ∈ Σac (C),   s  2 i sin(θ/2) a 1 − 1 −  fa (eiθ ) = sin(θ/2) aeiθ/2
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and the expression under the square root is positive, one easily verifies the reflectionless property of E on Σac (C), eiθ f+ (eiθ , n) = eiθ fa (eiθ ) = −fa (eiθ ) = f− (eiθ , n),



eiθ ∈ Σac (C),



thus confirming the claim of Theorem 1.4. Note that adding a decaying perturbation to the Verblunsky coefficients of C does not change the uniqueness of the right limit, nor does it change the limiting operator. Moreover, if the decay is sufficiently fast (e.g. `1 ), Σac (C) does not change either. The following is one of the reasons reflectionless operators are so useful: Lemma 2.7. Let {αn }n∈Z , {βn }n∈Z be two sequences of Verblunsky coefficients such that their corresponding whole-line CMV matrices are both reflectionless on some common set A with |A| > 0. If αn = βn for all n < 0, then αn = βn for all n. Proof. By the Schur algorithm, {αn }n


k→∞



and lim α en+njk ≡ βen



k→∞



exist for every n ∈ Z. By conditions (ii) and (iii) of the theorem, βn = βen for all n < 0 but β0 6= βe0 . By Theorem 1.4 the corresponding whole-line CMV matrices, e are reflectionless on Σac (C) and Σac (C) e respectively. Thus, by Lemma 2.7 E and E, these two sets cannot intersect each other. Viewing a CMV matrix satisfying (1.4) as a perturbation of the CMV matrix with all Verblunsky coefficients equal to zero (this matrix has spectral measure dθ 2π ), we see by the above analysis that such a matrix cannot have any absolutely continuous spectrum, since (1.4) is easily seen to imply conditions (ii) and (iii) of the theorem.  We conclude this section with an application of Theorem 1.4 to random CMV matrices. Theorem 2.8. Let {βn (ω)}∞ n=1 be a sequence of random Verblunsky coefficients of the form: βn (ω) = αn + sn Xn (ω) where Xn (ω) is a sequence of independent, identically distributed random variables whose common distribution is not supported at a single point, and sn is a bounded sequence such that |αn + sn | < 1. Let C(ω) be the corresponding random CMV matrix. If sn 6→ 0 as n → ∞ then Σac (C(ω)) = ∅ almost surely. We first need a lemma:
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Lemma 2.9. Let {βn (ω)}∞ n=1 be a sequence of independent random Verblunsky coefficients and let C(ω) be the corresponding family of CMV matrices. Then there exists a set A ⊆ ∂D such that with probability one, Σac (C(ω)) = A. Proof. This is the CMV version of a theorem of Jakˇsi´c and Last [16, Cor. 1.1.3] for Jacobi matrices. The proof is the same: Since the absolutely continuous spectrum is stable under finite rank perturbations, it is easily seen to be a tail event. Thus, the result is implied by Kolmogorov’s 0-1 Law. For details see [16].  Proof of Theorem 2.8. Pick a sequence, nj , such that limj→∞ sn+nj ≡ Sn exists for every n ∈ Z and S0 6= 0. Such a sequence exists by the assumptions on sn . By restricting to a subsequence, we may assume that limj→∞ αn+nj + sn+nj = α en + Sn also exists for any n ∈ Z. Let X1 6= X2 be two points in the support of the common distribution of Xn (ω). By the Borel-Cantelli Lemma, with probability one, there exist two subsequences njk (ω) and njl (ω) , such that lim Xn+njk (ω) (ω) = X1 ,



n∈Z



( X1 lim Xn+njl (ω) (ω) = l→∞ X2



n < 0, n ≥ 0.



k→∞



and



Let E1 and E2 be the two whole-line CMV matrices corresponding to the sequences βen1 ≡ α en + Sn X1 ,



n∈Z



( α en + Sn X1 = α en + Sn X2



n < 0, n ≥ 0.



and βen2



respectively. If it were not true that Σac (C(ω)) = ∅ almost surely, then by Lemma 2.9, the essential support of the absolutely continuous spectrum would be some deterministic set A 6= ∅. By Theorem 1.4, since E1 and E2 are both right limits of CMV matrices with absolutely continuous spectrum on A, they are both reflectionless on A. This contradicts Lemma 2.7 so we see that Σac (C(ω)) = ∅ almost surely. 



3. Reflectionless Matrices and Reflectionless Measures In this section we verify that Example 1.7 is the only example where the two notions of reflectionless (cf. Definitions 1.3 and 1.6) are not equivalent. As an application of this fact we give a short proof of Theorem 1.9, a special case of Khrushchev’s results.
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We start by introducing the whole-line unitary 5-diagonal CMV matrix E associated to {αn }n∈Z by   .. .. .. .. .. . . . . .     α 1 ρ0 ρ1 ρ0 0 α0 ρ−1 −α0 α−1     ρ ρ −ρ α −α α −ρ α 0 0 −1 0 −1 1 0 1 0  , E =  0 α ρ −α α α ρ ρ ρ 2 1 2 1 3 2 3 2     ρ ρ −ρ α −α α −ρ α 0 2 1 2 1 3 2 3 2   .. .. .. .. .. . . . . .



0



0



(3.1) where ρn = (1 − |αn |2 )1/2 . Here the diagonal elements are given by En,n = −αn αn−1 . It is known [4, 36] that CMV matrices have the following LM factorization: E = LM,



(3.2)



where 



 .  L=  











..



0



θ2k−2 θ2k



0



..



 .  M=  



  ,   .



such that, for all k ∈ Z   L2k,2k L2k,2k+1 = θ2k , L2k+1,2k L2k+1,2k+1



 



θk =



αk ρk







..



0



θ2k−1



  ,  



θ2k+1



0



M2k−1,2k−1 M2k,2k−1  ρk . −αk



..



M2k−1,2k M2k,2k



.



 = θ2k−1 ,



Next, we introduce the diagonal Schur function f (z, n) associated with the diagonal spectral measure µn (i.e., the spectral measure of E and δn ) by Z 2π iθ 1 + zf (z, n) e +z dµn (θ) = hδn , (E + zI)(E − zI)−1 δn i, n ∈ Z. = 1 − zf (z, n) eiθ − z 0 Then it follows from Definition 1.6 that the measure µn is reflectionless on A ⊆ ∂D if and only if Im(zf (z, n)) = 0 for a.e. z ∈ A. Recall from (1.9) that the diagonal and half-line Schur functions are related by f (z, n) = f+ (z, n)f− (z, n). Thus, if a whole-line CMV matrix, E, is reflectionless on A, it follows that all diagonal measures µn , n ∈ Z, are reflectionless on A as well. As indicated in Example 1.7, the converse is not true in general. Nevertheless, one can show that this example is the only exceptional case: whenever all α’s are identically zero, or there are at least two nonzero α’s, the converse holds. We start by showing that a reflectionless CMV matrix E with a finite number of nonzero α’s can have no more than one nonzero Verblunsky coefficient.
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Lemma 3.1. Suppose E is a whole-line CMV matrix of the form (3.1) such that αm 6= 0, αn 6= 0 for some m, n ∈ Z, m < n, and µn is reflectionless on a set A ⊆ ∂D of positive Lebesgue measure. Then there are infinitely many nonzero α’s. Proof. Assume that there are finitely many nonzero α’s. Then it follows from the Schur algorithm that the Schur functions f± (z, n) are rational functions of z with finitely many zeros in D and poles in C \ D. By (1.9) the same holds for f (z, n). Let B be a neighborhood of the finite set of zeros of f (z, n) on ∂D such that A \ B has positive Lebesgue measure. Then log(zf (z, n)) is a well-defined analytic function on some open neighborhood of ∂D \ B. The reflectionless assumption implies that Im log(zf (z, n)) ∈ {0, π} Lebesgue a.e. on A \ B, and hence by the Cauchy–Riemann equations, the analytic function d dz log(zf (z, n)) is zero on accumulation points of A \ B. Since A \ B is of positive Lebesgue measure, the set of its accumulation points is also of positive Lebesgue d measure, and hence dz log(zf (z, n)) is identically zero in the neighborhood of ∂D\B. This implies that zf (z, n) is a nonzero constant in D \ B. This is a contradiction since f (z, n) is analytic in D.  Proof of Theorem 1.8. Assume E is reflectionless in the sense of Definition 1.3. Then it follows from the discussion at the beginning of this section that µn is reflectionless for all n. Now assume µn is reflectionless in the sense of Definition 1.6 for all n. Since two α’s are not zero, it follows from Lemma 3.1 that there are infinitely many nonzero α’s. Let αn−1 , αn0 , αn1 , αn2 , denote four consecutive nonzero α’s, that is, four non-zero values with possibly some zero values between them. For n ∈ Z, introduce g+ (z, n) = zf+ (z, n) and g− (z, n) = f− (z, n). Then g± (z, nj ), j = 0, 1, 2, are not identically zero functions and it follows from the Schur algorithm that for z ∈ ∂D and n ∈ Z, g± (z, n − 1) = z



g± (z, n) + αn−1 , αn−1 g± (z, n) + 1



g± (z, n + 1) =



g± (z, n)/z − αn . −αn g± (z, n)/z + 1



(3.3)



The reflectionless condition at n1 implies g+ (z, n1 )g− (z, n1 ) = zf (z, n1 ) ∈ R\{0} for a.e. z ∈ A, and hence g± (z, n1 ) = s± (z)eit(z) with s± (z) ∈ R and t(z) ∈ [0, π) for a.e. z ∈ A. In order to check that E is reflectionless in the sense of Definition 1.3 it remains to check that s+ (z) = s− (z) for a.e. z ∈ A. By construction all α’s between αn0 and αn1 are zero, hence it follows from (3.3) that s± (z) + e−it(z) αn0 for a.e. z ∈ A. g± (z, n0 ) = z n1 −n0 eit(z) αn0 eit(z) s± (z) + 1 Since for every γ ∈ D \ R the function hγ : [−1, 1] → (− π2 , π2 ) defined by   x+γ h(x) = arg γ γx + 1



(3.4)



is 1 − 1, (3.3) and the reflectionless condition at n0 (i.e., g+ (z, n0 )g− (z, n0 ) = zf (z, n0 ) ∈ R \ {0} for a.e. z ∈ A) imply s+ (z) = s− (z)



for a.e. z ∈ A such that e−it(z) αn0 ∈ D \ R.



(3.5)
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Similarly, since by construction all α’s between αn1 and αn2 are zero, it follows from (3.3) that g± (z, n2 ) = z n1 −n2 eit(z)



s± (z) − e−it(z) z n2 −n1 αn1 −αn1 eit(z) z n1 −n2 s± (z) + 1



for a.e. z ∈ A,



and hence, the reflectionless condition at n2 (i.e., g+ (z, n2 )g− (z, n2 ) = zf (z, n2 ) ∈ R \ {0} for a.e. z ∈ A), together with the injectivity of hγ , implies s+ (z) = s− (z)



for a.e. z ∈ A such that e−it(z) z n2 −n1 αn2 ∈ D \ R.



(3.6)



Since e−it(z) αn0 ∈ R and e−it(z) z n2 −n1 αn2 ∈ R may hold simultaneously only on a finite set, it follows from (3.5) and (3.6) that s+ (z) = s− (z)



for a.e. z ∈ A,



and hence g+ (z, n1 ) = g− (z, n1 ) for a.e. z ∈ A. That is, E is reflectionless on A according to Definition 1.3.  Remark. We note that the case of identically zero Verblunsky coefficients corresponds to f± (z, n) ≡ 0 for all n ∈ Z, so that the associated CMV matrix is reflectionless on ∂D in the sense of Definition 1.3 and hence all its diagonal spectral measures are reflectionless on ∂D in the sense of Definition 1.6. The case of a single nonzero coefficient, discussed in Example 1.7, corresponds to one of f+ (z, n) or f− (z, n) being nonzero and the other being identically zero for each n ∈ Z, so that the associated CMV matrix is not reflectionless on any subset of ∂D of positive Lebesgue measure, yet all the diagonal measures are reflectionless on ∂D. Proof of Theorem 1.9. Let E be a right limit of C. Then all the diagonal measures dθ of E are identical and equal to 2π . The corresponding diagonal Schur functions in this case are f (z, n) ≡ 0 for all n ∈ Z. Hence by (1.9) for each n ∈ Z either f− (z, n) ≡ 0 or f+ (z, n) ≡ 0 or both. The latter case corresponds to E having identically zero Verblunsky coefficients and the other two cases correspond to E having exactly one nonzero Verblunsky coefficient. Since this holds for all right limits of C, we conclude that for all k ∈ N, lim αn αn+k = 0.



n→∞



(3.7)



Conversely, (3.7) implies that all right limits of C may have at most one nonzero Verblunsky coefficient. Hence all right limits of C have identical diagonal spectral dθ measures equal to 2π . This implies that the diagonal measures dµn of C converge dθ weakly to 2π as n → ∞. The final statement follows since if αn 6→ 0 then clearly (1.4) holds, which implies, by Theorem 1.1, that µ is purely singular.  4. The Simon and Khrushchev Classes In this section we extend the discussion of the previous section to include all cases where µn has a weak limit. We consider both the Jacobi and CMV cases, but begin with the Jacobi case since it is technically simpler.
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4.1. The Simon Class. A half-line Jacobi matrix is a semi-infinite matrix of the form:   b1 a1 0 0 ...  a1 b2 a2 0 ...   . (4.1) J ({an , bn }∞ n=1 ) =  0 a2 b3 a3 . . .  ... ... ... ... ... Its whole-line counterpart is defined by  .. .. .  .  a −1  H ({an , bn }n∈Z ) =    



..



 .



b0 a0



0



a0 b1 a1



0 a1 b2 .. .



a2 .. .



..



   ,   



(4.2)



.



(we assume bn ∈ R, an ≥ 0 in both cases). These matrices may be viewed as operators on `2 (N) and `2 (Z), respectively, and both are clearly symmetric. As is well known, the theory of half-line Jacobi matrices with an > 0 is intimately related to that of orthogonal polynomials on the real line (OPRL) through the recursion formula for the polynomials (see e.g. [34]). In particular, in the self-adjoint case (to which we shall henceforth restrict our discussion), µ—the spectral measure for J and δ1 —is the unique solution to the corresponding moment problem. Furthermore, dµn (x) = |pn−1 (x)|2 dµ(x) is the spectral measure for J and δn , where {pn (x)} are the orthonormal polynomials corresponding to µ. The whole-line matrices enter naturally into this framework as right limits (see e.g. [33] for the definition). The problem at the center of our discussion is that of the identification of right limits of half-line Jacobi matrices with the property that µn has a weak limit as n → ∞. As is clear from the discussion in the introduction, all these right limits belong to Simon Class (recall Definition 1.12). Theorem 4.1. Let H ({an , bn }n∈Z ) be a whole-line Jacobi matrix. The following are equivalent: (i) H belongs to Simon R Class. R R R (ii) For all m, n ∈ Z, xdµn (x) = xdµm (x) and x2 dµn (x) = x2 dµm (x). (iii) a2n = a, a2n+1 = c, bn = b for some numbers, a, c ≥ 0 and b ∈ R. Remark. In particular, this shows that if H has constant first and second moments, then H belongs to Simon Class. Note, however, that the values of these moments do not determine the element of the class itself (not even up to translation; see (4.3) and (4.4) below). Thus, it makes sense to define S(A, B) to be the set of all matrices in the Simon Class having a2 + c2 = A and b = B, where a, b, c are as in (iii) above. Proof. (i) ⇒ (ii) is trivial. (ii) ⇒ (iii): Noting that Z xdµn (x) = bn



(4.3)



x2 dµn (x) = a2n−1 + b2n + a2n ,



(4.4)



and Z
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the result follows immediately for the diagonal elements. With this in hand, comparing the second moment of µn and µn+1 we see that a2n−1 + a2n = a2n + a2n+1 from which it follows that an−1 = an+1 , and we are done. (iii) ⇒ (i): Clearly, by symmetry, µn = µn+2 for all n, and if a = c also µn = µn+1 . Thus, we are left with showing µ0 = µ1 under the assumption a 6= c (so at least one is nonzero). We shall show that for any z ∈ C+ , Z Z dµ0 (x) dµ1 (x) = . x−z x−z Fix z ∈ C+ and let {u(n)} be a sequence satisfying an u(n + 1) + bn u(n) + an−1 u(n − 1) = zu(n) that is `2 at ∞. This sequence is unique up to a constant factor. By the symmetry of H, note that v(n) ≡ u(1−n) satisfies the same equation and is `2 at −∞. Now write Z u(0)v(0) dµ0 (x) −1 = hδ0 , (H − z) δ0 i = x−z v(1)u(0) − v(0)u(1) v(1)u(1) u(0)u(1) = = v(1)u(0) − v(0)u(1) v(1)u(0) − v(0)u(1) Z dµ1 (x) −1 = hδ1 , (H − z) δ1 i = , x−z from which, by standard results, it follows that µ0 = µ1 .  We immediately get the following: Corollary 4.2. Let J be a self-adjoint half-line Jacobi matrix and let µ be its spectral measure. For n ≥ 1, let dµn (x) = |pn−1 (x)|2 dµ(x) be the spectral measure of J and δn . If Z ˜ xdµn (x) = B (4.5) lim n→∞ Z lim x2 dµn (x) = A˜ (4.6) n→∞



˜ 2 , B). ˜ then J is bounded and all right limits of J are in S(A˜ − B Proof. That J is bounded follows from (4.3) and (4.4) applied to J, together with the fact that these moments converge. Since all right limits of J have constant first and second moments, it follows from Theorem 4.1 that they all belong to Simon Class. The rest follows from combining (4.3), (4.4), (4.5) and (4.6) together with the definition of S(A, B).  Corollary 4.2 is closely related to Theorem 2 in [35]—both our assumptions and conclusions are weaker. We also note that our proof is not that much different from the corresponding parts in Simon’s proof. However, we believe that the “right limit point of view” makes various ideas especially transparent and clear. In particular, we would like to emphasize the following subtle point. While convergence of the first and second moments does not imply weak convergence, by Corollary 4.2 it does imply a certain weak form of weak convergence: it holds along any subsequence on which J has a right limit. Also, it is now clear that any additional condition forcing weak convergence of µn ˜ 2 , B) ˜ is equivalent to a condition that distinguishes a particular element of S(A˜ − B (up to a shift). Computing powers of J shows that the third moment is not enough, but the fourth moment is. Thus we get
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R Theorem 4.3 (Simon [35]). If (4.5) and (4.6) hold and limn→∞ x4 dµn (x) exists, then J is bounded, dµn converge weakly and J has a unique right limit (up to a shift) ˜ 2 , B). ˜ in S(A˜ − B We next want to demonstrate how ratio asymptotics also fit naturally into this framework. Definition 4.4. Let µ be a probability measure on the real line. We say µ is ratio asymptotic if Pn+1 (z) an+1 pn+1 (z) lim ≡ lim n→∞ Pn (z) n→∞ pn (z) exists for all z ∈ C \ R, where Pn are the monic orthogonal polynomials, pn are the orthonormal polynomials, and an are the off-diagonal Jacobi parameters corresponding to µ. As above, our strategy for dealing with ratio asymptotic measures consists of identifying the appropriate class of right limits by analyzing their invariants. We also want to emphasize the relationship with weak asymptotic convergence. Let H ({an , bn }n∈Z ) be a whole-line Jacobi matrix. Let Jn+ = J {aj+n , bj+n }∞ j=1 be 2 the half-line Jacobi matrix one gets when restricting H  to ` (j > n) with Dirichlet boundary conditions, and Jn− = J {an−j , bn+1−j }∞ j=1 , the half-line Jacobi matrix one gets when restricting H to `2 (j ≤ n) with Dirichlet boundary conditions. Jn+ and Jn− have spectral measures associated with them which we denote by µ+ n and R dµ± − n (x) µn . Finally, for z ∈ C \ R let m± (n; z) = be the corresponding Borelx−z Stieltjes transforms. We are interested in H for which these are constants in n. The reason for this is the fact that if H is a right limit of J, then − m− 1(0;z) is a (z) limit of PPn+1 along an appropriate subsequence (see e.g. [33]—note that his m− n (z) is our −1/m− ). Thus,



Theorem 4.5. Let H ({an , bn }n∈Z ) be a whole-line Jacobi matrix. Then the following are equivalent: (i) H belongs to Simon Class and its spectrum is a single interval. (ii) an = a, bn = b for some numbers, a ≥ 0 and b ∈ R and all n ∈ Z. (iii) m− (n; z) = m− (n + 1; z) for all z ∈ C \ R, n ∈ Z. (iv) m+ (n; z) = m+ (n + 1; z) for all z ∈ C \ R, n ∈ Z. (v) m− (n; z) = m− (n + 1; z) for some z ∈ C \ R and all n ∈ Z. (vi) m+ (n; z) = m+ (n + 1; z) for some z ∈ C \ R and all n ∈ Z. Proof. (i) ⇔ (ii) follows from the theory of periodic Jacobi matrices (see [43, Sect. 7.4]). (ii) ⇒ (iii) ⇒ (v) and (ii) ⇒ (iv) ⇒ (vi) are clear by periodicity. Thus we are left with showing (v) ⇒ (ii) and (vi) ⇒ (ii). Writing down the continued fraction expansion for m− (n; z): −



1 = z − bn+1 + a2n m− (n; z), m− (n + 1; z)



n ∈ Z,



one sees that (v) implies m− (n; z) satisfies a quadratic equation. an and bn+1 are then determined from this equation by taking imaginary and real parts, and so we get (v) ⇒ (ii) (see the proof of Theorem 2.2 in [35] for details). The same can be done for m+ (n; z) to get (vi) ⇒ (ii). 
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By the above discussion and Theorem 4.5, it follows that µ is ratio asymptotic if and only if its Jacobi matrix has a unique right limit in Simon Class with constant off-diagonal elements. Moreover, (v) in Theorem 4.5 implies that it is enough to require ratio asymptotics at a single z ∈ C \ R. This is precisely the content of Theorem 1 in [35]. We shall show below that the same strategy can be applied in the OPUC case in order to get a strengthening of corresponding results by Khrushchev. 4.2. The Khrushchev Class. We now turn to the discussion of the analogous theory for half-line CMV matrices. Namely, we study CMV matrices with the property that dµn (θ) = |ϕn (eiθ )|2 dµ(θ) has a weak limit as n → ∞. Again, as is clear from the discussion in the introduction, all these right limits belong to Khrushchev Class (recall Definition 1.10) and so the analysis is mainly the analysis of properties of that class. Since nontrivial CMV matrices can have many powers with zero diagonal, the computations are substantially more complicated. Here is the analog of Theorem 4.1: Theorem 4.6. Let E be a whole-line CMV matrix and k ∈ N ∪ {∞}. Then the following are equivalent: (i) E belongs to Khrushchev Class with [E ` ]n,n = 0 for ` = 1, . . . , k − 1 and all n ∈ Z, and in the case k < ∞, [E k ]n,n = c for some c ∈ D \ {0} and all n ∈ Z. (ii) For ` = 1, . . . , k − 1, Z 2π ei`θ dµn (θ) = 0, n ∈ Z, 0



and if k < ∞ then additionally, for some c ∈ D \ {0}, Z 2π eikθ dµn (θ) = c, n ∈ Z. 0



(iii) There exist n0 ∈ N, a, b ∈ (0, 1], and t ∈ [0, 2π) such that in the case k < ∞, |αn0 +2nk | = a,



|αn0 +(2n+1)k | = b,



αn0 +nk+j = 0,



arg(αn0 +(n+1)k αn0 +nk ) = t,



n ∈ Z, j = 1, . . . , k − 1,



and in the case k = ∞, αj = 0,



j ∈ Z \ {n0 }.



Remark. In particular, this shows that the constancy of the first k moments, where the k-th moment is the first nonzero one, implies that E belongs to Khrushchev Class. Note, however, that the value of the k-th moment does not determine the element of the class itself (again, not even up to translation; see Theorem 4.8 below). Thus, it makes sense to define K(c, k), for k < ∞, to be the set of all matrices in the Khrushchev Class with [E ` ]n,n = 0 for all n ∈ Z, ` = 1, . . . , k − 1, and [E k ]n,n = c 6= 0 for all n ∈ Z. In the case k = ∞, let K(∞) be the set of all matrices with [E ` ]n,n = 0 for all n ∈ Z, ` ≥ 1. We note that every CMV matrix E from the Khrushchev Class belongs to one of K(c, k), c ∈ D \ {0}, k ∈ N, or to K(∞). Proof. (i) ⇒ (ii): Follows from Z 2π ei`θ dµn (θ) = [E ` ]n,n for all ` ∈ N, n ∈ Z. 0



(4.7)
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(ii) ⇒ (iii): First, observe that (iii) is equivalent to the following L´opez-type condition: there exists n0 ∈ Z such that for all n ∈ Z, ` = 1, . . . , k, j = 0, . . . , ` − 1, ( αn0 +n`+j αn0 +(n−1)`+j =



abeit 0



j = 0, ` = k, otherwise.



(4.8)



We will show that (4.8) holds with abeit = −c by verifying inductively with respect to ` that (R 2π −αn0 +n`+j αn0 +(n−1)`+j =



0



ei`θ dµn0 +n`



0



j = 0, otherwise



(4.9)



for some n0 ∈ Z and all n ∈ Z, ` = 1, . . . , k, j = 0, . . . , ` − 1. The case ` = 1 trivially follows from (3.1) since the first moment of µn is exactly the diagonal element En,n for all n ∈ Z. Now suppose (4.9) holds for ` = 1, . . . , p − 1 for some p ≤ k. In view of (4.7), we want to compute [E p ]n,n = [(LM)p ]n,n . To do this, it turns out to be useful to separate the diagonal and off-diagonal elements of L and M and identify the contributions to the product. Thus, let the diagonal matrices X−1 = diagL and X1 = diagM be the diagonals of L and M respectively. Furthermore, define Y−1 and Y1 through L = X−1 + Y−1 , M = X1 + Y1 . Expressed in this notation, our objective is to compute the diagonal elements of   E p = (X−1 + Y−1 ) X(−1)2 + Y(−1)2 · · · X(−1)2p + Y(−1)2p .



(4.10)



First, it is a direct computation to verify that for any two s, r ∈ N, diagY(−1)s Y(−1)s+1 · · · Y(−1)s+r = 0.



(4.11)



Now, using (ii) and the induction hypothesis ((4.9) for ` ≤ p − 1) one verifies that [Y(−1)j−s Y(−1)j−s+1 · · · Y(−1)j−1 X(−1)j Y(−1)j+1 · · · Y(−1)j+s−1 Y(−1)j+s ]n,n ( αn+s ρ2n · · · ρ2n+s−1 n + s + j is odd, = 2 2 −αn−s−1 ρn−s · · · ρn−1 n + s + j is even ( αn+s n + s + j is odd, = n, j ∈ Z, s = 0, . . . , p − 1, (4.12) −αn−s−1 n + s + j is even, and [Y(−1)j−s Y(−1)j−s+1 · · · Y(−1)j−1 X(−1)j Y(−1)j+1 · · · Y(−1)j+s−1 Y(−1)j+s ]n,m = 0 (4.13) whenever n 6= m.
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This identity combined with the induction hypothesis, (ii), (4.7), (4.10), and ej = X(−1)j ) (4.11) implies that (for notational simplicity we let Yej = Y(−1)j , X Z 2π eipθ dµn (θ) = [E p ]n,n 0



=



p X



e` Ye`+1 · · · Yep+`−1 X ep+` Yep+`+1 · · · Ye2p ]n,n [Ye1 · · · Ye`−1 X



`=1



( p X αn+p−` αn−` =− αn+`−1 αn−p+`−1 `=1 =−



p X



αn+p−` αn−` ,



n is odd, n is even



n ∈ Z.



`=1



The idea behind the computation is that all summands containing no X, a single X, or two X’s that are a distance greater than or less than p apart do not contribute to the diagonal. This follows from the induction hypothesis and (4.11)–(4.13). Now, observe that the sum in the above equality may have at most one nonzero term. Indeed, if there are no nonzero terms we are done (this may happen only if p < k), otherwise let n0 ∈ Z be such that αn0 αn0 −p 6= 0. Then combining the induction hypothesis (4.9) with (ii) yields, αn+` αn = 0,



n ∈ Z, ` = 1, . . . , p − 1



which together with αn0 αn0 −p 6= 0 implies αn0 +np+` = 0,



n ∈ Z, ` = 1, . . . , p − 1.



Hence, when p < k, Z 2π 0= eipθ dµn0 +np (θ) = −αn0 +np αn0 +(n−1)p ,



n ∈ Z,



0



and carrying the induction up to k, Z 2π c= eikθ dµn0 +nk (θ) = −αn0 +nk αn0 +(n−1)k ,



n ∈ Z.



0



Thus, (4.9) holds for ` = k, and hence (iii) follows from (4.8) with abeit = −c. (iii) ⇒ (i): First, note that if k = ∞ then there is at most one nonzero Verblunsky coefficient and hence by Example 1.7, E is in the Khrushchev Class dθ with dµn (θ) = 2π for all n ∈ Z, and hence it follows from (4.7) that [E ` ]n,n = 0 for all ` ∈ N and n ∈ Z. Next suppose k < ∞. It follows from (iii) that there are t0 , t ∈ [0, 2π) such that αn0 +n = |αn0 +n |ei(t0 +tn) for all n ∈ Z. Then, using the Schur algorithm, one finds the following relations between the functions f± associated with α = {αn }n∈Z and |α| = {|αn |}n∈Z , respectively, f+ (z, n0 + n; α) = ei(t0 +tn) f+ (e−it z, n0 + n; |α|), f− (z, n0 + n; α) = e−i(t0 +t(n−1)) f− (e−it z, n0 + n; |α|),



n ∈ Z, z ∈ D.
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Hence by (1.9) the diagonal Schur functions associated with α and |α| are related by f (z, n0 + n; α) = eit f (e−it z, n0 + n; |α|),



n ∈ Z, z ∈ D.



(4.14)



Now, the conditions in (iii) imply, f+ (z, n0 + nk + j; |α|) = z k−j f+ (z, n0 + (n + 1)k; |α|), f− (z, n0 + nk + j; |α|) = z j−1 f− (z, n0 + nk + 1; |α|), f+ (z, n0 + nk; |α|) = f+ (z, n0 + (n



mod 2)k; |α|),



f− (z, n0 + nk + 1; |α|) = −f+ (z, n0 + nk; |α|),



n ∈ Z, j = 1, . . . , k, z ∈ D.



These identities together with (1.9) and (4.14) yield f (z, n0 + nk + j; α) = e−it(k−2) z k−1 f+ (e−it z, n0 + (n + 1)k; |α|)f− (e−it z, n0 + nk + 1; |α|) = −e−it(k−2) z k−1 f+ (e−it z, n0 + (n + 1)k; |α|)f+ (e−it z, n0 + nk; |α|) = −e−it(k−2) z k−1 f+ (e−it z, n0 + k; |α|)f+ (e−it z, n0 ; |α|) for all n ∈ Z, j = 1, . . . , k, z ∈ D. Hence f (·, n; α) = f (·, m; α) which is equivalent to µm = µn for all m, n ∈ Z. The presence of the factor z k−1 implies that the first k − 1 moments of µn , n ∈ Z, are zero. This follows from the relationship (1.5) between Schur functions and Carath´eodory functions and the fact that Taylor coefficients of F are twice the complex conjugates of the moments of µ. Moreover, since z −k+1 f (z, n0 + nk + j; α) is nonzero at the origin, the k-th moment of µn , n ∈ Z, is nonzero, and hence one gets (i) from (4.7).  Corollary 4.7. Let C be a half-line CMV matrix and let µ be its spectral measure. For n ≥ 0, let dµn (θ) = |ϕn (eiθ )|2 dµ(θ) be the spectral measure of C and δn . If for some c ∈ D \ {0} and k ∈ N ∪ {∞}, ( Z 2π 0 ` = 1, . . . , k − 1, i`θ lim e dµn (θ) = (4.15) n→∞ 0 c ` = k, k < ∞, then all right limits of C are in K(c, k) if k < ∞ or in K(∞) if k = ∞. The analogy with Corollary 4.2 should be clear. Corollary 4.7 is a variant of Theorem E in [19] with weaker assumptions and weaker conclusions. Our proof is new and based on a completely different approach. We also note that much the same as in the Jacobi case, convergence of the first k-moments does not imply weak convergence, but by Corollary 4.7 it does imply the same weak form of weak convergence: convergence holds along any subsequence on which C has a right limit. A notable difference between the OPUC and OPRL cases is the fact that multiplication of the Verblunsky coefficients by a constant phase does not change the spectral measures. Thus, even when µn converges weakly, it is not possible to deduce uniqueness of a right limit (even up to a shift). Note that the phase ambiguity is equivalent to a choice of t0 in the proof of Theorem 4.6 and there is no way to determine this t0 from information on µn alone. In the case k = ∞ even |αn0 | cannot be determined from the information on the measure and so the indeterminacy is, in a sense, even more severe.
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That said, as in the Jacobi case, it is clear that when k < ∞ any condition forcing weak convergence of µn (in addition to those in Corollary 4.7) is equivalent to a condition that distinguishes an element of K(c, k) (up to a shift and multiplication by an arbitrary phase). In particular, a somewhat tedious computation (along the lines of the argument in (ii) ⇒ (iii) above) shows that the following result holds: R 2π Theorem 4.8. Suppose that k < ∞, (4.15) holds, and limn→∞ 0 e2ikθ dµn (θ) exists. Then dµn converge weakly and C has a unique right limit (up to a shift and multiplication by a constant phase) in K(c, k). Remark. We note that on the level of Verblunsky coefficients, Theorems 4.6 and 4.8 imply for k < ∞,   a j = 0, lim |αn0 +2nk+j | = b j = k, n→∞  (4.16)  0 j ∈ {1, . . . , k − 1, k + 1, . . . , 2k − 1}, lim αn0 +(n+1)k αn0 +nk = −c, for some n0 ∈ Z and ab = |c|,



n→∞



and similarly, Theorem 4.6 and Corollary 4.7 imply for k = ∞, lim |αn0 +n αn | = 0 for any n0 ∈ Z.



n→∞



(4.17)



This extends [19, Thm. E], where the stronger condition of weak convergence for the measures dµn is assumed. Next, we use right limits to study ratio asymptotics. It is convenient to introduce e 1) as the subclass of K(c, 1) consisting of CMV matrices with Verblunsky K(c, coefficients of constant absolute value. Definition 4.9. Let µ be a probability measure on the unit circle. We say µ is ratio asymptotic if Φ∗ (z) lim n+1 n→∞ Φ∗ n (z) exists for all z ∈ D, where, as usual, Φn (z) is the degree n monic orthogonal polynomial associated to µ. In particular, we say ratio asymptotics holds at z ∈ D with limit G(z) if Φ∗n+1 (z) = G(z). n→∞ Φ∗ n (z) lim



(4.18)



Theorem 4.10. Let Φn be the monic orthogonal polynomials associated with a half-line CMV matrix C. If either all right limits of C are in K(∞) or C has a e 1), then µ is unique right limit (up to a multiplication by a constant phase) in K(c, ratio asymptotic. Conversely, if ratio asymptotics holds at some point z0 ∈ D \ {0} with limit G(z0 ) = 1, then all right limits of C are in K(∞). If ratio asymptotics holds at two points z1 , z2 ∈ D \ {0} and the limit is not 1 at either point, then C has a unique e 1) for some c ∈ D\{0}. right limit (up to multiplication by a constant phase) in K(c, Proof. First, observe that it follows from the Szeg˝o recursion (1.1) that for all n ∈ Z+ and z ∈ D, 1−



Φ∗n+1 (z) Φn (z) = zαn ∗ = zαn f (z; −αn−1 , −αn−1 , . . . , −α0 , 1). Φ∗n (z) Φn (z)



(4.19)
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We refer to [37, Prop. 9.2.3] for the details on the second equality. Abbreviating by fn (z) = f (z; −αn−1 , −αn−1 , . . . , −α0 , 1), we see that ratio asymptotics (4.18) at z ∈ D \ {0} is equivalent to limn→∞ αn fn (z) = g(z) ≡ (1 − G(z))/z. Let E be a right limit of C and βn , f± (·, n), n ∈ Z, be the Verblunsky coefficients and Schur functions associated with E. Then, βn f− (z, n) = limj→∞ αn+nj fn+nj (z) for all n ∈ Z, z ∈ D, and some sequence {nj }j∈N . By Theorem 4.6, if E ∈ K(∞) then at most one βn pis nonzero, and hence e 1) then |βn | = |c| and β n+1 βn = −c β0 f− (z, 0) = 0 for all z ∈ D. If E ∈ K(c, for all n ∈ Z. Then the Schur algorithm implies that β0 f− (z, 0) is a function that depends only on the value of c. Since in both cases β0 f− (z, 0) is independent of the sequence nj , it follows that limn→∞ αn fn (z) = β0 f− (z, 0) for all z ∈ D. Thus, by (4.19), ratio asymptotics holds for all z ∈ D. Conversely, by (4.19), ratio asymptotics at z ∈ D \ {0} implies βn f− (z, n) = g(z) for all n ∈ Z. By the Schur algorithm we have f− (z, n + 1)[1 − zg(z)] = zf− (z, n) − β n for all n ∈ Z.



(4.20)



If (4.18) holds at z0 6= 0 and the limit is 1, then by (4.19) g(z0 ) = 0. Thus, by (4.20) there is at most one nonzero βn since βn0 6= 0 implies inductively that f− (z0 , n) 6= 0 and hence βn = 0 (since g(z0 ) = 0) for all n > n0 . By Theorem 4.6, E ∈ K(∞). Finally consider the case where ratio asymptotics holds at two different points z1 , z2 ∈ D \ {0} and the limit is not 1 at either point. Then by (4.19), g(z1 ) 6= 0 and g(z2 ) 6= 0 and hence βn 6= 0 for all n ∈ Z. We also see that z1 g(z1 ) 6= z2 g(z2 ) since otherwise it follows from (4.20) that z1 = z2 . Thus, multiplying (4.20) by βn+1 /(zg(z)), substituting z = zj , j = 1, 2, and subtracting the results then yields βn+1 β n =



1 z1



− g(z1 ) − 1 z1 g(z1 )



−



1 z2



+ g(z2 )



1 z1 g(z1 )



for all n ∈ Z.



(4.21)



Similarly, multiplying (4.20) by |βn |2 βn+1 and evaluating at z = z1 one obtains, |βn |2 =



z1 g(z1 )βn+1 β n for all n ∈ Z. g(z1 )(1 − z1 g(z1 )) + βn+1 β n



(4.22)



By (4.21) the right-hand side of (4.22) is n-independent, and hence |βn | as well as βn+1 β n are n-independent constants uniquely determined by the ratio asymptotics e 1) with c = −β n+1 βn 6= 0. Since c is deter(4.18) at z1 and z2 . Thus, E ∈ K(c, mined by the ratio asymptotics at z1 and z2 , all right limits are the same up to multiplication by a constant phase.  Remark. This theorem extends an earlier result of Khrushchev [19, Thm. A]. We conclude with the Proof of Theorem 1.13. Let H belong to the Simon Class and let a, b, c be as in (iii) of Theorem 4.1. If a, c > 0 then H is a periodic whole-line Jacobi matrix which is well known to be reflectionless on its spectrum ([43]). If a = 0 or c = 0 then H is a direct sum of identical 2 × 2 (or 1 × 1) self-adjoint matrices and so has pure point spectrum of infinite multiplicity supported on at most two points. For E in the Khrushchev Class with k < ∞ the same analysis goes through: as long as |a|, |b| < 1 we get a reflectionless operator. If one of them or both are unimodular then it is easy to see that E is a direct sum of 2 × 2 (or 1 × 1) matrices.
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