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Abstract Most applications of computer vision such as image correspondence, image retrieval, object recognition, texture recognition, face and facial expression recognition, 3D reconstruction, etc. required matching of two images. In order to match two images, or in other words to find out the similarity/dissimilarity between two images, some description of image is required because the matching of raw intensity values of two images will be more time consuming and it will be affected by any small variations in its inherent properties such as brightness, orientation, scaling, etc. Thus, the images can be matched with its description derived from the basic properties of the image such as color, texture, shape, etc. This description is called as the feature descriptor/signature of the image. The main objectives of any descriptor are 1) to capture the discriminative information of the image, 2) to provide the invariance towards the geometric and photometric changes, and 3) to reduce the dimension of the feature to be matched. The main focus of the thesis is to construct the image descriptors with discriminative power, robustness against image variations and low dimensionality. We have proposed an interleaved intensity order based local descriptor (IOLD) for region based image matching under various geometric and photometric transformation conditions. We have also proposed four grayscale local image descriptors namely local diagonal extrema pattern (LDEP), local bit-plane decoded pattern (LBDP), local bit-plane dissimilarity pattern (LBDISP), and local wavelet pattern (LWP) for biomedical image retrieval in MRI and CT databases. We have reported four color based local descriptors namely local color occurrence descriptor (LCOD), rotation and scale robust hybrid descriptor (RSHD), multichannel adder based local binary pattern (maLBP), and multichannel decoder based local binary pattern (mdLBP) for natural and texture image retrieval. An illumination compensation mechanism has been reported as a preferred pre-processing step. Bag-of-filters and SVD based approaches have been proposed for boosting the performance of descriptors.
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Chapter 1 Introduction



Human beings perceive their environment through audio, visuals, heat, smell, touch, etc. and react accordingly. Out of these media, the visual system is the key component of the human brain to collect most of their environmental information. The computer vision is also dedicated to design the artificial systems to sense and realize the surroundings. It is likely to improve the quality of life and upgrade the society by several means; such as, it can be used for the disease diagnosis purpose to improve the decision making in health care, it can be used to retrieve the information from image databases, it can be used for face, facial expression, gesture and action recognition, it can be used for the surveillance purpose to improve the security, it can be used to facilitate the monitoring in agriculture, and many more. In most of the computer vision problem, the information contained by one image or part of the image is required to match with the information contained by another image or part of the image [1]. The basic aim of image matching is to automatically recognize whether two digital images contain the similar scene on the basis of the features derived from them [2]. The challenges in image matching are generated by the potential photometric and geometric transformations, such as scale change, rotation, compression, blur, affine change, viewpoint variations, and illumination changes [1]. It is very difficult to match images of the same object taken under different imaging condition. To facilitate the image matching, image descriptors came into existence and later on, the images are being matched using the descriptors [1-5]. This chapter is organized in the following manner: Section 1.1 provides the motivation behind designing the robust image feature descriptors; Section 1.2 briefs the image descriptors and matching criteria to be used; Section 1.3 discusses the Content Based Image Retrieval (CBIR), i.e. an important application of image descriptors; Section 1.4 highlights the objective of this thesis; and finally, Section 1.5 outlines the content of this thesis.



1.1. Motivation Most of the computer vision problems have the great demand to detect and classify the visual features. Are these two images representing the same scene captured under different
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conditions? Is the biomedical image taken having some sort of diseases? Which type of object is present in this image? A human face is present in this image or not? Are some defects present in the images of fruits, vegetables and plants? In order to automatically detect and take the decision over the characteristics of the images and videos in real time, both highly discriminating and the most efficient image descriptors really have the extreme need to be investigated. Bela Julesz [3] has done the revolutionary work to describe the images using the appearance based features in 1962. Too many image descriptors have been reported since then and also obtained good results while solving several computer vision problems, matching, retrieval, object classification, face recognition, and others. The real life images are also having the tremendous amount of differences even of the same scene at different times, which turns the computer vision problems more and more challenging and requires the adaptive solutions. Rotation, scaling, viewpoint change, non-rigid deformations, occlusion, background clutter, lighting variations, blurring, noises, etc. are the major type of changes present in the real life images. Over the last few years, the researchers are trying to reduce the inter class similarity and intra class dissimilarity by using the machine learning techniques. The machine learning techniques require feature descriptor of training database as input and try to learn the intra and inter class patterns. If the descriptors are not good, then the learned pattern will also not be too correct to be used for classification. Thus, ultimately the goodness of descriptors is the backbone of the most of the computer vision problems. The above issues are transformed into the problem of image similarity. Are given two images/ part of images similar or not? Regional or global descriptors are the most appropriate tools to solve the matching problems. Matching can be done in many ways and the simplest way is to compare the raw intensity values of the pixels. It can be observed in Fig. 1.1 that the intensity values of two corresponding windows are quite different due to the variation in orientation, scale and color of the similar object of the dinosaur. Hence, the comparison using descriptor becomes necessary. Basically, the image feature description facilitates the way to compare two images/regions and it is required to match the descriptors of images/regions in order to match the two images/regions. The problem of image matching becomes more challenging in case of presence of some effect like rotation, scaling, illumination, etc. In Fig. 1.2, two images in the left hand side are having rotation variation; if we try to match these two images pixel by pixel using raw intensity values, then certainly it is not possible to decide that these two images are having the same scene.



Fig. 1.1. Comparing pixels of two regions (images are taken from Corel-database [6])
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Fig. 1.2. Comparing using descriptor function (images are taken from [7] and the patterns are computed using our RSHD descriptor explained in Chapter 5)



The RSHD pattern (Refer Chapter 5 for RSHD) computed over these images are shown in the right hand side. It can be observed that the RSHD patterns of the images at the left hand side are quite similar and based on its comparison correct decision can be made. Thus, the robust matching is facilitated by the descriptors which provide some degree of transformations in images being matched correctly.



1.2. Image Feature Descriptors In the area of computer vision, image descriptors or visual descriptors are the characterizations of the information hidden in the images. It is described by basic characters such as the motion, texture, color and shape. A descriptor must be highly distinctive to differentiate one type of object from other type of object and sufficiently robust to facilitate matching in the presence of noise and various geometric and photometric transformations [1]. For last few decades, a rapid growth is observed in the amount of visual content in digital form due to the highly and diversified uses of the internet and new technologies. In order to index, retrieve and categorize the multimedia content efficiently and accurately, it is extremely important to investigate the systems which characterize the multimedia information as per the application requirement. The appearance based image descriptors are actually the key medium which represent the information carried by any image/region/object and allow the effective and accurate decision making. Fig. 1.3 depicts the formation of descriptors which can be summarized as follows: a) Extract features from the image as small regions, b) Describe each region using a feature descriptor, and c) Use the descriptors in application for comparison, training, classification, etc. The main problems associated with the development of effective image descriptors are categorized in the form of following three questions to be answered [5]: a) Where to compute the descriptors? b) How to compute the descriptors? And c) How to compare the descriptors?
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Fig. 1.3. Descriptor construction from interest regions of an image [5] 1.2.1.



Where to Compute the Descriptors?



The descriptors are computed over interest regions; which can be extracted by using following three approaches, namely Grid [8], Key-Points [9-15], and Global [16-25]. Fig. 1.4 shows the feature detection using grid, key-point and global approach. In the grid based approach, the image is divided into several regions using rectangular grid and each grid represents a region. The descriptor is computed over each image grid separately. In the keypoint approach, some interest points are extracted in the image and the descriptors are computed in the neighborhood of each interest point. In the global approach, the image itself is treated as the single region and a descriptor is formed over it. The dimension of the grid and key-point region based descriptors is generally high as both compute the descriptors over multiple regions of the image; whereas, the dimension of the global region based descriptors is generally low as it computes a single descriptor. Global region based descriptors are mostly used for large image databases. The good features should have the following properties [9, 26-27]: Locality: The features must be local to prevent the occlusion probability caused by the viewdependent image deformations. Pose invariance: The orientation, scale, etc. must be automatically identified and selected by the feature-point detector. Distinctiveness: A low false positive rate and high detection rate must be obtained by the feature descriptors. Repeatability: Under different transformations, the same point must be detected. 1.2.2.



How to Compute the Descriptors?



A descriptor can be computed in several ways. The construction of the descriptor totally depends upon the application and requirement. Different applications require different invariance therefore require different descriptors. For example, the images in Fig. 1.5 are similar if we consider only the shape of the image; whereas, these are dissimilar if we consider the color distribution of the image.
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(a)



(b)



(c)



Fig. 1.4. Extracting regions using (a) Grid, (b) Key-points, and (c) Global approach [5]



Fig. 1.5. Similarity depends upon the application requirements



Color, texture and shape are the main characteristics of most of the images and also the basic type of features to describe the image [24]. The most basic quality of visual information is color. RGB histogram, Opponent histogram, Hue histogram, rg histogram, transformed color distribution, color moments, color moment invariants, etc. are the basic type of color features [28]. Texture is also an essential characteristic of an image in order to characterize the image regions or textures. It basically finds the mean, variance, energy, correlation, entropy, contrast, homogeneity, cluster shade, etc. in the region [29]. In order to semantic description of the content of an image, shape representation plays an important role. Fourier descriptors, curvature scale space descriptor, angular radial transform, image moments, etc. are the important shape based image feature descriptors [30]. Several descriptors are being proposed for different applications using the combinations of different color, texture and shape features. Some descriptors are also investigated in this thesis for different applications which are described in rest of the chapters. 1.2.3.



How to Compare the Descriptors?



Generally image descriptors are proposed along with its distance measure to match the descriptors. The most commonly distance measure used and reported in the literature which computes the dissimilarity between descriptors is the Euclidean distance. If the Euclidean distance between two descriptors is less, it means two descriptors are more likely to be similar; hence the corresponding images are also similar [31]. Other common distances are L1, Earth Mover’s Distance (Emd), Cosine, Canberra, D1, and Chi-square [32-35]. The fundamental work of similarity measure is to find the dissimilarity between the descriptors of two images. Let the descriptors of two images &



and



are denoted as respectively, where



is the dimension of feature vectors. The different distances are defined as follows:
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Euclidean Distance



L1 Distance



Cosine Distance



Emd Distance



where cdf is the cumulative distribution function computed by the cumulative sum. Canberra Distance



The



Distance



Chi-square Distance



The above mentioned distances are used in this thesis to find the dissimilarity between two regions/images for local region matching and image retrieval problem. The suitability of these distances with different descriptors is also investigated in the coming chapters for different applications.



1.3. CBIR: An Application of Image Descriptors The image descriptors are used in several applications such as image indexing and retrieval, biometric verification and identification, object recognition, motion tracking, 3D reconstruction etc. Content-based image retrieval (CBIR): A technique, has gained the extensive attention in the era of information technology [36]. CBIR provides a solution for searching of similar images from the large databases. It searches the images based on its



6



Chapter 1



Introduction



content, such as color, texture, shape, etc. rather than the metadata such as tags, keywords, etc. Any type of database can be used for CBIR such as natural scene database, texture database, biomedical database, face database, etc. Recently, several feature descriptors have been proposed for CBIR over complex datasets i.e. biomedical images [32-34, 37], natural images [20, 22-24], texture images [20, 38-40], etc. It is highly recommended to design the more discriminative, robust and efficient retrieval algorithms as the internet and technology is causing the tremendous increase in the image and video databases.



1.4. Objective of the Thesis The objective of this thesis is given as follows, which mainly covers the distinctive, robust and low dimensional image descriptors for computer vision problems: 



To carry out the literature survey and analysis of various image feature descriptors for computer vision applications.







To construct the distinctive descriptors for biomedical, natural, textural and facial image retrieval.







To construct the robust descriptors against scaling, rotation, illumination, blur, compression, and viewpoint variations.







To construct the low dimensional descriptors to minimize the matching time.







To construct the multichannel descriptors for color natural and texture image retrieval.



1.5. Outline of the Thesis We have organized this thesis in the following chapters covering from the literature survey, problem formulation, proposed methodologies, experimental results and observations to conclusions: Chapter 2: Literature Review 



In this chapter, we summarized the state-of-the-art findings of discriminative, efficient and robust image feature description and presented a survey of efforts done in the recent past by various researchers to address this problem.



Chapter 3: Interleaved Intensity Order Based Local Descriptor 



In this chapter, we described a local image descriptor for region description based on the interleaved intensity orders which is inherently rotation and monotonic intensity change invariant. We demonstrated the effectiveness of the descriptor in region matching problem under various geometric and photometric transformation scenarios.
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Chapter 4: Local Gray Scale Image Descriptors for Biomedical Image Retrieval 



In this chapter, we developed the local image descriptor by utilizing the center and neighboring pixels relationship information to describe the gray scale images and applied to the biomedical image retrieval, mainly over the MRI and CT image databases.



Chapter 5: Local Color Image Descriptors for Natural & Texture Image Retrieval 



In this chapter, we described the color images from multichannel information in multiple ways to enhance its discriminative ability as well as to increase its robustness for image rotation and image scaling. We used natural and textural color databases for the performance evaluation of these color based descriptors using the image retrieval framework.



Chapter 6: Brightness Invariant Image Retrieval Using Illumination Compensation 



In this chapter, we developed a framework for the illumination compensation of both uniform as well as non-uniform type of the color image and applied to the brightness invariant image retrieval.



Chapter 7: Boosting the Performance of Local Descriptors using BoF and SVD 



In this chapter, we investigated the effect of Bag-of-filters and Singular value decomposition over local image descriptors such as local binary pattern and apply to the image retrieval over natural, texture and near-infrared face images.



Chapter 8: Conclusions and Future Scopes 



In this chapter, we provided the main findings of this thesis and also identified the scopes of some further research.



8



Chapter 2 Literature Review



This chapter presents an extensive literature survey of image feature descriptors in many application areas of the computer vision. We covered the image descriptors designed for the gray scale to color, including natural, texture, biomedical and face images. One of the aspects of this chapter is also to explore the distinctiveness, discriminativeness, robustness and the effectiveness of the existing state-of-the-art descriptors. We also surveyed various preprocessing and post-processing approaches employed to improve the quality of the descriptors mainly for the content based image retrieval over gray scale natural, texture and face databases. We organized this chapter in the following manner: we reviewed the region-based local descriptors mainly with gradient distribution and order property in Section 2.1; we reviewed the local gray scale descriptors in Section 2.2 primarily for the biomedical images; we surveyed the local color descriptors for natural and textural images in Section 2.3; we also surveyed the brightness robust local descriptors in Section 2.4; we reviewed the pre and post processing approaches for boosting the local descriptors in Section 2.5; we listed the research gaps identified from the literature survey in Section 2.6; and finally, we summarized this chapter in Section 2.7.



2.1. Region Based Local Descriptor Computer vision researchers widely studied local feature descriptors constructed over the detected interest regions. Recent years, local features have been frequently used in large number of vision application problems such as 3D reconstruction, panoramic stitching, object recognition, image classification, facial expression recognition, and structure from motion [9, 41-45]. The main focus while describing the local image features is to enhance the distinctiveness and maintain the robustness to the various image transformations. The basic goal is to first find the affine invariant interest regions and then the extract feature pattern descriptor for each of them. Hessian–Affine and Harris–Affine [46-47] detectors have been widely used for the extraction of interest regions. After detecting region of interest, feature
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descriptors are constructed over it in order to facilitate the region matching. In the literature, many feature descriptors have been proposed with the increasing interest in region detectors [48], and it is observed that the performance of image descriptors based on some distributions are significantly better than the descriptors based on the spin image, shape context, and steerable filters [49-51]. The distributions of the gradient are widely used by distributionbased methods. For example, a histogram of gradient orientation on 4×4 location cells are computed by the SIFT descriptor [9]. Many other local image feature descriptors such as GLOH, SURF, and DAISY similar to SIFT have been introduced in the literature were encouraged by the success of the SIFT descriptor [52-55]. Some recent works involved Gaussian shapes as a feature descriptor [56], a descriptor for face recognition applications under image blur condition [57], using alternate Hough and inverted Hough transforms for robust feature matching [58]. Although theoretically rotation invariant feature descriptors (i.e. Rotation Invariant Feature Transform (RIFT) and spin image [50]) also exist in the literature, but these descriptors discard spatial information and becomes less distinctive. Exact orders have been utilized for image feature descriptor by Kim et al. [14]. They combined the exact global and local orders to generate the EOD descriptor. Orthogonal LBPs are combined with color information to describe the image regions in [59]. Distribution-based descriptors are partially or fully robust to many of the geometric image transformations, such as rotation, scale, occlusions etc., but can’t handle more complex illumination changes. To ease this problem, some researchers have proposed to consider the orders of local intensities rather than the raw intensity values, because invariance to monotonic difference is being obtained by using the order of the intensity values. Some common order based descriptors are OSID, LBP, uniform LBP, CS-LBP, HRI, CSLTP and LIOP [11-12, 16-17, 60-62]. A local binary pattern (LBP) creates the pattern for every pixel based on the ordering information [62]. The major benefit of LBP is its simplicity in the computation and also it’s invariance to the illumination changes, but LBP has some drawbacks, such as, computation of feature with high dimension and sensitivity to Gaussian noise in the uniform areas. Observing that small subset of the LBP contains the most of the textural information, a uniform LBP is proposed in [16]. The CS-LBP reduces the dimension of LBP by comparing only center-symmetric pixel intensity differences [17]. The CS-LTP descriptor is introduced by considering only diagonal comparisons among the neighboring points [11]. HRI and CS-LTP contains complementary information and it is combined to construct a single HRI-CSLTP descriptor [11]. Recently, Wang et al. [12] proposed LIOP descriptor to encode the intensity order pattern among the neighbors located at a fixed radius from a given pixel. They assigned a unique order to each neighbor and partitioned the whole patch into different regions according to the global ordering of each pixel in the patch and calculated the LIOP in each region and concatenated them in order to obtain a single pattern.



10



Chapter 2



Literature Review



The main problem associated with LIOP is its exponentially increasing dimension with an increase in the number of neighboring pixels considered for descriptor construction. LIOP has utilized only 4 neighbors and shown very promising performance under several imaging conditions; however, it is not tested by its inventors for more than 4 neighbors.



2.2. Local Gray Scale Descriptors In the field of medicine, images play a crucial role in data management, disease diagnosis and training purposes. Now various types of images are being generated by the medical imaging devices such as computed tomography (CT), magnetic resonance imaging (MRI), visible, nuclear imaging, etc. to capture the characteristics of the body parts [63]. These images are treated as a source for the diagnosis aid. However, due to the rapid increase in the number of the medical images day by day, the patient diagnosis in medical institutions and hospitals is becoming more challenging and required more accurate and efficient image searching, indexing and retrieving methods. Content-based image indexing and retrieval is turning up continuously to combat this problem on the basis of the image digital content [64] such as color, texture, shape, structure, etc. The extensive and comprehensive literature survey on content based image retrieval (CBIR) is presented in [36, 65]. Medical image retrieval systems are being used mostly by the physicians who are experts to point out the disorder present in the image by retrieving the most similar images from the related reference images with its associated information. Many medical image retrieval systems are presented by various researchers through the published literature [66-72]. Muller et al. have reviewed the medical CBIR approaches on the basis of the clinical benefits [73]. The feature vectors are extracted from each image in order to facilitate the image retrieval and the feature vector of query image is compared with the feature vectors of the database images. The performance and efficiency of any CBIR system are heavily dependent upon the feature vectors. The feature vectors being used in recent retrieval and classification systems use the visual information of the image such as shape [74-75], texture [32-33], edges [34, 76], color histograms [77-78], etc. Texture based image descriptors have been widely used in the field of pattern recognition to capture the fine details of the image. Ojala et al. [62] introduced the local binary pattern (LBP) for texture classification. The LBP operator became more popular due to its reduced computational complexity and enhanced performance in several applications such as face recognition [79], analysis of facial paralysis [80], analysis of pulmonary emphysema [81], etc. Several other LBP variants [16-20, 82-84] also proposed for texture representation in view of the high success of LBP. Center symmetric local binary pattern (CSLBP) is investigated to reduce the dimension of the LBP for local region matching [17]. Local ternary pattern (LTP)
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is introduced as the generalization of LBP for face recognition under varying lighting situations [18]. These methods are generally illumination invariant. Peng et al. extracted the texture cues in chest CT images on the basis of the uniformity of structure and brightness in the image [85]. They depicted the structure and brightness in the image using extended rotation invariant local binary pattern and difference in gradient orientations. Region of interest retrieval is proposed by Unay et al. [37] in brain MR images on the basis of the local structure exist in the image. SVM-based feature selection is applied over the textural features for tumor recognition [86] in wireless capsule endoscopy images. Felipe et al. have used the co-occurrence based gradient texture feature for tissue identification by CBIR system [87]. To reduce the memory required for image storage, physiological kinetic feature is presented by Cai et al. [88] for positron-emission-tomography (PET) image retrieval. Some methods designed for medical image retrieval using distance metric/similarity learning are depicted in [89-91]. Wavelet based features are also presented by some researchers in medical CBIR systems [92-93]. These methods mainly used the wavelet transformation over the images globally [94] (i.e. 2-D wavelet transformation of images). The local feature descriptors presented through the published literature have utilized the relationship of a referenced pixel with its neighboring pixel [16, 18, 32]. Some approaches also tried to utilize the relationship among the neighboring pixels with success in some extent but at the expense of high dimensionality which are generally more time consuming for image retrieval [33, 83].



2.3. Color Image Descriptors The performance of any image retrieval system heavily depends upon the image feature descriptors being matched [36]. Color, texture, shape, gradient, etc. are the basic type of features to describe the image [36]. Color and texture based image feature descriptor is very common in the research community. A performance evaluating of color descriptors such as color SIFT, Opponent SIFT, etc. are made for object and scene Recognition in [28]. These descriptors first find the regions in the image using region detectors, then compute the descriptor over each region and finally the descriptor is formed by using bag-of-words model. Researchers are also working to upgrade the bag-of-words model [95]. Another interesting descriptor is GIST which is basically a holistic representation of features and has gained wider publicity due its high discriminative ability [96-98]. Recently, local pattern based descriptors have been used for the purpose of image feature descriptor [1, 16-19, 45, 79, 84, 99-101]. These approaches are introduced basically for gray images, in other words only for one channel and performed well, but most of the times in real scenarios the natural color images are required to be characterize which are having more than one channel. To describe
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the color images using local patterns, several researchers adopted the multichannel feature extraction approaches. These techniques can be classified in five categories.



Channel 1 Quantization (Single channel)



Binary Pattern



Histogram



Concatenated Binary Pattern



Histogram



Channel 2



(a) Channel 1



Channel 2



Binary Pattern 1



Binary Pattern 2



(b) Channel 1



Binary Pattern 1



Histogram 1



Channel 2



Binary Pattern 2



Histogram 2



Concatenated Histogram



Channel 1



Binary Pattern 1 Transformation



Channel 2



Binary Pattern 2



Binary Pattern 1



Histogram 1



°



°



° Binary ° t Pattern



° Histogram t °



Concatenated Histogram



(c)



(d) Fig. 2.1. Illustration of four types of the multichannel feature extraction technique using two input channels, (a) Each channel is quantized and merged to form a single channel and then descriptor is computed over it, (b) Binary patterns extracted over each channel are concatenated to form a single binary pattern and then histogram is computed over it, obviously this mechanism results the high dimensional feature vector, (c) Histograms of binary patterns extracted over each channel are concatenated to from the final feature vector, obviously the mutual information among each is not utilized, and (d) Binary patterns extracted over each channel are converted into other binary patterns using some processing and finally histogram of generated binary patterns are concatenated to form the final feature vector (generalized versions are proposed in chapter 5).
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The first category as shown in Fig. 2.1(a) first quantizes each channel, then merges each quantized channel to form a single channel and form the feature vector over it. Some typical example of this category is Structure Element Histogram (SEH) [24], Color Difference Histogram (CDH) [102] and Color CENTRIST [103]. The major drawback of these methods is the reduced robustness against rotation and scale of the image. The second category simply concatenates the binary patterns of each channel into the single one as depicted in the Fig. 2.1(b). The dimension of the final descriptor is very high and not suited for the real time computer vision applications. In the third category (see Fig. 2.1(c)), the histograms are computed for each channel independently and finally aggregated to form the feature descriptor, for example, [104-108]. Heng et al. [104] computed the multiple types of LBP patterns over multiple channels of the image such as Cr, Cb, Gray, Low pass and High pass channels and concatenated the histograms of all LBPs to form the single feature descriptor. To reduce the dimension of the feature descriptor, they selected some features from the histograms of LBPs using shrink boost method. Choi et al. [105] computed the LBP histograms over each channel of a YIQ color image and finally concatenated to from the final features. Zhu et al. [106] have extracted the multi-scale LBPs by varying the number of local neighbors and radius of local neighborhood over each channel of the image and concatenated all LBPs to construct the single descriptor. The histograms of multi-scale LBPs are also aggregated in [107] but over each channel of multiple color spaces such as RGB, HSV, YCbCr, etc. To reduce the dimension of the descriptor, Principle Component Analysis is employed in [108]. A local color vector binary pattern is defined by Lee et al. for face recognition [108]. They computed the histogram of color norm pattern (i.e. LBP of color norm values) using Y, I and Q channels as well as the histogram of color angular pattern (i.e. LBP of color angle values) using Y and I channels and finally concatenated these histograms to form the descriptor. The main problem with these approaches is that the discriminative ability is not much improved because these methods have not utilized the inter channel information of the images very efficiently rather simply combined the color information. In order to overcome the drawback of the third category, the fourth category came into the picture where some of bits of the binary patterns of two channels are transformed and then the rest of the histogram computation and concatenation takes place over the transformed binary patterns as portrayed in the Fig. 2.1(d). mCENTRIST [109] is an example of this category where Xiao et al. [109] have used at most two channels at a time for the transformation. In this method, the problem arises when more than two channels are required to model, then the author suggested to apply the same mechanism over each combination of two channels which in turn increases the computational cost of the descriptor and also increases the redundancy in the descriptor.
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2.4. Brightness Robust Image Descriptors Illumination robust image matching and retrieval has been the bottleneck from the last two decades. In the published literature various approaches have been introduced to tackle the image retrieval problem [110-114]. Most of the descriptor is based on the low-level features such as color, texture, shape, sketch, etc. Color is a very important visual cue to differentiate between the two images. Color is widely used low-level feature in CBIR systems because of its simplicity and invariance. Scale and rotation invariance property of color histograms boost this feature for image retrieval and classification. Simplest color encoding is the global color histogram (GCH) which represents the frequency of each color in the image [115]. Some other color based feature descriptors are Color Coherence Vector (CCV) [116], and Color difference histogram (CDH) [102]. CCV encodes the color information into connected regions, whereas CDH represents the image using a color difference of two pixels in the image for each color and edge orientation. Recently, color information is also encoded in the form of histogram over the local feature regions (LFRs) extracted using the Multi-scale Harris-Laplace detector [117]. Texture feature is important visual information of the image and widely adopted to represent the images. Recently, square symmetric local binary pattern (SSLBP) is introduced by Shi et al. [118] which is a variant of LBP. The CLBP is used for Apple fruit disease recognition [119]. Some texture features adopted for image retrieval are Border-interior pixel classification (BIC) [120] and Structure element histogram (SEH) [24]. Angular information is also used to represent the texture of the image [121-122]. Color and texture features are integrated by Wang et al. for CBIR [123]. Shape and sketch based descriptors are also used to represent the features of the image in the form of pattern and have shown attractive results for image retrieval [124-126]. A study of shape based retrieval techniques is done by Shahabi and Safar [124]. Saavedra and Bustos have applied the concept of local keyshapes as an alternative to the local keypoints to encode the shapes of the object for sketch-based image retrieval [125]. Shape retrieval is also incorporated in the sketch synthesis to obtain the information from both shape and sketch [126]. Shape and sketch based descriptors generally require edge detection and image segmentation which limit its applicability. Some other retrieval approaches are quadtree classified vector quantization [127], spatial relations [128], similarity refinement [129] and the short and long term learning fusion [130]. Low-level feature descriptors represent the information in the image efficiently and used in several image matching problems, but these features are sensitive to the illumination differences (i.e. photometric transformations) and fail to produce better result. Some approaches also reported in the published literature to cope with the problem of illumination sensitivity. Illumination robust feature extraction transform (IRFET) is reported recently to detect the interest points in the image using contrast stretching functions (i.e.
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contrast signatures) [131]. In [132], bi-log transformation is used to remove the effect of the illumination variation, but this approach needs to break the intensity value into illumination and reflectance part which imposes extra computation and not always desirable. Some methods are also suggested for illumination robust face recognition [133, 134]. Logarithm Gradient Histogram (LGH) is proposed using spectral wavelength, the magnitude and direction of the illumination for the face recognition problem under varying illuminations [133]. In [134], illumination differences are compensated and normalized using discrete cosine transform (DCT) in the logarithmic domain by truncating low-frequency DCT coefficients. However, this method requires a parameter tuning for the number of DCT coefficients to be truncated which differs in different illumination conditions. Texture is also represented by the Markov random field (MRF) [135] to achieve the spectrum invariance for CBIR systems. Ranganathan et al. [136] utilized probability distribution of descriptor space of training data to model the lighting changes in the feature descriptor and to learn the system. To attain the anisotropic diffusion and to retain the gradient magnitude information, intensity level is multiplied with a large and constant weight (i.e. 2D image patches are embedded as 3D surfaces) which leads to a descriptor having invariance to intensity changes [137]. Order based approaches have been shown the promising image matching results under uniform illumination change [11-12, 60, 138]. In [138], orders between certain pixels are used to penalize the difference between the patches. Only locally stable pixel pairs are chosen and order among each chosen pair is summarized to find the penalty required. Histogram of relative intensities (HRI) is used to encode the orders of pixels relative to the entire patch by Raj et al. [11]. They also proposed the Center-Symmetric Local Ternary Patterns (CSLTP) which is a generalization of the CSLBP and combined it with the HRI to aggregate the complementary information. Local intensity order pattern (LIOP) is introduced which is intrinsically invariant to monotonic intensity changes [12]. LIOP is constructed from the orders among the intensity values of the neighboring sample points of each pixel in the image. Tang et al. [60] introduced local OSID feature descriptor from ordinal spatial distributions. OSID descriptor is obtained by grouping the pixel intensity values into both spatial and ordinal spaces. While these features perform well to match the images having uniform intensity changes, but they can’t handle the complex or non-uniform illumination differences.



2.5. Boosting Performance of Image Descriptors Various feature descriptors are proposed and used for image retrieval and gained wide publicity [20-21, 83, 113]. These methods have utilized color, texture and local information of the image to design the feature descriptor. The LBP and its variants are mainly computed over the raw intensity values [1, 16, 18, 20, 142-147]. In order to utilize the richer local
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information, many researchers performed some kind of preprocessing before the feature extraction. Some typical examples are Local Edge Binary Pattern (LEBP) [21], Sobel Local Binary Pattern (SOBEL-LBP) [139], Semi Structure Local Binary Pattern (SLBP) [140] and Spherical Symmetric 3D Local Ternary Pattern (SS-3D-LTP) [83]. These descriptors have utilized only a few filters to boost the performance. James has compared the preprocessed images directly which is obtained by multiple filtering [141] for face recognition, whereas he has not utilized the power of descriptor over the multiple filtered images. Near-infrared (NIR) facial analysis is also an open challenge in current days [142, 148]. The images of the same face under different lighting directions in visible light are negatively correlated, whereas, closely correlated face images of the same individual are produced by the Near-infrared imaging [148]. Moreover, the Near-infrared imaging is more useful for the indoor and cooperative-users [148]. The performance of human as well as machine under near-infrared light and visible light is investigated by Hollingsworth et al. using periocular biometrics [149]. In a recent study of visual versus near-infrared face image matching [150], the authors have used an NIR face image as the probe while enrollment is done with the visual face images. The Singular Value Decomposition (SVD) is one of the most elemental matrix computations in numerical linear algebra [151]. It can be simply termed as the extended version of the theory of linear filtering or a tool for the image enhancement [152, 153]. SVD has several uses such as in signal analysis [154], gate characterization [155], image coding [156], image watermarking [157], image steganalysis [158], image compression [159], and face recognition [160], etc. A novel concept of sub-band decomposition and multiresolution representation of digital color images using SVD is introduced by Singh et al. [161]. They have basically applied the SVD over regions of the image and finally form the 4 sub-bands. The SVD over the face image is used for the illumination robust face recognition in [162-163]. The above surveyed literature points out that SVD is very effectively used in several applications as the feature; whereas it is not investigated in conjunction with some descriptors. We summarized the various descriptors in Table 2.1 on the basis of several characteristics. The third column depicts that the descriptors is based on the key-point regions or global region using  and  symbols respectively. The type of the descriptors is categorized in column 4 into gradient based, binary, order based, difference based, structure based, etc. The invariance property of the state-of-the-art descriptors are compared in column 5-8 against scale, rotation, illumination and viewpoint change respectively. In column 5-8, ‘Y’, ‘P’ and ‘N’ represent that the particular invariance property is ‘present’, ‘partially present’ and ‘not present’ in a particular descriptor respectively. The last column points out that the descriptors are introduced over gray scale or color image and represented by ‘G’ and ‘C’ respectively.



17



Chapter 2



Literature Review



Table 2.1. Analysis of some important reviewed descriptors in terms of its properties Method



Reference Keypoint Based



Type



Scale Rotation Illumination Viewpoint Color/ Invariance Invariance Invariance Invariance Grayscale



SIFT



[9]







Gradient



Y



Y



N



N



G



Edge-SIFT



[10]







Binary



Y



Y



N



N



G



MROGH



[15]







Order+ Gradient



P



Y



N



Y



G



HRI



[11]







Order



N



Y



P



N



G



LIOP



[12]







Order



N



Y



Y



N



G



MRRID



[13]







Order



P



Y



Y



Y



G



EOD



[14]







Order



N



Y



Y



N



G



LBP



[16]







Difference



N



N



Y



N



G



CS-LBP



[17]







Difference



N



N



Y



N



G



LTP



[18]







Difference



N



N



Y



N



G



CS-LTP



[11]







Difference



N



N



Y



N



G



LDP



[19]







Gradient+ Difference



N



N



Y



N



G



LTrP



[20]







Direction



N



N



Y



N



G



LEBP



[21]







Filter+ Difference



N



N



Y



N



G



SEH



[24]







Structure



N



N



N



N



C



CDH



[102]







Gradient



P



Y



N



N



C



LMeP



[33]







Difference



N



N



Y



N



G



LTCoP



[32]







Difference



N



N



Y



N



G



SS-3D-LTP



[83]







Filter+ Difference



N



N



P



N



G



SLBP



[140]







Filter+ Difference



N



N



Y



N



G



SOBEL-LBP



[139]







Filter+ Difference



N



N



Y



N



G



DBC



[142]







Difference



N



N



Y



N



G



SSLBP



[118]







Difference



N



N



Y



N



G



GCH



[115]







Color Histogram



N



Y



N



N



C



CCV



[116]







Color Histogram



N



Y



N



N



C



BIC



[120]







Color Histogram



N



Y



N



N



C



cLBP



[105]







Difference



N



N



Y



N



C



mscLBP



[106]







Difference



Y



N



Y



P



C



LCVBP



[108]







Norm+Angular +Difference



N



N



N



N



C



mCENTRIST



[109]







Difference



N



N



Y



N



C
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2.6. Problem Formulation On the basis of the literature survey and comparative analysis of various recent state-of-theart methods, we found the following research gaps to be addressed by the research work reported in this thesis: 



Local ordering based descriptor has shown very promising results for region matching under various transformations. The dimension of such descriptor increases exponentially with the number of local neighbors considered [12]. Thus, the matching of two regions becomes infeasible after a certain number of local neighbors. It is identified as one of the problems of recent order based local descriptor to employ a number of local neighbors in the construction of the descriptor while at the same time maintaining reasonable feature length.







Most of the local descriptors have considered either the relation of center with its neighbors or the relation among neighbors [16, 18-20, 32-33, 83]. Very few descriptors have considered both kinds of relationships; however the dimension of such descriptors is very high. We identified it as research gap where descriptors are needed to be investigated that encode both kinds of relationships, i.e. among the local neighbors as well as between the center and its neighbors without increasing the dimension too much.







The color and texture descriptors designed so far [105-106, 108-109] using multichannel information of the color image is suffering from either the robustness or the discriminative capability. Moreover, most of the existing multichannel descriptors have not utilized the cross-channel information to encode the descriptor. It is also pointed out one of the research problems where distinctive and robust descriptors are required to be explored which utilizes the cross-channel information.







The illumination differences are one of the major difficulties in computer vision. There are methods in the literature which are not robust against illumination changes such as [115-116, 120]. Some other existing methods work well for a certain degree of illumination changes, but fail in case of drastic illumination changes [16, 18-19]. We identified the illumination robustness as one of the research gaps which need to be tackled since illumination difference in image is quite obvious due to several environmental factors.







The performance of local descriptors is improved when extracted in conjunction with some other techniques [21, 139-140] for different applications. It is also identified as one of the research gaps where some techniques are required to be examined that can be used with existing local descriptors in order to boost its performance for different computer vision applications.
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2.7. Summary In this chapter, we surveyed the image feature descriptors on the basis of their properties such as it is region based or not, it is designed for the grayscale image or color image, it is designed for the natural image or biomedical image or textural image or facial image, it is having some kind of robustness towards different photometric and geometric transformations, it is combined with some pre or post processing algorithms. Literature survey and analytical comparison have been done among recent state-of-the-art descriptors; on the basis of which 5 most challenging research gaps are identified which need to be addressed.
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Chapter 3 Interleaved Intensity Order Based Local Descriptor The region descriptors using local intensity ordering patterns have become more popular recent years for image matching due to its enhanced discriminative ability. However, the dimension of these descriptors increases rapidly with the slight increase in the number of local neighbors under consideration and becomes unreasonable for image matching due to time constraint. In this chapter, we reduce the dimension of the descriptor and matching time significantly while keeping up the comparable performance by considering the number of neighboring sample points in an interleaved manner. The proposed interleaved order based local descriptor (IOLD) considers the local neighbors of a pixel as a set of interleaved neighbors and constructs the descriptor over each set separately and finally combines them to produce a single pattern. Image matching experiments suggest that the proposed IOLD descriptor outperforms in terms of improved performance and reduced time. This chapter is set up in the following manner: Section 3.1 presents the detailed construction process of the proposed IOLD descriptor; Section 3.2 illustrates the detailed results of image matching experiments over Oxford database, Drastic illumination change database and large image matching database; Section 3.3 discusses the effect of complex illumination and noisy condition; and Section 3.4 summarizes the chapter with observations.



3.1. Proposed Descriptor Construction We present the construction process of proposed IOLD descriptor in this section. First, we explain the steps involved in preprocessing, region detection and normalization, and then we discuss the concept of generating rotation invariant local features, and propose the partitioning of neighboring pixels into interleaved sets. The final pattern is generated by concatenating the LIOP [12] calculated over each set.







The content of this chapter is published in the following research article:  S.R. Dubey, S.K. Singh, and R.K. Singh, “Rotation and Illumination Invariant Interleaved Intensity Order-Based Local Descriptor,” IEEE Transactions on Image Processing, Vol. 23, No. 12, pp. 5323-5333, 2014.
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Pre-processing, Feature detection and Normalization



The steps involved for pre-processing, feature detection and normalization are similar to [1213, 15, 47, 52, 164]. To remove the noises, a Gaussian smoothing with σp is used initially. To find a position and the neighboring structure of point of interest, Harris-Affine/HessianAffine region detectors are considered. A circular region of size 41×41 pixels with radius 20.5 similar to other approaches [12-13, 15, 52, 165] is generated by normalizing the detected region (Fig. 3.1). Finally, a Gaussian filter with sigma σn is applied again to cope up with the noise introduced by interpolation. 3.1.2.



Rotation Invariant Local Features



In order to facilitate local feature extraction in rotation invariant manner, we considered a local coordinate approach, similar to [12-13, 15, 50]. Fig. 3.2 illustrates such a coordinate system, where O represents the center of the patch, Xi is any pixel within the patch. Then a local rotation invariant coordinate system is generated from O and Xi for the sample pixel Xi centered at Xi by considering positive y-axis as, 



positive y -axis  OX i



(3.1)



{Xi1, Xi2,… , XiN} are the N neighbors of the Xi equally spaced in a circle of radius R centered at Xi. Angle ϕ is defined as, 1 Py ) Px



  tan (



(3.2)



where Px and Py are the co-ordinates of the pixel Xi with respect to the center of the patch O. The coordinates of N neighbors of Xi with respect to Xi are given by, ; where



(3.3)



and angle θ is defined as, (3.4)



We represent the coordinate of



w.r.t.



as



using



and



as, (3.5)



From (3.3) and (3.5),



is written as, (3.6)
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Fig. 3.1. Generating a circular patch/region of fixed size by normalizing the detected patch/region of elliptical shape and arbitrary size returned by the affine invariant region detectors such as Harris-Affine/Hessian-Affine.



Fig. 3.2. Rotation invariant coordinate system to compute the location of the local features, O is the center of the patch and Xi is the sample point.



We represent (3.6) using Euler's formula and



in Euler form is given as, (3.7)



where



. The intensity value of any neighboring pixel



is



determined by the gray value at the coordinate



w.r.t.



and it is denoted by



and we



refer all the neighboring intensity values of pixel



as



. Using this coordinate system,



the rotation invariance is obtained inherently. It is easily observable that the position of each Xik w.r.t. Xi remains unchanged under rotation. 3.1.3.



Local Neighbor Partitioning Into Interleaved Sets



The main problem with the earlier intensity order based descriptor [12] is with the rapid increase in the dimension of the descriptor with a slight increase in the number of neighboring points. In this section, we proposed to partition the N neighbors into k interleaved sets to overcome the problem of rapid increase in the descriptor’s dimension with N. Fig. 3.3 illustrates the proposed approach to divide the original neighbors into multiple interleaved sets of local neighbors. Fig. 3.3(a) shows the original N neighbors
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sample point



which are equally spaced at a distance R from center



. Figs. 3.3(b-d)



represent k interleaved neighboring sets having d neighbors in each set generated from original N neighbors, where d = N/k. The coordinate of uth neighbor of Xi in vth neighboring set is given as, (3.8) where



and



By solving (3.8),



. is represented as, (3.9)



If



, then



is written as, (3.10)



The ranges of



and



is computed from the ranges of u and v as, (3.11) (3.12)



The range of



is computed from (3.11) and (3.12) as, (3.13)



If



and



, then the range of



becomes, (3.14)



Now, the range of with



is the same as the range of , k with 1 and d with N,



used in (3.7). By replacing



in (3.10) becomes (3.15)



k 1 X k 2 X i i



X k 1 i



Y



Y



Xk i



X 2k i



X



X N k 1 i



X N k 2 X N i i



O



i



X2 i X1 i



X



(a) Neighbors of Xi



X k 2 i



X N k 1 i



O



X



Y X



i



i



X2 i



...



Y



Xk i



X 2k i



X



i



X1 i



X



X N k 2 i



O



X



(b) Neighboring set 1 (c) Neighboring set 2



XN i



O



X



(d) Neighboring set k



Fig. 3.3. Considering local neighborhood as a set of different interleaved local neighborhood. The original N neighbors are divided into k neighboring sets having d=N/k neighbors each.
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(a) Example Patch



(b) 8 Local Neighbors of the Patch



O



(c) Interleaved Orders



(d) Ordering Patterns



(e) Weighted Ordering Patterns



(f) Final Pattern



Fig. 3.4. Illustration of proposed concept of local neighborhood division into multiple interleaved sets and construction of IOLD pattern using an example with two interleaved sets, (a) example patch for pixel Xi, (b) intensity values of 8 local neighbors of considered patch, (c) partitioning of 8 local neighbors into 2 interleaved sets having 4 local neighbors each and its orders, (d) ordering patterns over each set, (e) weighted ordering patterns, and (f) final pattern for pixel Xi.



From (3.4) and (3.14),



is written as, (3.16)



From (3.7) and (3.16), we conclude that, (3.17) It means, we consider original neighbors without division only if



and



which is



used by LIOP [12] (i.e., LIOP is a special case of our proposed approach). We also observed across the Fig. 3.3 that neighboring points in each neighboring set is also equally spaced in a circle of radius R having center at Xi. This is an advantage of our local neighborhood division and in this way it retains the symmetric information in the pattern. We also illustrated the proposed idea of a local neighbor partitioning into multiple interleaved sets using an example in the Fig. 3.4(a-c). An example patch for any pixel Xi is shown in the Fig. 3.4(a). We have considered 8 local neighbors of Xi here in this example as depicted in the Fig. 3.4(b) and partitioned it into 2 interleaved sets consisting of the 4 local neighbors each. The intensity values of the local neighbors in each set are demonstrated in the Fig. 3.4(c).
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Computing Multiple Local Intensity Order Patterns



In this subsection, for each interleaved set, we construct the corresponding LIOP [12] pattern and then concatenate all the LIOPs to find the final pattern for a particular pixel. Let the intensity values of elements of the neighboring set v (i.e. points that fall in vth interleaved set) are defined as, (3.18) where v = [1, k] and



is the intensity value of point



. Note that the value of k is chosen



in such a way that d should be a positive integer. We calculate a weighted ordering pattern over each neighboring set



using the method introduced in [12] as follows, (3.19)



where



is a weight that encodes the dissimilarity information among the neighboring



sample points and



is the ordering pattern of length d!.



The final interleaved order based local descriptor pattern is computed by concatenating the patterns for all neighboring set. Mathematically, we define the final pattern for pixel Xi as follows, (3.20)



Fig. 3.5. IOLD descriptor construction process, B support regions are used with C sub-regions in each support region. The IOLD descriptor is constructed by accumulating local descriptor in each sub-region from all support regions.
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According to [12], the dimension



of



is given by, (3.21)



It means, (3.22) For two interleaved sets of intensity values of Fig. 3.4(c), its orders and ordering patterns computed using [12] are illustrated in the Fig. 3.4(c-e) respectively. Note that, in the example, we have partitioned 8 neighbors into 2 sets of 4 neighbors so the length of each ordering pattern is 24. Only the element corresponding to the index value of the order is set to 1 in the ordering pattern and rest are zeros as illustrated in Fig. 3.4(d). We also calculated the weight for each set using its intensity values and multiplied it with the ordering patterns to get the weighted ordering patterns as depicted in the Fig. 3.4(e). Finally, both weighted ordering patters are concatenated to form the final pattern (see Fig. 3.4(f)) for the pixel Xi of Fig. 3.4(a) using its 8 local neighbors. 3.1.5.



Descriptor Construction



The proposed IOLD descriptor construction workflow is demonstrated by Fig. 3.5. We consider B number of support regions centered at the feature point of minimal support region having the uniform increasing size similar to [13, 15]. Circular rings of size 41×41 are obtained by normalizing each support ring. Each support region is divided into C number of sub-regions based on the global intensity orders of each pixel in that support region similar to [12, 15]. The pattern over a sub-region is extracted by summing patterns of all pixels belonging to that sub-region. We refer jth sub-region of ith support region by descriptor



over sub-region



. Then



is calculated as follows, (3.23)



where



,



and



is given by (3.20). The descriptor over a support region is



computed by concatenating the descriptor computed over each sub-region of that support region. So descriptor over ith support region



becomes, (3.24)



The descriptor extracted over each support region is concatenated to compute the final IOLD descriptor. Mathematically IOLD descriptor is given by, (3.25) From (3.24) and (3.25), it is derived that IOLD descriptor can also be represented as,
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Fig. 3.6. Comparison between the pattern dimension using LIOP and proposed approach.



(3.26) The dimension of IOLD for



and



using (3.22) is given as, (3.27)



The dimension of LIOP [12] for



is given as, (3.28)



It is shown in Fig. 3.6 that



is much lesser than the N!. It means, (3.29)



By adapting local neighborhood division into several local neighborhoods (i.e. k sets), we reduce the pattern size significantly with comparable performance. The proposed ordering pattern is distinctive because it holds the invariance property for the rotation and illumination difference; moreover the symmetric information around the center pixel makes it more discriminative. It has also been shown that neighborhood division approach greatly reduces the descriptor size (See Fig. 3.6).



3.2. Experiments and Results We compare SIFT [9], HRI-CSLTP [11] and LIOP [12] descriptors with IOLD descriptor to measure the effectiveness and discriminative ability of proposed descriptor. For evaluation purpose three widely used standard datasets namely Oxford image matching dataset [166], Complex illumination change dataset [167] and Large image matching dataset [168] have been used. The Oxford dataset comprises different geometric and photometric transformed image sets with textured and structured scenes. We used the Harris-Affine and Hessian-Affine detectors to detect the interest regions [166]. All the matching experiments are conducted
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using a computer system having Intel(R) Core(TM) i5 CPU [email protected] GHz processor with 4 GB of RAM. 3.2.1.



Evaluation Criteria



The criterion introduced in [52] is used for the evaluation of the descriptors in this chapter. Each region of one image is matched with the every region of the second image and according to the number of false and correct matches the precision and recall values are generated. We calculate all matches using nearest neighbor distance ratio (NNDR) matching strategy. According to this scheme, a distance ratio is computed between 1 st and 2nd nearest region. If the value of distance ratio is above a threshold, then only a match is declared with the 1st nearest region. By changing this distance threshold, different precision and recall values are obtained. We use overlap error [47] to determine the ground truth correspondences and the number of correct matches. The target region is transformed over the source region using a homography. The ratio of area of intersection and union between both regions (i.e. original source region and transformed target region) is used to find the overlap error. A match between two regions is acceptable if the overlap error 


A1 A2 A1 A2



(3.30)



We used recall vs1-precision plots to present the matching results. If the number of correctly, falsely, all and ground truth matches are represented by #correct matches, #false matches, #all matches, and #correspondences respectively, then,



recall 



# correct matches # correspondences



1  precision 



# false matches # all matches



(3.31)



We have used 1.0, 1.2 and 6 as the values of σp, σn and R in this similar to [12] for all experiments such that a fair comparison can be made between LIOP and IOLD. 3.2.2.



Performance Evaluation Over Oxford Dataset



We used standard Oxford image matching dataset [166] for the evaluation of IOLD descriptor. IOLD is evaluated and compared for both Harris and Hessian Affine (i.e. haraff and hesaff) detectors. We considered 6 sequences of Oxford dataset namely leuven (illumination change), bikes (image blur), ubc (JPEG compression), boat (rotation and scale), graf (viewpoint change) and wall (viewpoint change). Each sequence consists of the 6 images with increasing degree of the corresponding transformation. For a particular sequence, the
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first image is matched with remaining five images (i.e., 5 pairs). Results are depicted in the terms of average performance over each pair for each sequence in Fig. 3.7-3.8 using recall and 1-precision. We compared the average performance and matching time by changing the number of neighboring sets k and the number of elements in neighboring set d. To illustrate the effect of k and d the value of B (#support regions) and C (#partitions in a region) is considered as 1. The value of k is considered as 1 and 2 and the value of d is considered as 4, 5 and 6. When k=1, we denoted it by LIOP because in this case IOLD is equivalent to the LIOP. In the source paper of LIOP, only 3 and 4 neighboring sample points are considered, whereas in this chapter we also experimented with the LIOP using more number of neighboring sample points (N) to test the effect of N over performance and matching time. Five combinations of BCkd( ) (i.e. 1114(24), 1124(48), 1115(120), 1125(240) and 1116(720) respectively) are compared (see Fig. 3.7-3.8) where



is the dimension of the descriptor. Fig.



3.7(a-f) and Fig. 3.8(a-f) shows the results when harraf and hesaff detector is used respectively while Fig. 3.7(g) and Fig. 3.8(g) shows the matching time by each combination of BCkd for each sequence of Oxford dataset using haraff and hesaff detectors respectively. haraff - bikes
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(g) Fig. 3.7. Descriptors performance for kd=14, 24, 15, 25 and 16 when B=1 and C=1 using Harris-Affine region detector over the Oxford dataset.
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(g) Fig. 3.8. Descriptors performance for kd=14, 24, 15, 25 and 16 when B=1 and C=1 using Hessian-Affine region detector over the Oxford dataset.



Table 3.1. Matching time reduced by IOLD1125 over LIOP1116 in % over each category of the Oxford dataset Detector Used



Image Category of Oxford Dataset Leuven



bikes



ubc



boat



Graf



Wall



Harris-Affine



70.53



59.66



41.32



35.27



41.23



37.83



Hessian-Affine



69.60



75.34



50.86



43.66



47.71



102.81



The significant improvement in the performance is reported when the value of k has increased to 2 for a particular d (i.e. between IOLD1124 and LIOP1114 and between IOLD1125 and LIOP1115). Consider the case of LIOP1116 and IOLD1125 combinations, the image matching time consumed by earlier one is much higher than later one for each sequence because



, while the performance of the IOLD1125 is either



better or nearly equal to LIOP1116. Table 3.1 depicts the % of matching time reduced by IOLD1125 over LIOP1116 for each set of images of Oxford dataset using both detectors. The
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highest improvement in the matching complexity is 102.81% reported for the wall sequences while hesaff detector is used. The plots of the Fig. 3.7-3.8 convey that by increasing only N the dimension



increases more rapidly as compared to the performance, but this problem can



be overcome by dividing N into k interleaved sets. We also tested the proposed approach in conjunction with the multiple support region and region division concept. Fig. 3.9 reports the results and time consumption using haraff detector for B=2, C=2, k=1, 2 and d=3 combinations. We implemented LIOP2213 as the LIOP over multi-support-regions to show the effect of multiple support regions over LIOP and to compare it with IOLD implemented over multiple support regions. Here we reported the average performance and matching time over the full oxford dataset for all combinations using each detector. It is observed that if k is increased the performance of the descriptor is still improved significantly using haraff detector, but the degree of improvement is less whereas the matching time is nearly same (see Fig. 3.9(b)). The results for hesaff detector also follow the same trend as haraff detector. Fig. 3.10 demonstrates the average image matching performance and matching time over the Oxford
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Fig. 3.9. (a) Matching results and (b) matching time over the Oxford dataset in conjunction with B and C while kd=13 and 23 and BC=22 for Harris-Affine detector.
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Fig. 3.10. Comparison of IOLD with LIOP, SIFT and HRI-CSLTP over the Oxford dataset in terms of (a) ROC and (b) matching time using Harris-Affine detector.
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(a)



(b) Fig. 3.11. Images of (a) Corridor and (b) Desktop category of the Complex illumination change dataset. haraff - corridor
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Fig. 3.12. (a-d) Descriptors performance and (e) matching time for kd=14, 24, 15, 25 and 16 when BC=11 using both region detectors over the Complex illumination change dataset. We considered BC=11 for both LIOP and IOLD such that a fair comparison can be made in view of introduced concept. It is evident from this figure that the performance of IOLD1125 is better than the remaining descriptors for haraff detector and it is 49.40% and 15.53% faster than LIOP1116 and HRI-CSLTP respectively. 3.2.3.



Performance Evaluation Over Complex Illumination Change Dataset



We used a Complex illumination change dataset [167] in order to evaluate proposed descriptor for large illumination changes. Two image sets corridor and desktop of 6 images, each having drastic illumination differences are used in this chapter as shown in Fig. 3.11. We synthesized the 6th image of the corridor (i.e., corridor 6) from the 1st image of corridor



33



Chapter 3



Interleaved Intensity Order Based Local Descriptor



having largest illumination difference from the 1st image of the corridor. The 5th and 6th image of the desktop is square and square root of the 4th image of the desktop respectively. Fig. 3.12 demonstrates the descriptors performance and matching time for kd=14, 24, 15, 25 and 16 when BC=11 using both region detectors over the Complex illumination change dataset. It is observed here also that the performance of IOLD descriptor with k=2 is improved significantly as compared to the LIOP descriptor with k=1 for a particular d. The results of IOLD1125 (dim: 240) is better than the results of LIOP1116 (dim: 720) whereas the matching time with LIOP1116 is much higher than the matching time with LIOP1125. In Fig. 3.13, we compared the IOLD descriptor with SIFT, HRI-CSLTP and LIOP descriptors using haraff detector over full Complex illumination change dataset in terms of average precision, average recall and matching time. Both LIOP and IOLD descriptors outperform SIFT and HRICSLTP descriptors because LIOP and IOLD descriptors are inherently invariant to the monotonic intensity change. The performance of IOLD is still comparable with the LIOP while maintaining the low dimensional feature description and the matching time with IOLD is significantly lower than the matching time with LIOP. It is observed across the plots (Fig. 3.12-3.13) that IOLD is able to maintain better results with the low dimensional feature descriptor under the drastic illumination difference scenario. 3.2.4.



Performance Evaluation Over Large Image Matching Dataset



To demonstrate the performance of proposed descriptor over the large image matching dataset, we considered 190 pair of images which consists of 84, 63 and 43 pairs of rotation, illumination and zoom category respectively [168]. The image pairs already used in Oxford dataset are excluded in this experiment. The average results and matching time over the large image matching dataset using SIFT, HRI-CSLTP, LIOP1116 and IOLD1125 are shown in Fig. 3.14. IOLD outperforms other descriptors using Harris-Affine region detector (see Fig. 3.14(a)). We observed that, in the case of Hessian-Affine region detector also, the performance of IOLD descriptor is comparable. The matching using IOLD is faster than LIOP and HRI-CSLTP by 1.43 and 1.13 times respectively, and slower than SIFT by 0.89 times using hesaff detector and similar speedup also gained using haraff detector as shown in Fig. 3.14(b). The results and matching time suggest that the IOLD descriptor match the images more precisely and accurately with reasonable speed.



3.3. Observations and Discussions In this section, we present some observations and discussions about the performance of IOLD descriptor under drastic illumination change and noisy conditions. In the last part of this section, we analyze the matching time in terms of the number of matched key-points.
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Fig. 3.13. Comparison of IOLD with LIOP, SIFT and HRI-CSLTP over the Complex illumination change dataset in terms of (a) recall-precision and (b) matching time using
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Fig. 3.14. Comparison of IOLD with LIOP, SIFT and HRI-CSLTP over the Large image matching dataset in terms of (a) recall-precision and (b) matching time using Harris-Affine detector.
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Fig. 3.15. Visualization of the performance of SIFT, LIOP and IOLD under illumination change, (a) a patch from the 1st image of the corridor, (b) same patch as of (a) but from the 4th image of the corridor,(c) the difference between the pattern of both patches for each descriptor, and (d) normal distribution of dissimilarities (c) at zero mean (µ=0).
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(a) Original image
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(g) Effect of noise Fig. 3.16. Similarity between histograms of original and noised frames (effect of Gaussian noise), the first desktop frame is the original frame and the remaining frames are obtained after adding Gaussian noise in original frame with zero mean and σ variance. 3.3.1.



Effect of Drastic Illumination Change Over Descriptor



To visualize the effect of the proposed approach on drastic illumination change, we considered a patch from the 1 st image of the corridor and also same patch from the 4 th image of the corridor. SIFT, LIOP1114 and IOLD1125 are computed from both the patches. LIOP and IOLD are quantized to the size of the SIFT such that the dimension of patterns becomes same for each descriptor. The difference between the patterns of both patches is computed for each descriptor. Fig. 3.15 presents the patches and similarity plot, two corresponding patches are shown in (a) and (b), and the similarity plot for the pattern difference is shown in (c). We observe that the global peak values (both +ive and -ive) is lowest for IOLD and highest for the SIFT descriptor. Another important factor is the overall deviation from zero in both directions (i.e. +ive and -ive) for each bin which is lowest for IOLD. We compared the normal distribution in (d) at zero mean (µ=0). It is observed that the plot for IOLD is more tend to mean value and also have the highest peak value. From Fig. 3.15(d), it is concluded that the pattern of both patches are more similar using IOLD. Thus, we believe that incorporating order based approach proposed descriptor becomes more robust towards monotonic intensity change and provides more similar pattern for the similar patches under large illumination differences.
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Effect of Noise Over Descriptor



While good performance is achieved by LBP [16], CS-LBP [17], CS-LTP [11] and LIOP [12] operators (i.e. local order based methods), these methods are sensitive to noise. We synthesized ten noisy frames from a desktop frame by adding Gaussian noise with zero mean and σ variance (σ = [0.01, 0.1] at an interval of 0.01) to illustrate the effect of noise over descriptors. We compared LBP, CS-LBP, CS-LTP, LIOP1116 and IOLD1125 (i.e. all methods based on the local ordering) using these noisy frames. Fig. 3.16(a) depicts the original desktop frame used in this experiment and Fig. 3.16(b-f) shows some noisy frames obtained after adding the Gaussian noise in the original frame. The original frame’s descriptor is compared with the same of each noisy. We used histogram intersection method [169] to compare two histograms. If the value of the similarity is tending towards one, it means that histograms are similar (i.e. that method is robust to noise). The performance of each method is shown in Fig. 3.16(g). LIOP and IOLD are having less sensitivity to the noise than LBP, CS-LBP and CS-LTP. LIOP are more robust than CS-LTP because it is the generalization of CS-LTP but IOLD are more robust to noise than LIOP because LIOP is a special case of proposed descriptor. IOLD is also consistent with the degree of the noise.
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Fig. 3.17. Matching time vs number of matched key-points using IOLD descriptor and LIOP descriptor. 3.3.3.



Matching Time Analysis using Number of Matched Key-points



We have shown in the previous section that the dimension of the proposed IOLD descriptor is significantly lower than LIOP descriptor [12] whereas the performance of IOLD descriptor is either improved or nearly same than LIOP descriptor. Here, we analyze the matching time in terms of the number of matched key-points using IOLD descriptor and the LIOP descriptor. Consider LIOP is constructed from the 6 local neighbors (i.e. LIOP1116 with dimension 720) and IOLD is constructed from the 10 local neighbors and two neighboring sets (i.e. IOLD1125 with dimension 240). We calculated the matching time for each pair of the images
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of Oxford image matching dataset [166]. The total number of image pairs is 30 in the Oxford dataset, but we matched each pair using both Harris-Affine and Hessian-Affine detectors so the total number of image pair comparison is 60. If the two images of any pair are having and



number of key-points returned by any particular detector then total number of



matched key-points for that pair will be



. Fig. 3.17 presents the matching time vs



total number of matched key-points for both LIOP and IOLD descriptor. It is observed that the matching time for IOLD descriptor is always less than the LIOP descriptor. In other words the proposed IOLD descriptor is more efficient as compared to the LIOP descriptor in terms of matching time. Moreover, the degree of improvement increases with number of matched key-points. So, it is clearly deduced that the proposed approach is more efficient when the images are containing more details and of course more number of extracted key-points. The experiment shows that introduced interleaved order based local descriptor (IOLD) is better than other order based descriptors such as LIOP and HRI-CSLTP in terms of both performance and time complexity. The performance of proposed descriptor is better under each geometric and photometric transformation considered in this chapter (i.e. scale change, JPEG compression, viewpoint change, image rotation, image blur and illumination difference). IOLD descriptor also performs very well under drastic illumination differences. We also compared proposed descriptor under noisy condition and found that IOLD is less prone to noise as compared to LBP, CSLBP, CSLTP and LIOP. The multiple intensity orders computed from different neighboring sets provide the discriminative ability to proposed descriptor and make it more robust for different image transformations. The results obtained using IOLD descriptor points that IOLD outperforms other prominent descriptors proposed recently.



3.4. Summary To overcome the problem of rapid growth in the descriptor’s dimension with a slight increase in the number of neighboring sample points, an interleaved neighbor division approach is presented in this chapter. An interleaved order based local descriptor (IOLD) is introduced by computing the ordering patterns over multiple neighboring sets. IOLD incorporates the advantage of local features extracted in a rotation invariant manner. It computes the local intensity orders to achieve the invariance property towards monotonic intensity change. The robustness and discriminating ability of proposed descriptor is increased by using more than one interleaved intensity orders derived from multiple neighboring sets of the neighboring sample points. Multiple support regions and region partitioning into sub-regions further improve our descriptor. By incorporating all these, proposed descriptor becomes more robust and invariant towards various geometric and photometric image transformations. IOLD
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greatly reduces the matching time on an average with a factor of 49.40% while having the comparable performance. Results obtained on the image matching experiments suggest that the proposed IOLD descriptor is more time efficient and able to discriminate the images more robustly. In the presence of noise also IOLD is performing more robustly. IOLD outperforms other state-of-the-art descriptors under different imaging conditions.
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Chapter 4 Local Gray Scale Image Descriptors for Biomedical Image Retrieval The biomedical image retrieval plays an important role in medical diagnosis where a physician can retrieve most similar images from template images against a query image of a particular patient, which in turns enhances the decision making by the experts. The recently proposed feature descriptors for biomedical image retrieval mainly suffer between the “less discriminative power” and “high dimensionality” [32-33, 83, 85]. In order to match two biomedical images, generally gray scale image descriptors are useful. Thus, we investigated following four new local image descriptors in this chapter: Local Diagonal Extrema Pattern (LDEP), Local Bit-plane Decoded Pattern (LBDP), Local Bit-plane Dissimilarity Pattern (LBDISP) and Local Wavelet Pattern (LWP). The main characteristics of the proposed descriptors are the improved discriminative ability and lower dimensional features. The LDEP has exploited the concept first-order local diagonal derivatives. The LBDP and LBDISP have used the characteristics at local bit-plane level. The LWP has utilized the concept of 1-D Haar wavelet in LBP framework. These descriptors are validated for biomedical image retrieval through experiments in this chapter. This remaining of this chapter is integrated in following manner. Section 4.1 presents the proposed descriptors for biomedical image retrieval. Section 4.2 describes the distance measures and evaluation criteria for image retrieval. In Section 4.3, biomedical image retrieval experiments are performed over one Magnetic Resonance Imaging (MRI) and four Computer Tomography (CT) image databases; and finally the chapter is summarized in Section 4.4.







The content of this chapter is published in the following research articles:  S.R. Dubey, S.K. Singh, and R.K. Singh, “Local Wavelet Pattern: A New Feature Descriptor for Image Retrieval in Medical CT Databases,” IEEE Transactions on Image Processing, Vol. 24, No. 12, pp. 5892-5903, 2015.  S.R. Dubey, S.K. Singh, and R.K. Singh, “Local Bit-plane Decoded Pattern: A Novel Feature Descriptor for Biomedical Image Retrieval,” IEEE Journal of Biomedical and Health Informatics, Vol. 20, No. 4, pp. 1139-1147, 2016.  S.R. Dubey, S.K. Singh, and R.K. Singh, “Local diagonal extrema pattern: a new and efficient feature descriptor for CT image retrieval,” IEEE Signal Processing Letters, Vol. 22, No. 9, pp. 1215-1219, 2015.  S.R. Dubey, S.K. Singh, and R.K. Singh, “A Novel Local Bit-plane Dissimilarity Pattern for CT Image Retrieval,” IET Electronics Letters, Vol. 52, No. 15, pp. 1290-1292, 2016.
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4.1. Local Gray Scale Image Descriptors for Biomedical Image Retrieval In this section, we present the framework for biomedical image retrieval using local diagonal extrema pattern (LDEP), local bit-plane decoded pattern (LBDP), local bit-plane dissimilarity pattern (LBDISP) and local wavelet pattern (LWP). Fig. 4.1 shows the proposed framework using block diagrams. In Fig. 4.1, first of all, the patterns are computed over the image, then the feature vectors are formed from these patterns which are finally used for the similarity computation between two images and retrieval. In the rest of this section, the above mentioned methods are described. In order to describe the pattern extraction process, let a grayscale biomedical image of dimension at coordinate



. The



is a particular pixel of image



in Cartesian coordinate system having origin at the left and upper corner



as shown in Fig. 4.2 and the intensity value at pixel



4.1.1.



is



is



.



Local Diagonal Extrema Pattern (LDEP)



In this sub-section, we introduce a new and efficient image feature descriptor using local diagonal extrema pattern (LDEP) from the center pixel and its local diagonal neighbors. The relationship of local diagonal extremes (i.e. maxima and minima) with the center pixel is used to encode the LDEP descriptor. The computation process is illustrated using an example in Fig. 4.3. Fig. 4.3(a) shows the position of four diagonal neighbors with intensity values ,



and



of center with intensity value



Fig. 4.3(b). Let



and



,



and the example considered is depicted in



are the position of maximum and minimum diagonal



neighbors. The values of maximum and minimum diagonal neighbors (i.e.



and



respectively) as well as center pixel are extracted in Fig. 4.3(c). The values of



and



are shown in Fig. 4.3(d). The values and indexes of the local diagonal extremes are computed which will be used with the central pixel to form the local diagonal extrema pattern.
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Fig. 4.1. The biomedical image retrieval using local descriptors.
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(b) (a)



Origin



Fig. 4.2. (a) The axis of the image in Cartesian coordinate system, and (b) the origin of the axis



is at the upper and left corner of the image and



is the pixel of image at coordinate



(a)



.



(b) An Example



(c)



(d)



(e)



(f)



(g) Final Local Diagonal Extrema Pattern Fig. 4.3. The computation of



pattern for center pixel



(intensity value



) using



the flow diagram with an example.



We represent the local diagonal extrema pattern (LDEP) for



with a binary pattern



and generated as follows,



where



is the length of the



pattern and



is the



element of the



and given using following formulae,



where



is a variable to denote the extrema-center relationship factor. The



pattern is



all 0’s with two 1’s and the positions of the 1’s are determined on the basis of the indices of the maxima, minima and the relationship of the extremes with the center pixel (i.e. and ).
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The extrema-center relationship factor quantifies the relationship of center with the extremes and defined as,



Note that the dimension of the pattern



is the maximum possible value of



turns depends upon the maximum possible values of then the maximum possible value of



and . When



which in and



is 24, it means that the dimension



,



of the



is 24. The low dimension of the proposed pattern is the main benefit of our method. The value of



for this example is demonstrated in the Fig. 4.3(e) and Fig. 4.3(f) shows the values of and



. Finally, the LDEP pattern is depicted in Fig. 4.3(g) for



this example. Only two elements of the pattern are set to 1 and the rest are zeros. The computed local diagonal extrema pattern for the pixel diagonal extrema pattern (LDEP) over image



where



4.1.2.



is the



element of



is



. The local



is given as follows,



and given as follows,



Local Bit-plane Decoded Pattern (LBDP)



In this sub-section, we proposed the local bit-plane decoded pattern (LBDP) which consists of the following main components: local bit-plane decomposition, local bit-plane transformation and local bit-plane decoded pattern computation. In the rest of this sub-section, we describe each component in detail.



a) Local Neighborhood Extraction To facilitate the computation of LBDP, first we required to extract the local neighborhood of any given pixel. We extract the local neighbors in a manner such that all the extracted neighbors will be equally spaced at a particular radius from the center pixel similar to [16, 33, 79]. We represented circle of radius element of integer and



to denote the set of



having center at ) is denoted as



local neighbors of



. As depicted in Fig. 4.4, the having intensity value



equally distributed at a neighbor of where



(i.e.



is a positive



. It should be noted that we can consider only those pixels as a central
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pixel for which all coordinates of



local neighbors are within the dimension of the image



. The



with respect to the origin of the image in Cartesian coordinate (



)



system is given as,



where of



,



,



in the polar coordinate system w.r.t. the



Fig. 4.4. The local neighbors (i.e.



for



and



are the coordinates



and computed as,



) of a center pixel (



) in polar



The local bit-plane decomposition step is performed to separate each bit-plane



of the local



coordinate system.



b) Local Bit-plane Decomposition



neighboring structure of the pixel the bit-depth of image



, where



is the positive integer with



is



. The local bit-plane decomposition step yields the binary values in



each bit-plane and applied over only neighbors center pixel



and



. Note that this step is not applied over the



. It would be more useful and interesting if each bit-plane is represented in a



cylindrical coordinate system because this coordinate system can be easily demonstrated with the help of polar coordinate system. We represent the elements of the bit-planes in the cylindrical coordinate system ( , , ) as shown in Fig. 4.5 where and the spatial coordinate in the polar coordinate system and number. The cylinder is composed of the represents the original



can be used to find



can be used to find the bit-plane



stacked horizontal slices, where the base slice



pixels (i.e. one center pixel with its
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Fig. 4.5. (a) Cylindrical coordinate system axis, (b) the local bit-plane decomposition. The



cylinder can be thought of the



horizontal slices. The base slice of the cylinder is



composed of the original center pixel and its neighbors with the center pixel at the origin. The remaining



slices correspond to the



bit-planes of the local neighbors of base slice. The



slice from the base corresponds to the



The original center pixel represented by remaining



neighbor (i.e.



becomes the origin of the cylindrical coordinate system and



because



slices with



. The



) is changed to



bit-plane for



, , and



coordinate of the



bit-planes of



are contained by the



bit-plane at the top. The notation in polar coordinate of in the cylindrical coordinate because they are



contained by the base of the cylinder. Let in



bit-plane of the base slice.



represents the element corresponding to



and



and its binary value is denoted by



element (i.e. for the



given as,
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(a)



(b)



Fig. 4.6. An example of bit-plane decomposition into



with



bit-planes, (a) A sample pattern



, (b) The decomposed bit-planes of the neighbors; the ‘red’ and ‘green’



and



circles represent ‘1’ and ‘0’ respectively.



(a) Sample Image



(b) LBP map



(f)



(g)



(c)



(d)



(e)



(h)



(i)



(j)



Fig. 4.7. Example of local bit-plane transformed values map for each bit-plane, (a) sample



image, (b) LBP map over sample image, (c-j) local bit-plane transformed value maps for each bit-plane.



The binary value intensity value of



of the (i.e.



neighbor of



in



bit-plane is defined from



) as,



The local bit-plane decomposition is illustrated using an example pattern in Fig. 4.6 for ,



and



. The example pattern shown in Fig. 4.6(a) comprises of a center



pixel and its 8 neighbors. The 8 bit-planes consisting of the binary values for each neighbor are depicted in Fig. 4.6(b) with the help of circles of two colors. The ‘red’ and ‘green’ color circles stand for ‘1’ and ‘0’ respectively.
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c) Local Bit-plane Transformation The local binary pattern [16] uses the raw intensity values of neighboring pixels without any transformation which became motivation for us to introduce a concept of local bit-plane transformation which captures the local information in each bit-plane separately with lower and higher bit-plane capture the fine and coarse details respectively. The local bit-plane transformed values for each bit-plane are generated using this transformation. The local bitplane transformed value for neighbor in



bit-plane (i.e.



bit-plane is defined using



) using the decomposed value of each as follows,



The local bit-plane transformed values for the local bit-planes of Fig. 4.6(b) are computed as 244, 239, 98, 8, 33, 164, 71 and 0 for bit-plane number



to



respectively. We



considered an example image from OASIS-MRI database in Fig. 4.7(a) to show the characteristics of introduced local bit-plane transformation. Fig. 4.7(b) portrayed the LBP map [16] computed over the considered image. The local bit-plane transformed values maps is displayed in Fig. 4.7(c-j) for bit-plane number generated for



and



to



respectively; these maps are



. It is observed from Fig. 4.7 that LBP is not able to



encode very fine details of the image which is encoded by the lower bit-planes of the local bit-plane transformation scheme. It is also deduced from Fig. 4.7 that the lower bit-plane maps capture finer details (i.e. edges, corners, etc.) whereas the higher bit-plane maps catch the more coarse details (i.e. ambience, essence, etc.), which provide more distinctive ability to the description of the image.



d) Local Bit-plane Decoded Pattern The



pattern for pixel



concatenating the



of image



using



values for each



neighbors at radius



is given by



as follows,



where



is a binary LBDP pattern value computed over



bit-plane as,



where



and



and defined as,



is obtained after range matching of
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is between



. We need to match the range of range matching of



with



and



whereas the range of



with the range of



by dividing



is between



. We obtained



with the range matching factor



and



after the . For



the case when the number of local neighbors is equal to the number of bit-planes (i.e. the range matching is not needed. Thus,



),



binary pattern is generated of length . The



local bit-plane transformed difference values are computed as 219, 214, 73, -17, 8, 139, 46, and -25 for bit-plane number



to



respectively by subtracting center pixel’s intensity



value 25 from the local bit-plane transformed values 244, 239, 98, 8, 33, 164, 71 and 0 respectively generated previously. According to the sign of the computed local bit-plane transformed difference values, the



pattern of center pixel of the example considered in



Fig. 4.6 is ‘11101110’.



e) Local Bit-plane Decoded Feature Vector We generated the local bit-plane decoded patterns ( proposed local bit-plane transformation scheme. The



) in previous subsection using values are computed in the binary



form for a particular pixel which needs to be converted into the form of a histogram. The local bit-plane decoded feature vector ( ) of every pixel of image



dimension is calculated using the



. We find the histogram



neighbors evenly distributed at a circle of radius



s of



using the following equation when are used to generate the patterns,



where



is



.



4.1.3.



Local Bit-plane Dissimilarity Pattern (LBDISP)



The existing local descriptors have at least one of the two main downsides: 1) relatively less discriminative and 2) high dimensionality. In order to overcome these problems, we have designed a more discriminative and low dimensional Local Bit-plane Dissimilarity Pattern (LBDISP) based descriptor in this sub-section for biomedical image retrieval. The introduced method first extracts the local neighborhood and decomposes it the into bit-planes (similar to the LBDP, see subsections 4.2.2(a-b)), then computes the dissimilarity map by computing the dissimilarity between the center and its neighbors at each bit-plane and finally finds the Local Bit-plane Dissimilarity Pattern (LBDISP) by exploiting the relationship of center with dissimilarity map. The consideration of dissimilarity at bit-plane level enhances the discriminative power of the LBDISP descriptor. The dimension of LBDISP depends upon the
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number of neighbors similar to the LBP [16] which is relatively low as compared to the most of recently proposed descriptors. The remaining of this section elaborates the local bit-plane dissimilarity map generation, LBDISP computation, and feature descriptor calculation steps in detail. In the local bit-plane decomposition step, the center value was not decomposed in LBDP, whereas both the center value and neighboring values are decomposed into bit-planes here similar to (4.10) and (4.11).



a) Local Bit-plane Dissimilarity Encoding The local bit-plane dissimilarity encoding step is proposed in this thesis to utilize the local information at the bit-level in order to enhance the discriminative ability of the proposed descriptor. It basically encodes the difference between the center and its neighbors at each bitplane. One characteristic of this step is that its input and output both are in binary form. Let, is the binary value obtained after local bit-plane dissimilarity encoding at for a



neighbor of the center pixel. The computation of



binary value in



from



bit-plane corresponding to the center and



and



bit-plane (i.e. the



neighbor of center



respectively after local bit-plane decomposition) is defined as follows:



Note that this step does not affect the binary values of say that



is equal to the



for



(i.e.



). In other words, we can



.



b) Local Bit-plane Dissimilarity Map The local bit-plane dissimilarity map basically consists of the processed values of center pixel and its



neighbors



for



. This map is generated from the binary values of



the center as well as its neighbors obtained over the



bit-planes in the previous dissimilarity



encoding step. The input for this step is binary values and output is decimal values in depth. The



bit-



neighboring values of the center pixel in local bit-plane dissimilarity map is



represented with



and computed as:



and the center value of the local bit-plane dissimilarity map denoted as actual center value i.e.



is equal to the



. The values of the center and its neighbors of the local bit-plane



dissimilarity map will be utilized by the next step to compute the LBDISP.
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c) Local Bit-plane Dissimilarity Pattern The local bit-planes dissimilarity pattern (LBDISP) corresponding to the center pixel denoted by



where



. The



is the



center and from



is a binary pattern of length



element of



and given as follows,



and represents the relationship between the



neighbor of the dissimilarity map. Mathematically,



and



is



is computed



as follows,



d) LBDISP Feature Descriptor The computation process of LBDISP is discussed previously for a particular pixel at coordinate (



) of any gray scaled image



of size



(i.e.



rows and



columns).



The LBDISP feature descriptor (i.e. histogram of LBDISPs) is computed over the whole image. The LBDISP feature histogram is calculated as,



where



is



.



The LBDISP maps for



to



are displayed in second to eighth columns



respectively, for an image of the first column in Fig. 4.8. The image is taken from the OASISMRI database. It is noticed that the higher bit-plane (i.e. MSB) encodes the low frequency information, whereas, the lower bit-plane (i.e. LSB) encodes the high frequency information. The presence of more coarse to more detailed information in different bit-planes boosts the discriminative ability of the proposed descriptor.



Fig. 4.8. The LBDISP maps are plotted in



plane for



to



column corresponding to the



bit-



respectively, for the input image in the 1st column. It can be seen



that the higher bit-plane (i.e. MSB) results more coarse information, whereas, the lower bitplane (i.e. LSB) results more detailed information. The original input image is taken from the OASIS-MRI database.
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Local Wavelet Pattern (LWP)



The local feature descriptions presented through the published literature have utilized the relationship of a referenced pixel with its neighboring pixel [16, 18]. Some approaches also tried to utilize the relationship among the neighboring pixels with success in some extent but at the expense of high dimensionality which are generally more time consuming for image retrieval [33]. This is the motivation for us to propose a new local wavelet pattern (LWP) based feature vector of low dimension. The LWP uses both relationships, i.e. among local neighbors and also between the center pixel and its local neighbors to construct the descriptor. It encodes the relationship among the local neighbors using local wavelet decomposition method and finally produces a binary pattern by comparing these decomposed values with the transformed center pixel value. The outperformance and efficiency of the LWP have been made confirmed through biomedical image retrieval experiments. Local neighborhood extraction, local wavelet decomposition, center pixel transformation, local wavelet pattern generation and feature vector generation are the steps to find the LWP based descriptor. The local neighborhood extraction approach adopted here is same as used by LBDP in subsection 4.2.2(a) (see Fig. 4.4 also for the local neighbors of any center pixel). The remaining steps are described in this subsection to describe the LWP based descriptor.



a) Local Wavelet Decomposition The



neighbor at radius



of any pixel



is



having intensity value



,



where



is the total number of neighbors. Now, we use these intensity values to encode the



relationship existing among the neighbors of the center pixel using the concept of local wavelet decomposition. We applied 1-D Haar wavelet decomposition to transform the into



for



, where is a positive integer number (i.e.



the level of transformation. Note that the value of , where by



should be chosen in such a way that



is a function to find the remainder when



, and the maximum possible value of (i.e.



and and



is the intensity value of the value at



level. The computation of



. with



be the two sets of neighbor and at



is divided



) depends upon the total number of



neighbors ( ) under consideration and satisfies the following criteria: Let



) used to represent



level from



-dimensional vectors, where is the



wavelet decomposed



by using the basis function



of the 1-D Haar wavelet at that level is shown in Fig. 4.9. Mathematically, this is defined as follows,



52



Chapter 4



where



where



Local Gray Scale Image Descriptors



is the basis function at the



is the unit matrix of size



level for



,



values and given as,



is the basis function at



is the 1-D Haar wavelet square basis matrix of size The values of the elements of matrix



for



level and



level transformation.



depend upon the level of transformation (i.e. ) and



defined as follows,



where



and ) and



the ,



, and



are the row and column number of the matrix are the different conditions for



and



and defined on the basis of



as follows,



From (4.22) and (4.23),



After replacing



(i.e.



can be re-written in the following form,



with



from (4.22) in (4.26) and simplifying (4.26),



can be defined recursively in following manner,



53



Chapter 4



Local Gray Scale Image Descriptors



….



….



…



…



…



Fig. 4.9. The transformation of an



-dimensional vector



to another



-dimensional vector



level using 1-D Haar wavelet.



where



is an



at the



evel



evel



evel



evel



at



…



-dimensional vector obtained after 1-D Haar wavelet decomposition of



level. Note that in (4.22) the basis matrix and directly applied with input values



also be obtained recursively from using the basis matrix of



level (i.e.



is computed recursively from



to obtain the



. Whereas,



without recursive computation of



can instead by



) only as deduced in (4.27).



b) Center Pixel Transformation We encoded the relationship among the neighboring values



of the center value



using



local wavelet decomposition. Finally, it is required to encode the relationship exist between and



. It is obvious that, we can’t compare



the values of



directly because the range of



is now changed. To cope with this problem, we propose a center pixel



transformation scheme which transforms the range of the



with



into an array



is the same as the range of the



following equation,
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(4.28)



where



is the number of gray levels in image



and equal to the



.



c) Local Wavelet Pattern Here,



and



values are used to encode the relationship between



and



(i.e.



between the center pixel and its neighbors) into binary form. We termed this relation as a local wavelet pattern (LWP) which is basically a binary array of the each neighbor of



where



values corresponding to



and defined as follows,



is a binary LWP value for the



radius are used for wavelet decomposition at



neighbor of



when



neighbors at



level and mathematically computed by the



following equation,



We define the local wavelet pattern map (i.e.



) for



using its local wavelet patterns



defined in (4.29) as follows,



Note that the values of



are dependent upon the number of neighbors ( ) considered to



form the pattern and it is in between the [ ,



and



. In other words the range of



is



].



d) LWP Feature Vector The local wavelet pattern feature vector ( ) of of every pixels of image



dimension is calculated using the



. We find the LWP feature vector



wavelet decomposition when



neighbors at radius



using the following equation,



55



at the



level of local



are considered to construct the



Chapter 4



where,



Local Gray Scale Image Descriptors



are the dimension of the image



(i.e. total number of pixel) and



is



.



4.2. Similarity Measurement and Evaluation Criteria 4.2.1.



Similarity Measurement



We use the distances discussed in the section 1.2.3 for the similarity measurement between the descriptors of two images in this chapter. 4.2.2.



Evaluation Criteria



Each image of the database is considered as a query image and matched with all images of that database. The top



matching images are retrieved using different similarity measure.



The approach matches those retrieved images correctly, which are retrieved from the same category as of the query image. In order to analyze the performance of the proposed descriptors, the average retrieval precision (ARP) and average retrieval rate (ARR) are calculated by finding the mean of average precision (AP) and average recall (AR) respectively for all categories. AP and AR for a particular category is computed by finding the average of precisions and recalls respectively by turning each image of that category as the query image. The precision and recall for any query image (



) is given as follows,



The F-score or F-measure metric is given as follows,



In order to find out the average normalized modified retrieval rank (ANMRR) metric, the algorithm given in [170] is followed and represented in the percentage as a function of number of retrieved images. The higher value of ARP, ARR and F-score represents the better retrieval performance and vice-versa, whereas the lower value of ANMRR means the better retrieval result and vice-versa.



4.3. Results and Discussion This section is devoted for biomedical image retrieval experiments and comparisons. One MRI and Four CT image retrieval experiments are performed over publicly available OASIS-



56



Chapter 4



Local Gray Scale Image Descriptors



MRI [171], Emphysema-CT [81], NEMA-CT [172], TCIA-CT [173] and EXACT09-CT [174] databases. Until or otherwise specified, 8 local neighbors ( ) equally spaced at a radius ( ) of 1 are used to construct the LBDP, LBDISP and LWP descriptors, the bit-depth (B) is set to 8 for LBDP and LBDISP, and local wavelet decomposition at 2nd level is adopted to construct the LWP feature vector. We compare the results of LDEP, LBDP, LBDISP and LWP feature vectors with the results of LBP [16], LTP [18], CSLBP [17], CSLTP [11], LDP [19], LTrP [20], LTCoP [32], LMeP [33] and SS3DLTP [83] feature vectors. 4.3.1.



Biomedical Databases Used



a) OASIS-MRI Database In the experiment, a magnetic resonance imaging (MRI) database is considered which is made public for research and analysis by the Open Access Series of Imaging Studies (OASIS) [171]. The cross-sectional images (resolution 176×208) of 421 persons are included in this database from the age-group between 18 and 96 years. We partitioned this database into four categories having 106, 89, 102 and 124 images for image retrieval uses on the basis of the ventricular shape inside the images. Fig. 4.10 depicts the example images (four images per category) from the OASIS-MRI database. The ventricular shape inside the images can be observed easily.



b) Emphysema-CT Database The loss of lung tissue is identified as the Emphysema. In order to analyze the Emphysema disease in more details, it is crucial to recognize the healthy and emphysematous lung tissues. We have used the CT images of the Emphysema disease named as the Emphysema-CT database [81]. The Emphysema-CT database comprises of the 3 classes, namely, Normal Tissue (NT), Centrilobular Emphysema (CLE), and Paraseptal Emphysema (PSE) with 59, 50 and 59 images respectively composed of the 39 persons [81]. The emphysema morphology is described by featuring the Emphysema-CT image with the help of texture based descriptors and the retrieval results are analyzed over the Emphysema-CT database in this thesis. Fig. 4.11 displayed one example images from each category of this database.



c) NEMA-CT Database The National Electrical Manufacturers Association (NEMA) [172] created the digital imaging and communications in medicine (DICOM) standard to facilitate the storage and uses of medical images for research purpose. We considered the CT0001, CT0003, CT0020, CT0057, CT0060, CT0080, CT0082, and CT0083 cases of this database for experiments.
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(a) Category-1 (C1)



(b) Category-2 (C2)



(c) Category-3 (C3)



(d) Category-4 (C4)



Fig. 4.10. OASIS-MRI example images, four images from each group.



(a) NT



(b) CLE



(c) PSE



Fig. 4.11. Images from Emphysema-CT database, one image from each class.



(a) Category-1



(b) Category-2



(c) Category-3



(d) Category-4



(e) Category-5



(f) Category-6



(g) Category-7



(h) Category-8



Fig. 4.12. Sample images from each category of the NEMA-CT database.
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Fig. 4.13. Some images of TCIA-CT database, one image from each category.



Fig. 4.14. EXACT09-CT example images, one image from each group.



We considered the 499 CT images of resolution 512×512 taken from the different body parts of NEMA in this study and classified it into 8 different classes (each class for different body parts) which consists of the 104, 46, 29, 71, 108, 39, 33 and 69 images to form the NEMA-CT database. Four sample images from each class of NEMA-CT database is displayed in Fig. 4.12.



d) TCIA-CT Database The cancer image archive (TCIA) provides the storage for the huge amount of research, clinical and medical cancer images [173]. These images are made public to download for the purpose of research. Digital Imaging and Communications in Medicine (DICOM) image format is used to store these images. We prepared TCIA-CT database by collecting 604 Colo_prone 1.0B30f CT images of the DICOM series number 1.3.6.1.4.1.9328.50.4.2 of
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study instance UID 1.3.6.1.4.1.9328.50.4.1 for subject 1.3.6.1.4.1.9328.50.4.0001. According to the size and structure of Colo_prone, we manually grouped this collected 604 images in 8 categories having 75, 50, 58, 140, 70, 92, 78, and 41 images respectively. All images are having the dimension of 512×512 pixels in this database. Fig. 4.13 displayed some example images of the TCIA-CT database with one image from each category.



e) EXACT09-CT Database Extraction of Airways from CT 2009 (EXACT09) is a database of chest CT scans [174]. This database contains the images in two sets training and testing with 20 cases in each set. The DICOM format is used to store the CT scan images. We considered the 675 CT images of CASE23 of testing set of EXACT09 in this chapter for image retrieval experiment and grouped these images on the basis of the structure and size of CT scans into 19 categories having 36, 23, 30, 30, 50, 42, 20, 45, 50, 24, 28, 24, 35, 40, 50, 35, 30, 28 and 55 CT images to form the EXACT09-CT database. The dimension of the images is 512×512. Fig. 4.14 depicts the example images of EXACT09-CT database with one image of each group.
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Fig. 4.15. The performance comparison of LDEP, LBDP, LBDISP and LWP descriptors with



LBP, LTP, CSLBP, CSLTP, LDP, LTrP, LTCoP, LMeP and SS3DLTP descriptors over OASIS-MRI Database by using D1 distance measure in terms of the ARP, ARR, F-Score and ANMRR as a function of number of top matches (i.e. number of retrieved images).
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Experimental Results



The performance comparison of LDEP, LBDP, LBDISP and LWP descriptors with LBP, LTP, CSLBP, CSLTP, LDP, LTrP, LTCoP, LMeP and SS3DLTP descriptors over OASISMRI Database is depicted in Fig. 4.15 using the ARP, ARR, F-Score and ANMRR against the number of retrieved images (i.e. number of top matches). It is observed across the plots that the performance of bit-plane based descriptors such as LBDP and LBDISP is improved too much as compared to the remaining descriptors. The results also highlight that LDEP and LWP descriptors are not suitable for the OASIS-MRI database. It is also noticed that LBDP is better performing as compared to LBDISP up to 35 number of top matches after that the scenario is interchanged. The results comparison over Emphysema-CT, NEMA-CT, TCIA-CT and EXACT09-CT databases are done in Fig. 4.16 in terms of the ARP and ANMRR. The performance of LBDP and LWP feature descriptors are comparable to each other over Emphysema-CT database while these descriptors are outperforming the other descriptors. The performance of LDEP descriptor (with very low dimensionality) is also comparable as to the better performing descriptors over Emphysema-CT database. On the other hand, the performance of SS3DLTP (with very high dimensionality as compared to the proposed LDEP, LBDP, LBDISP, and LWP descriptors) is very poor over this database. The LBDISP descriptor is not best suited for Emphysema-CT database. In case of NEMA-CT database, the LBDISP descriptor is outperforming the remaining descriptors in terms of both ARP and ANMRR. The LBDP and LTCoP descriptors are the second and third best methods respectively, over NEMA-CT database. The performance of LDEP and LWP descriptors are also good over NEMA-CT with LDEP is performing extraordinary as its dimension is very low as compared to the top performing descriptors. This database is having images from different part of the body. So, it can be deduced that LBDP and LWP descriptors are better suited if the inter class variation is high while intra class similarity is high. The five top performing descriptors over TCIA-CT database in decreasing order are LBDP, LWP, SS3DLTP, LBDISP and LDEP. The improvement in LBDP is very high as compared to the LWP and the improvement in LWP is also very high as compared to the SS3DLTP. In the case of EXACT09-CT database, the LBDP, LBDISP and LWP descriptors are having the comparable performance to each other while these descriptors outperforming the remaining descriptors. The performance of LDEP is also very fair despite its low dimension. It is deduced that LBDP and LWP descriptors are the ideal ones for the CT databases having the images from a single subject because both TCIA-CT and EXACT09-CT databases are extracted from a single but distinct subject. The LDEP is performing good for each CT database.
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Fig. 4.16. The performance comparison descriptors over Emphysema-CT, NEMA-CT, TCIA-



CT and EXACT09-CT Databases by using D1 distance measure in terms of the ARP and ANMRR as a function of the number of top matches (i.e. the number of retrieved images).



62



Chapter 4



Local Gray Scale Image Descriptors



OASIS-MRI Database



ARP (%) for 50 Top Matches



50



40



30 Euclidean Cosine Emd Canberra L1 D1 Chi-square



20



10



0



LDEP



LBDP



LBDISP



LWP



Descriptors Emphysema-CT Database



NEMA-CT Database 100



70



ARP (%) for 25 Top Matches



ARP (%) for 25 Top Matches



80



60 50 40 Euclidean Cosine Emd Canberra L1 D1 Chi-square



30 20 10 0



LDEP



LBDP



LBDISP



80



60



20



0



LWP



Euclidean Cosine Emd Canberra L1 D1 Chi-square



40



LDEP



Descriptors



70



70



60 50 40 Euclidean Cosine Emd Canberra L1 D1 Chi-square



10 0



LDEP



LBDP



LBDISP



LWP



EXACT09-CT Database 80



ARP (%) for 25 Top Matches



ARP (%) for 50 Top Matches



TCIA-CT Database



20



LBDISP



Descriptors



80



30



LBDP



60 50 40



20 10 0



LWP



Descriptors



Euclidean Cosine Emd Canberra L1 D1 Chi-square



30



LDEP



LBDP



LBDISP



LWP



Descriptors



Fig. 4.17. The performance of LDEP, LBDP, LBDISP and LWP descriptors in terms of ARP



with different distance measures such as Euclidean, Cosine, Emd, Canberra, L1, D1 and Chisquare when either 25 or 50 images are retrieved.



a) Effect of Distance Measures The D1 distance measure was used in the results reported previously in this chapter. The LDEP, LBDP, LBDISP and LWP descriptors are also tested with the Euclidean, Cosine, Emd, Canberra, L1, D1 and Chi-square distances over each database and the results are displayed in Fig. 4.17 in terms of ARP when either 25 or 50 images are retrieved. These results suggest that a single distance is not always fit over each database for each descriptor. The performance of descriptors can be boosted further by adopting the best distance for a particular descriptor over a particular database.
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(c) Fig. 4.18. The comparison results for different levels of wavelet decomposition of LWP



descriptor in terms of the ARP vs CT databases. The values of



over (a) TCIA-CT, (b) EXACT09-CT, and (c) NEMA-



and



are 8 and 1 in this analysis so the possible levels of



wavelet decomposition are 1, 2 and 3.



b) Effect of Level of Wavelet Decomposition of LWP The effect of level ( ) is also analyzed of local wavelet decomposition over the performance of the LWP descriptor. For 8 local neighbors at 1 radius of the neighborhood (i.e., ), the maximum possible value of is 3 (i.e., for



and



). We tested the LWP descriptor



in the Fig. 4.18(a-c) over TCIA-CT, EXACT09-CT and NEMA-CT



databases respectively. It is observed across the plots of the Fig. 4.18 that the performance of LWP is nearly increasing over TCIA-CT and EXACT09-CT databases with the increase in . In the case of NEMA-CT database, the performance of LWP is better for used



. This was the fact that we



for LWP in the results so far. From this analysis, it is desirable to use the higher



level of wavelet decomposition for the databases having images from the same body part such as TCIA-CT and EXACT09 database and the lower level of wavelet decomposition for the databases having images from the different body part such as NEMA-CT database. Moreover, the dimension of the LWP descriptor doesn’t change with the level of wavelet decomposition which is a major finding of our approach.
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c) Performance V/S Complexity The dimension ( CSLBP (



) of different descriptors are LBP ( ), CSLTP (



(



), LMeP (



(



), LBDISP (



), LDP (



), LTP (



), LTrP (



), SS3DLTP ( ), and LWP (



), ), LTCoP



), LDEP (



), LBDP



). The dimension of the proposed



LDEP, LBDP, LBDISP and LWP descriptors are very less as compared to the remaining descriptors except LBP, CSLBP and CSLTP descriptors. The dimension of LDEP is very low, but its performance is very good over each CT databases. The dimension of LBDP, LBDISP and LWP is equal to the LBP, but the performance is improved too. All the experiments are conducted using a system having Intel(R) Core(TM) i5 CPU [email protected] GHz processor, 4 GB RAM, and 32-bit Windows 7 Ultimate operating system.



Fig. 4.19. Retrieval results from TCIA-CT database using LBP (1



st



row), LTP (2nd row),



CSLBP (3rd row), CSLTP (4th row), LDP (5th row), LTrP (6th row), LTCoP (7th row), LMeP (8th row), SS3DLTP (9th row), LDEP (10th row), LBDP (11th row), LBDISP (12th row) and LWP (13th row) feature vectors. The first image in each row is the query image and rests are the retrieved images in order of deceasing similarity from left to right. Note that the images in red rectangles are the false positives.
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d) Retrieval Results The top 10 retrieved images for a query image taken from the TCIA-CT database using each descriptor are displayed in Fig. 4.19. The 1st to 13th rows correspond to the LBP, LTP, CSLBP, CSLTP, LDP, LTrP, LTCoP, LMeP, SS3LTP, LDEP, LBDP, LBDISP and LWP descriptors respectively. Here, it can be observed that LBDP, LBDISP and LWP are the descriptors that achieved 100% precision. The number of correct images retrieved by LDEP is 7 which are still comparable with other descriptors of high dimensionality. From the experimental results in terms of ARP, ARR, F-Score and ANMRR over OASISMRI, Emphysema-CT, NEMA-CT, TCIA-CT and EXACT09-CT databases, it is pointed out that proposed LDEP, LBDP, LBDISP and LWP feature descriptors are more discriminative and efficient as compared to the state-of-the-art descriptors proposed recently such as LBP, LDP, LTrP, LTCoP, LMeP and SS3DLTP. It is pointed out that LDEP and LWP descriptors are suited only for the CT databases, whereas LBDP and LBDISP descriptors are suited for both MRI as well as CT databases.



4.4.



Summary



We proposed four new image feature descriptor namely LDEP, LBDP, LBDISP and LWP in this chapter for medical biomedical image retrieval. The LDEP exploited the relationship of center with diagonal neighbors. The LBDP and LBDISP have used the local relationship at bit-plane level. The LWP has been constructed by taking the 1-D wavelet decomposition of local neighborhoods. The basic aim of these descriptors was to encode the relationship among the local neighbors as well as between the center and its neighbors to enhance the discriminative ability while at the same time maintaining the low dimensionality of the descriptors. These descriptors were tested on one MRI and four CT databases. The CT databases considered were having different characteristics such as some database was from the same part of the body while some was from the different part of the body; some was constructed from a single subject while some was constructed from different subjects. The image retrieval framework was used for the performance comparison. Various state-of-the-art descriptors are compared with the proposed descriptors. The performance of proposed descriptors was found appealing in most the cases in terms of precision, recall and retrieval rank. The introduced descriptors are also experimented with different distances and found that by adopting the best performing distance the performance can be boosted further. The dimension of the descriptors was also compared and deduced that the proposed descriptors are having very less dimensionality as compared to the most of existing descriptors. It is evident from the experiments and analysis that the proposed descriptors are more efficient as well as more discriminative for the biomedical image retrieval over MRI and CT databases.
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Chapter 5 Local Color Image Descriptors for Natural and Textural Image Retrieval Content-based image retrieval is demanding accurate with efficient retrieval approaches to index and retrieve the most similar images from the huge image databases. Color is a very important characteristic of the real image. Thus, it is required to encode the color information while designing any descriptor. This chapter has introduced four color based local descriptors namely local color occurrence descriptor (LCOD), rotation and scale invariant hybrid image descriptor (RSHD), multichannel adder based local binary pattern (maLBP) and multichannel decoder based local binary pattern (mdLBP). In LCOD and RSHD, the color information is processed in two steps: first, the number of color is reduced into a less number of shades by quantizing the RGB color space; second, the reduced color shade information of the local neighborhood is used to compute the descriptor. In order to encode LCOD, a local color occurrence binary pattern is generated. Color and textural features are fused together to construct the RSHD image descriptor by computing the texture information using structuring patterns over quantized color shades. The maLBP and mdLBP have utilized the concept adder and decoder respectively to exploit the cross-channel information. LCOD, RSHD, maLBP and mdLBP are tested over two colored natural and two colored texture databases for CBIR and the results confirm the superiority of these descriptors. The performance of the proposed descriptors is promising in the case of rotation and scaling also and it can be effectively used for accurate image retrieval under various image transformations. The rest of this chapter is organized as follows: Section 5.1 proposes the LCOD, RSHD, maLBP and mdLBP descriptors for color image retrieval; Section 5.2 presents the detailed experimental results, analysis and discussions over the four databases including two natural color and two textural color databases; and finally Section 5.3 concludes the chapter. 



The content of this chapter is published in the following research articles:  S.R. Dubey, S.K. Singh, and R.K. Singh, “Multichannel Decoded Local Binary Patterns for Content Based Image Retrieval,” IEEE Transactions on Image Processing, Vol. 25, No. 9, pp. 4018-4032, 2016.  S.R. Dubey, S.K. Singh, and R.K. Singh, “Local neighbourhood-based robust colour occurrence descriptor for colour image retrieval,” IET Image Processing, Vol. 9, No. 7, pp. 578-86, 2015.  S.R. Dubey, S.K. Singh, and R.K. Singh, “Rotation and scale invariant hybrid image descriptor and retrieval,” Computers & Electrical Engineering, Vol. 46, pp. 288-302, 2015.
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5.1. Local Color Image Descriptors and Retrieval In this section, we propose four color descriptors namely local color occurrence descriptor (LCOD), rotation and scale invariant hybrid descriptor (RSHD), multichannel adder based local binary pattern (maLBP), and multichannel decoder based local binary pattern (mdLBP). LCOD and RSHD are based on the color quantization and pattern extraction, whereas maLBP and mdLBP are based on the pattern extraction over color channels and then transformation over the binary patterns of multiple channels of the image. 5.1.1.



Local Color Occurrence Descriptor (LCOD)



In this sub-section, we describe the construction process of proposed Local Neighborhood Based Robust Color Occurrence Descriptor (LCOD). The descriptor will be computed over quantized image obtained in the previous section. Here, we focus to constructing the descriptor only on the basis of color features of the image. The whole construction process consists of three steps. In the first step, a color quantization is performed to reduce the number of color shades of the image. In the second step, a local color occurrence binary pattern is generated for each pixel in the image in its local neighborhood. In the third step, the binary patterns of all pixels of the image are aggregated to find a single pattern. a) Color quantization RGB color images contain three channels representing Red (R), Green (G) and Blue (B) colors respectively. According to the RGB color space, the range of shades is [0, l-1], where l is the number of distinguished shades in each channel. The number of different colors possible in this color space is l3, which is a large number. Considering all the colors for feature description is not feasible because the dimension of the descriptor should be as minimal as possible. We quantize RGB color space such as it becomes a single channel with reduced number of shades. To reduce the complexity of the computation, RGB color space is quantized into q×q×q=q3 bins, i.e. each color is quantized into q bins, where q << l. To retain equal weighting of each color, all color components are quantized into equal number of bins. The steps involved in the quantization are as follows:



(1) Divide each Red, Green and Blue component of image I into q shades from l shades respectively. The reduced color components (i.e. Rred, Gred and Bred) are computed as,



where, ┌ ┐is the ceiling operator and



.
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(2) Combine all three components Rred, Gred and Bred into a one-dimension to construct the reduced color image Ired as follows,



We quantize each color of the RGB image into equal number of shades which retains the symmetric information. Liu et al. [22] also quantized RGB color space into 64 shades whereas [24] and [23] quantized HSV color space into 72 shades and [102] quantized L*a*b* color space into 90 shades. In this chapter, the value of q is chosen as 4 (i.e. 64 shades) after quantization until or otherwise specified. b) Local neighborhood based color occurrence binary pattern The performance of most of the descriptors is restricted under geometric and photometric transformation conditions because they use spatial information. To overcome this problem, we considered the local occurrences of individual reduced color shades over a local neighboring region. A local color occurrence binary pattern is generated for each pixel of the image. First, we find the number of occurrences for each shade in local neighborhoods and represent it in binary form. Finally, the binary pattern for each shade is concatenated to obtain a single pattern for that pixel. The binary pattern generated for each pixel is used to construct the descriptor. Let I be an image of size u×v and Ired is the image obtained after quantization of I. We represent the number of occurrences of shade ρ within D distance (city block) local neighborhood of pixel P(x, y) of image Ired by and



, where



,



,



. To illustrate the methodology to compute the final binary pattern



for a given pixel, we have considered an example in Fig. 5.1. In this example, we find the pattern for the middle pixel (i.e.



) having shade value 3 (highlighted in green in Fig.



5.1) by considering the value of D as 2 and 1 (i.e.



and



respectively). Only 5



different shades are considered in this example (i.e. ρ = [1, 5]). In Fig. 5.1(a), the value of D is considered as 2 such that the maximum possible value of



becomes 25 (i.e.,



)



which requires a minimum of k = 5 bits to represent in the binary, where . The number of occurrences of shade ρ (i.e. and 5 respectively. The pattern which is the binary representation of



) is 6, 5, 4, 5, and 5 for ρ = 1, 2, 3, 4,



is computed by concatenating . Similarly,



for ρ = [1, 5]



is also computed in the Fig.



5.1(b) for the same example of Fig. 5.1(a). The number of bits required for D=1 is 4 in Fig. 5.1(b) because the maximum possible number of occurrence is 9. The length of Fig. 5.1(a), whereas it is 20 in Fig. 5.1(b). Thus, the length of final pattern is
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Fig. 5.1. An illustration to compute the local color occurrence binary pattern for (a) D = 2, and



(b) D = 1. The number of quantized color shades is considered as 5 in this example for both the cases.



c) Local neighborhood based robust color occurrence descriptor The local color occurrence binary pattern is generated for each pixel of the image as discussed previously. To obtain the lower dimensional descriptor, we adopted bin-wise addition of binary patterns. The descriptor des obtained after bin-wise addition for



bin is given by the



following equation,



The construction process of des depends upon the size of the image (i.e. the values of u and v). The values of the elements of des will be larger for the higher resolution images and vice-versa. To overcome the effect of image size over the descriptor, we normalize the des such that it becomes invariant to the scale of the image. Normalization is carried out in such a way that the sum of resultant descriptor becomes 1. Thus, the final local color occurrence descriptor (LCOD) is given as,
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Rotation and Scale Invariant Hybrid Descriptor (RSHD)



This sub-section describes the proposed rotation and scale-invariant hybrid descriptor (RSHD). The RSHD is constructed over the color quantized image



obtained in 5.2.1(a).



First, we present the five rotation-invariant structure elements used in this work to encode the texture information and then we describe the descriptor construction process in detail with illustrative examples. a) Rotation-invariant structure element Color, texture and shape are the key information that present in the natural images. We can think of the image as an arrangement of the regions with different color, texture and shapes. The local neighborhood contains much texture and shape information and plays an important role in the human visual system to perceive the local structures. Structure element has a strong influence on texture representation and recently it is used by some researchers to encode the texture information [22-24]. But these structure elements are partially invariant to the rotation and scale. In the present work, we have enhanced the concept of structure element by considering rotation-invariant structure element and the descriptor is constructed by considering local neighborhood textural information with the color information. The local neighboring structures of the images from the same class are quite similar and if such information can be encoded in a rotation-invariant manner, it may become an important description in image matching. The RSHD is the fusion of color and textural cues present in the image in an efficient manner. To encode the color information, we quantized the RGB color space into single channel having less number of shades. The textural feature is computed in the form of binary structuring pattern. Structuring pattern is generated by considering local neighboring structure element. In order to fuse the color and texture, we extracted the structuring pattern for each quantized shade independently. In this way, we are able to encode the color and texture information simultaneously. The local neighboring structure elements facilitate proposed descriptor to boost with rotation and scale-invariant property. We incorporated the basic local structures into the framework of neighboring patterns. The five structure elements used in RSHD are shown in the Fig. 5.2 and it is represented by the number and orientation of the active elements (i.e. highlighted pixels). We refer these structures of Fig. 5.2(a-e) as type 1, type 2, type 3, type 4, and type 5 structures respectively. Note that structure element in Fig. 5.2(a-e) have (4, 4, 2, 4, 1) degrees of freedom respectively towards rotation. This freedom of rotation and closest neighboring information allows the construction of rotation and scaleinvariant hybrid descriptor using these five structure elements. If the number of active elements is more it means that the local neighborhood of a particular pixel is dense with a
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particular shade. We quantized the original RGB color space into 64 different shades for RSHD descriptor.



Fig. 5.2. Five structure element containing (a) only one, (b) two consecutive, (c) two non-



consecutive, (d) three consecutive, and (e) four consecutive active elements.



Fig. 5.3. Six patterns derived from the five structure elements, representing (a) no structure,



(b) type 1 structure, (c) type 2 structure, (d) type 3 structure, (e) type 4 structure, and (e) type 5 structure.



Fig. 5.4. Extraction of structure map for each quantized shade; spρ represents the pattern over



ρth quantized shade for a particular pixel. In this example, the number of quantized color shade is set to 4.
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Fig. 5.5. Three examples to illustrate the computation of RSHD patterns over each quantized



shade for a particular pixel; in this example also, the number of quantized shade is set to 4.



Five structure elements shown in Fig. 5.2 serve as the base templates to extract the texture information over each quantized shade for each pixel in the image. To illustrate the extraction of pattern using these structuring elements, consider only two quantized shades in the image. We define six patterns, Patterni for i=0 to 5 from five structuring elements of 5 bins. The six patterns derived from the five structure element are illustrated in Fig. 5.3. Pattern0 corresponds to no structure for a particular quantized shade and the values of all five bins are set to zero. Patterni for i=1 to 5 correspond to type i structure element and only the ith bin is set to 1 in the corresponding pattern (all other bins are set to zero). b) Descriptor construction using structuring pattern Structuring pattern is the textural information on the basis of six patterns derived from the five structure elements for each pixel in the image over all quantized shades. To illustrate the concept efficiently, suppose we have only four quantized shades form 1 to 4. Fig. 5.4 illustrates the extraction of local neighborhood maps for each quantized shade and according to the structure of the map, its type is defined. Fig. 5.5 shows three examples to compute the structuring pattern SP for any pixel from its four neighboring pixels. The structuring pattern over each quantized shade SPρ is computed first and then combined it in order to find a single structuring pattern SP for any given pixel. In Fig. 5.5(a), SP1 is the pattern for the type 2 structure over shade 1; SP2 is the pattern for the type 1 structure over shade 2; SP3 is the pattern for the no structure over shade 3; SP4 is the pattern of the type 1 structure over shade 4; and SP is the concatenation of the SP1, SP2, SP3, and SP4 which represents the final structuring pattern obtained for middle pixel. The SP for the middle pixel in Fig. 5.5(b-c) is also generated similarly. The length of SP becomes 20 for 4 quantized shades considering 5 structure elements. In general, the length of SP is 5q3. We extracted the structuring pattern SP for each pixel of the image, now our goal is to combine these SPs in an efficient manner in order to construct the final descriptor. We combined these SPs for all pixels in the image by summing them for each bin individually; it means that the value at the jth bin in the final descriptor is the number of 1’s at the jth bin in all SPs (i.e. the sum of jth bin of all SPs). Finally, a normalization scheme similar to LCOD descriptor is adopted here also to make the RSHD descriptor image scale invariant.
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The final RSHD descriptor is invariant to the rotation because we constructed it by using rotation-invariant structure elements which makes it discriminative under rotation. Note that, the use of local neighboring information makes RSHD scale-invariant, too, because the information in just the local neighborhood of a pixel does not change too much with the change in scale of the image. In this chapter, the value of q3 and number of the structuring element is set to 64 and 5 respectively, which lead to the size of RSHD descriptor is 64 × 5 = 320. The proposed image feature descriptor RSHD is an improvement over SEH [24]. SEH doesn’t consider the neighboring information around a center pixel which we incorporated in the RSHD descriptor. In methodology also our descriptor is based on the binary representation of the rotation invariant structuring pattern, whereas SEH is based on the decimal representation of square structuring patterns. 5.1.3.



Multichannel Decoded Local Binary Pattern



In this sub-section, we propose two multichannel decoded local binary pattern approaches, namely multichannel adder based local binary pattern ( based local binary pattern (



) to utilize the local binary pattern information of multiple



channels in efficient manners. Total



and



number of output channels are generated by



using multichannel adder and decoder respectively from . Let



is the



channel of any image of size



number of channels. If the and



) and multichannel decoder



number of input channels for , where



neighbors equally-spaced at radius



are defined as



is the total



of any pixel



for



(see Fig. 5.6), where



according to the definition of the LBP [16], a local binary pattern in



and



channel is generated by computing a binary value



. Then, for a pixel



given as follows, (5.5)



where, (5.6)



Let, the multichannel adder based local binary pattern multichannel decoder based local binary pattern



are the outputs of the



multichannel LBP adder and decoder respectively, where Note that, the values of of



and



multichannel adder map



and the



and



.



are in the binary form (i.e. either 0 or 1). Thus, the values are also in the binary form generated from the and multichannel decoder map



respectively corresponding to the each neighbor
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Fig. 5.6. The local neighbors



of a center pixel



coordinate system for



and



in



channel in polar



.



Table 5.1. Truth Table of Adder and Decoder map with 3 input channels
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The truth map of



and



for



are shown in Table 5.1 are



having 4 and 8 distinct values respectively. Mathematically, the



and



are defined as, (5.7) (5.8) We denote for and pattern



for and



and



by input patterns,



by adder patterns and



for



by decoder patterns respectively. The multichannel adder based local binary for pixel



from multichannel adder map



defined as,
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(5.9) Similarly, the multichannel decoder based local binary pattern from multichannel decoder map



and



for pixel



can be computed as, (5.10)



The multichannel adder based local binary patterns ( multichannel decoder based local binary patterns ( pixel



is computed using



and



) and for the center respectively in the



following manner,



Fig. 5.7. (a) RGB image, (b) R channel, (c) G channel, (d) B channel, (e) LBP map over R



channel, (f) LBP map over G channel, (g) LBP map over B channel, (h-k) 4 output channels of the adder, and (l-s) 8 output channels of the decoder using 3 input LBP map of R, G and B channels.
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Red (R) Channel



LBP1



Green (G) Channel



Blue (B) Channel



LBP2



LBP3



Adder



Decoder



maLBP1



maLBP4



mdLBP1



mdLBP8



maLBP1 Histogram



maLBP4 Histogram



mdLBP1 Histogram



mdLBP8 Histogram



maLBP Feature Vector



mdLBP Feature Vector



Fig. 5.8. The flowchart of computation of multichannel adder based local binary pattern



feature vector (i.e. maLBP) and multichannel decoder based local binary pattern feature vector (i.e. mdLBP) of an image from its Red (R), Green (G) and Blue (B) channels.



(5.11) (5.12) An illustration of the adder output channels and decoder output channels are presented in the Fig. 5.7 for an example image of Corel-1k database. An input image in RGB color space (i.e.



) is shown in Fig. 5.7(a). The corresponding Red (R), Green (G) and Blue (B)



channels are extracted in the Fig. 5.7(b-d) respectively. Three LBPs corresponding to the Fig. 5.7(b-d) are portrayed in the Fig. 5.7(e-g) for R, G and B channels respectively. The four output channels of the adder and eight output channels of the decoder are displayed in Fig. 5.7(h-k) and Fig. 5.7(l-s) respectively. It can be perceived from the Fig. 5.7 that the decoder channels are having a better texture differentiation as compared to the adder channels and input channels while adder channels are better differentiated than input channels. In other
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words, we can say that by applying the adder and decoder transformation the inter channel decorrelated information among the adder and decoder channels increases. The feature vector (i.e. histogram) of



output channel of the adder (i.e.



) is



computed as follows,



for



and



, where,



is the dimension of the input image



(i.e. total number of pixels).



Similarly, the feature vector of



for



output channel of decoder (i.e.



and



The final



given by concatenating the histograms of



and and



) is computed as,



feature vectors are over each output channel



respectively and given as,



The process of computation of



and



feature descriptor of an image is



illustrated in Fig. 5.8 with the help of a schematic diagram. In this diagram, Red, Green and Blue channels of the image are considered as the three input channels. Thus, 4 and 8 output channels are produced by the adder and decoder respectively.



5.2. Results and Discussions In the experiments, each image of the database is turned as the query image. For each query image, the system retrieves top matching images from the database on the basis of the shortest similarity score measured using different distances between the query image and database images. If the returned image is from the category of the query image, then we say that the system has appropriately retrieved the target image, else, the system has failed to retrieve the target image. The performances of different descriptors are investigated using ARP and ANMRR explained in sub-section 4.2.2. To demonstrate the effectiveness of the proposed
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approach, we compared our results of LCOD, RSHD, maLBP and mdLBP with existing methods such as Local Binary Pattern (LBP) [16], Color Local Binary Pattern (cLBP) [105], Multi-Scale Color Local Binary Pattern (mscLBP) [106], mCENTRIST [109], SEH [24] and CDH [102]. We have considered



5.2.1.



and



for maLBP and mdLBP.



Databases



a) Corel-1k and Corel-10k databases We evaluated proposed descriptors on the Corel-1k dataset containing 1000 images from 10 categories having 100 images per category taken from [6]. The resolution of images is either 384×256 or 256×384 in the Corel-1k dataset. The 10 categories of the Corel-1k dataset are building, bus, dragon, elephant, flower, food, horse, human being, beach and mountain. In order to evaluate the proposed descriptor over large database, a standard Corel database for CBIR [175] is used in this chapter. A large number of images having different details are present in the Corel image database ranging from natural scenarios and outdoor sports to animals. We refer this database as the Corel-10k database. The Corel-10k database consists of the 80 categories having nearly more than 100 images in each category totaling 10800 images in the database. The images in a particular group are category-homogeneous. The resolutions of the images are either 120 × 80 or 80 × 120 pixels. b) MIT-VisTex and STex-512S databases In this experiment, we used MIT-VisTex colored texture database consisting of 40 different images. The images are having 512×512 dimension and collected from the [176]. We created a database of 640 images (i.e. 40×16) by partitioning each 512×512 image into sixteen 128×128 non overlapping sub-images. We also used the STex-512S colored texture database from [177] for retrieval experiment. This database consists of the 7616 numbers of color images of dimension 128×128 from 26 categories. c) Corel-1k-Rotate, Corel-1k-Scale and Corel-1k-Illumination databases In order to emphasize the performance of proposed descriptors under rotation, we synthesized a Corel-1k-Rotate database by rotating first 25 images of each category of Corel-1k with angle 0, 90, 180, and 270 degrees. Thus, the total number of images in the Corel-1k-Rotate database is 100. We also synthesized a Corel-1k-Scale database also by scaling first 20 images of each category of Corel-1k at the scales of 0.5, 0.75, 1, 1.25, and 1.5. Corel-1k-Scale database contains 100 images for each category with 1000 total number of images. To test the performance of the descriptor under monotonic intensity change, we also synthesized a Corel-
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1k-Illumination database by adding -60, -30, 0, 30, and 60 in the all channels (i.e. Red, Green and Blue) of the first 20 images of each category of the Corel-1k database. Thus, the Corel1k-Illumination database also consists of the 1000 images with 100 images per category. 5.2.2.



Effect of Distance Measures



We compared the performance of image retrieval using LCOD, RSHD, maLBP and mdLBP descriptors in terms of the average precision rate (ARP) using Euclidean, Cosine, Emd, Canberra, L1, D1 and Chi-square (



) distance measures defined in section 1.2.3 and shown



the results in Fig. 5.9 over Corel-1k, Corel-10k, MIT-VisTex and STex-512S databases. It is observed that the Chi-square distance is better suited for each descriptor over nearly all the databases. Thus, Chi-square distance will be used for the similarity measure in the rest of the results of this chapter. 5.2.3.



Experimental Results



The image retrieval results obtained using LCOD, RSHD, maLBP and mdLBP descriptors are compared with LBP, cLBP, mscLBP, mCENTRIST, SEH and CDH descriptors.
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Fig. 5.9. The performance of LCOD, RSHD, maLBP and mdLBP descriptors with varying



distances over Corel-1k, Corel-10k, MIT-VisTex and STex-512S databases.
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(a) Corel-10k Database
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(d) Fig. 5.10. The result comparison of LCOD, RSHD, maLBP and mdLBP descriptors with LBP,



cLBP, mscLBP, mCENTRIST, SEH and CDH descriptors over (a) Corel-1k, (b) Corel-10k, (c) MIT-VisTex and (d) STex-512S databases in terms of the ARP and ANMRR.
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Fig. 5.11. The results of LCOD, RSHD, maLBP and mdLBP descriptors over each category of



Corel-1k database in terms of the average precision.



Fig. 5.12. Top 10 retrieved images using each descriptor for a query image from Corel-1k



database. Note that 10 rows corresponds to the different descriptor such as LBP (1 st row), cLBP (2nd row), mscLBP (3rd row), mCENTRIST (4th row), SEH (5th row), CDH (6th row), LCOD (7th row), RSHD (8th row), maLBP (9th row) and mdLBP (10th row) and 10 last columns corresponds to the 10 retrieved images in decreasing order of similarity for the query image in the first column.
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Fig. 5.13. Top 10 retrieved images using each descriptor for a query image from MIT-VisTex



database. Note that 10 rows corresponds to the different descriptor such as LBP (1 st row), cLBP (2nd row), mscLBP (3rd row), mCENTRIST (4th row), SEH (5th row), CDH (6th row), LCOD (7th row), RSHD (8th row), maLBP (9th row) and mdLBP (10th row) and 10 last columns corresponds to the 10 retrieved images in decreasing order of similarity for the query image in the first column.



The result comparison plots in terms of ARP and ANMRR over (a) Corel-1k, (b) Corel10k, (c) MIT-VisTex and (d) STex-512S databases are illustrated in Fig. 5.10. The RSHD descriptor outperforms the remaining descriptors over the Corel-1k database as the ARP is highest and ANMRR is lowest for it. The LCOD descriptor is the second best descriptor over Corel-1k database. The maLBP and mdLBP descriptor is also performing better with mdLBP as the third best performing over Corel-1k. In the case of large database (i.e. Corel-10k database), the results of LCOD, RSHD and mdLBP are nearly same and outperforms the remaining descriptors. The mdLBP is best suited descriptor for colored texture databases as its performance is too improved over MIT-ViSTex and STex-512S databases. Moreover, the maLBP descriptor is also having the comparable results. Over colored texture databases, SEH
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and CDH descriptors fail drastically, whereas LCOD and RSHD descriptors are able to maintain better results than SEH and CDH. It is observed from the results of Fig. 5.10 that the LCOD and RSHD descriptors are better for color natural databases and maLBP and mdLBP descriptors are better for color texture databases. Corel-1k-Rotate Database 100 95
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(c) Fig. 5.14. The results comparison of different descriptors over (a) Corel-1k-Rotate, (b) Corel-



1k-Scale and (c) Corel-1k-Illumination database.
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The average precision over each category of the Corel-1k database is depicted in Fig. 5.11 using LCOD, RSHD, maLBP and mdLBP descriptors to know the category which needs more attention. It is observed across the plots that all the descriptor’s performance is down for the ‘beach’ and ‘mountain’ categories. The top 10 similar retrieved images for a query image from the Corel-1k database using each descriptor are displayed in Fig. 5.12. Note that the rows represent the retrieved images using different descriptors in following manner: 1st row using LBP, 2nd row using cLBP, 3rd row using mscLBP, 4th row using mCENTRIST, 5th row using SEH, 6th row using CDH, 7th row using LCOD, 8th row using RSHD, 9th row using maLBP and 10th row using mdLBP; the 10 last columns corresponds to the 10 retrieved images in decreasing order of similarity and the images in the 1st column are the query images. Fig. 5.12 is showing the retrieved images for a query image from the ‘Horse’ category. The precision obtained by LBP, cLBP, mscLBP, mCENTRIST, SEH, CDH, LCOD, RSHD, maLBP and mdLBP for this example are 30%, 20%, 20%, 30%, 70%, 30%, 90%, 100%, 60% and 70% respectively. It means that RSHD descriptor retrieve most correct images. The 10 retrieved images are also depicted in Fig. 5.13 for a query image from MITVisTex database. The number of correct images retrieved using LBP, cLBP, mscLBP, mCENTRIST, SEH, CDH, LCOD, RSHD, maLBP and mdLBP are 4, 7, 8, 9, 9, 7, 8, 9, 9 and 10 in Fig. 5.13. Here, the only mdLBP descriptor is able to gain the 100% precision. 5.2.4.



Analyzing Robustness of the Descriptors



In this sub-section, we test the robustness of the descriptors towards image rotation, image scaling and uniform illumination difference. The comparison results of different descriptors are displayed in Fig. 5.14 over (a) Corel-1k-Rotate, (b) Corel-1k-Scale and (c) Corel-1kIllumination database. It is explored that LCOD and RSHD descriptors are robust to the rotation and scale of the image, whereas, maLBP and mdLBP fail to gain the same. It is also experienced that mdLBP is more uniform illumination robust than other descriptors. The CDH descriptor fails drastically in the case of illumination difference, whereas, it is partial robust to the image scaling. The SEH descriptor also exhibits the partial robustness towards the image rotation, image scaling and uniform illumination change.



5.3. Summary In this chapter, four color image descriptors namely LCOD, RSHD, maLBP and mdLBP have proposed. The LCOD and RSHD are based on the color quantization. The maLBP and mdLBP have utilized the local information of multiple channels on the basis of the adder and decoder concepts. The proposed descriptors are evaluated using image retrieval experiments over four color databases having images of natural scenery and textures. The experimental



85



Chapter 5



Local Color Image Descriptors



results pointed out that the LCOD and RSHD descriptors have shown very promising results over natural color databases, whereas, the maLBP and mdLBP have outperformed state-ofthe-art descriptors over color textural databases. It has also been experimented that the Chisquare distance is very good with the proposed descriptors. The robustness of LCOD and RSHD is improved enough towards the image rotation and image scaling. The mdLBP has shown the highest degree of robustness towards the uniform illumination change. It is deduced from the experimental result that the proposed descriptors outperform the LBP as well as non-LBP based descriptors over color images.
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Chapter 6 Brightness Invariant Image Retrieval Using Illumination Compensation The image retrieval is still challenging to retrieve the most similar images of a given image from a huge database more accurately and robustly. It becomes more challenging for the images having drastic illumination differences. Most of feature descriptor having better retrieval performance degrades in the case of illumination change. To circumvent this problem, we compensated the varying illumination in the image using multi-channel information. We used red, green, blue channel of RGB color space and I channel of HSI color space to remove the intensity change in the image. Finally, we designed an illumination compensated color space to compute the feature descriptor over it. The proposed idea is generic and can be implemented with the most of the feature descriptor. We used some stateof-the-art feature descriptor to show the effectiveness and robustness of proposed color transformation towards uniform and non-uniform illumination change. The experimental results suggest that proposed brightness invariant color transformation can be applied effectively in the retrieval task. The rest of this chapter is organized as follows: Section 6.1 proposes a multi-channel based illumination compensation mechanism; Section 6.2 introduces brightness invariant image retrieval; Section 6.3 explores the similarity measures; Section 6.4 presents the dataset and detailed result analysis over one natural and two synthesized illumination datasets; and finally Section 6.5 concludes the chapter.



6.1. Illumination Compensation Mechanism In this section, we introduce an approach to remove the effect of illumination difference in the color images. Color intensity compensation is performed using Red, Green, Blue and Intensity channels of the RGB and HSI color space of the image. By doing so, we generate a







The content of this chapter is published in the following research article:  S.R. Dubey, S.K. Singh, and R.K. Singh, “A multi-channel based illumination compensation mechanism for brightness invariant image retrieval,” Multimedia Tools and Applications, Vol. 74, No. 24, pp. 11223-53, 2015.
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new color illumination compensated color space RICGICBIC. The RICGICBIC color space is composed of the three channels, namely illumination compensated Red (RIC), illumination compensated Green (GIC) and illumination compensated Blue (BIC). The flowchart of the illumination compensation is illustrated in the Fig. 6.1. The mechanism operates in two phases (1) color intensity reduction and (2) contrast mapping.



Fig. 6.1. Work flow of illumination compensation in RICGICBIC color space.



6.1.1.



Color Intensity Reduction



Color intensity reduction is the first step of the illumination compensation to remove the effect of illumination from the image. We have the initial RGB image 𝑀 as an input image to be processed for illumination compensation. First of all, this method extracts the Red (R), Green (G), Blue (B) and Intensity (I) channels of the RGB and HSI image. To extract I component, the image is transformed into the HSI color space. The range of I is between 0 and 1, whereas the range of R, G and B is between 0 and 𝑙 − 1, where 𝑙 is the number of shades in each channel. To make the same range of each channel, R, G, and B channels are normalized such that their ranges fall between 0 and 1. The normalization is performed by dividing each value of R, G, and B components by 𝑙 − 1. To compensate the illumination, the intensity I is subtracted from the R, G and B channels. Let 𝑓𝑅 (𝑥, 𝑦), 𝑓𝐺 (𝑥, 𝑦) and 𝑓𝐵 (𝑥, 𝑦) be the functions to represent the normalized R, G and B components of the image 𝑀 where 𝑥 and
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𝑦 are the rows and column of any pixel. We generated an illumination removed image 𝑀𝐼 which consists of three components, i.e. intensity reduced Red (𝑅𝐼 ), intensity reduced Green (𝐺𝐼 ) and intensity reduced Blue (𝐵𝐼 ). 𝑅𝐼 , 𝐺𝐼 and 𝐵𝐼 are obtained by reducing I component from R, G and B components respectively as, 𝑅𝐼 = |𝑓𝑅 − 𝐼 , 𝐺𝐼 = |𝑓𝐺 − 𝐼 𝑎𝑛𝑑 𝐵𝐼 = |𝑓𝐵 − 𝐼|



(6.1)



where „| |‟ is the operator to find the absolute value. The I channel of HSI color can be derived from 𝑓𝑅 , 𝑓𝐺 and 𝑓𝐵 as, 𝐼 = (𝑓𝑅 + 𝑓𝐺 + 𝑓𝐵 )/3



(6.2)



From (6.1) and (6.2), 𝑅𝐼 , 𝐺𝐼 and 𝐵𝐼 can be written as, 𝑅𝐼 = |(2𝑓𝑅 − 𝑓𝐺 − 𝑓𝐵 )/3|, 𝐺𝐼 = |(2𝑓𝐺 − 𝑓𝑅 − 𝑓𝐵 )/3| 𝑎𝑛𝑑 𝐵𝐼 = |(2𝑓𝐵 − 𝑓𝑅 − 𝑓𝐺 )/3| (6.3) Let 𝑓𝑅 ′ , 𝑓𝐺 ′ and 𝑓𝐵 ′ are the normalized Red, Green and Blue components of the image 𝑀′ obtained after changes in the illumination of image 𝑀. We represent 𝑓𝑅 ′ , 𝑓𝐺 ′ and 𝑓𝐵 ′ of 𝑀′ by following equations, 𝑓𝑅 ′ = 𝑓𝑅 + 𝑒, 𝑓𝐺 ′ = 𝑓𝐺 + 𝑒 𝑎𝑛𝑑 𝑓𝐵 ′ = 𝑓𝐵 + 𝑒



(6.4)



where 𝑒 is the function of 𝑥 and 𝑦 to represent the difference in each channel caused by the change in the illumination. Note that difference 𝑒 is also uniform for uniform intensity change and also non-uniform for non-uniform intensity change. In the case of uniform illumination change, 𝑒 becomes a constant value. Conceptually, the range of e is –(l-1) to (l-1) where l is the number of shades in each channel of the image. The 𝑅𝐼′ , 𝐺𝐼′ and 𝐵𝐼′ components of the illumination reduced 𝑀𝐼′ using (6.3) is given as, 𝑅𝐼′ = |(2𝑓𝑅 − 𝑓𝐺 − 𝑓𝐵 )/3|, 𝐺𝐼′ = |(2𝑓𝐺 − 𝑓𝑅 − 𝑓𝐵 )/3| 𝑎𝑛𝑑 𝐵𝐼′ = |(2𝑓𝐵 − 𝑓𝑅 − 𝑓𝐺 )/3| (6.5) From (6.3) and (6.5), it is observed that, 𝑅𝐼′ = 𝑅𝐼 , 𝐺𝐼′ = 𝐺𝐼 𝑎𝑛𝑑 𝐵𝐼′ = 𝐵𝐼



(6.6)



𝑀𝐼′ = 𝑀𝐼



(6.7)



Or we can say that,



whereas, from (6.4), it can be pointed out that, 𝑀′ ≠ 𝑀 𝑖𝑓 𝑒 ≠ 0



(6.8)



From (6.7) and (6.8), it is deduced that the images having illumination difference is not same, whereas after color intensity reduction it becomes same (i.e. the effect of either uniform or non-uniform illumination is removed).
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Contrast Mapping



It is observed that the range of each channel is reduced after color intensity subtraction phase. To map the range of each channel RI, GI and BI back between 0 and 𝑙 − 1, a contrast stretching strategy is adopted here. We refer the outputs of this step for RI, GI and BI as illumination compensated Red (RIC), illumination compensated Green (GIC) and illumination compensated Blue (BIC). The mapping function used in this chapter for contrast stretching is given as, 𝑅𝐼𝐶 = (𝑅𝐼 − 𝑙𝑏) × (𝑙 − 1)/(𝑢𝑏 − 𝑙𝑏),



𝐺𝐼𝐶 = (𝐺𝐼 − 𝑙𝑏) × (𝑙 − 1)/(𝑢𝑏 − 𝑙𝑏)



𝑎𝑛𝑑 𝐵𝐼𝐶 = (𝐵𝐼 − 𝑙𝑏) × (𝑙 − 1)/(𝑢𝑏 − 𝑙𝑏)



(6.9)



where lb and ub are the lower and upper bound for contrast stretching and given by, 𝑙𝑏 = 𝑚𝑖𝑛 𝑙𝑏𝑅𝐼 , 𝑙𝑏𝐺𝐼 , 𝑙𝑏𝐵𝐼 𝑎𝑛𝑑 𝑢𝑏 = 𝑚𝑎𝑥(𝑢𝑏𝑅𝐼 , 𝑢𝑏𝐺𝐼 , 𝑢𝑏𝐵�� )



(6.10)



where „min‟ and „max‟ are the operators to find the minimum and maximum values in a set of values respectively. 𝑙𝑏𝑅𝐼 , 𝑙𝑏𝐺𝐼 and 𝑙𝑏𝐵𝐼 represents the bottom 1% of all pixel values of RI, GI and BI respectively. 𝑢𝑏𝑅𝐼 , 𝑢𝑏𝐺𝐼 and 𝑢𝑏𝐵𝐼 represents the top 1% of all pixel values of RI, GI and BI respectively. It should be noted that it is a linear function with 𝑙𝑏 and 𝑢𝑏 is mapped to the 0 and 𝑙 − 1 respectively. The effect of intensity subtraction and contrast stretching can be visualized in the Fig. 6.3-6.4 for the images having illumination differences taken from the Phos illumination benchmark dataset [178]. In Fig. 6.3, uniform illumination change is considered, whereas non-uniform illumination difference is considered in Fig. 6.4. It can be easily observed that the images generated after the illumination compensation are having nearly same illumination irrespective of the amount of change in the illumination in their original images.



st



Fig. 6.2. Visualization of the illumination compensation steps (1 row) original images having



uniform illumination differences, (2nd row) intensity subtracted images, and (3rd row) contrast stretched images. This example image is taken from the Phos database [178].
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Fig. 6.3. Visualization of the illumination compensation steps (a) original images having non-



uniform illumination differences, (b) intensity subtracted images, and (c) contrast stretched images. This example image is taken from the Phos database [178].
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Fig. 6.4. Image retrieval using illumination compensation mechanism.



6.2. Brightness Invariant Image Retrieval In this section, we describe the image retrieval using illumination compensation which is inherently illumination invariant. Fig. 6.4 shows the steps involved to perform this task. The whole process consists of three steps (1) illumination compensation, (2) feature extraction, and (3) similarity measure and retrieval. In this chapter, we extracted 6 different color or texture features, namely Global Color Histogram (GCH) [115], Color Coherence Vector (CCV) [116], Border-Interior Classification (BIC) [120], Color Difference Histogram (CDH) [102], Structure Element Histogram (SEH) [24] and Square Symmetric Local Binary Pattern (SSLBP) [118] and performed the experiments with each feature individually. We refer GCH, CCV, BIC, CDH, SEH and SSLBP features extracted over illumination compensated image as GCHIC, CCVIC, BICIC, CDHIC, SEHIC and SSLBPIC respectively in this chapter. Whereas, features extracted without illumination compensation are denoted by the GCH, CCV, BIC, CDH, SEH and SSLBP.



6.3. Similarity Measures and Evaluation Criteria The main goal of image retrieval is to find the most similar images of an image from a database of images. The similar images are extracted on the basis of the similarity score
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between the descriptor of query image and database images. Let, FD = {fd1, fd2, … , fddim} is the descriptor for the images in the database and TD = {td1, td2, … , tddim} is the descriptor of the query image where dim is the dimension of the descriptor. Various performance measures produce different similarity score for the same set of image descriptors. Two distance measures used in SEH [24] and CDH [102] are adopted here. The distance metric used in [24] is defined as, 𝑑𝑖𝑚



𝑓𝑑𝑤 − 𝑡𝑑𝑤 1 + 𝑓𝑑𝑤 + 𝑡𝑑𝑤



(6.11)



𝑓𝑑𝑤 − 𝑡𝑑𝑤 𝑓𝑑𝑤 + 𝑓𝑑𝑤 + |𝑡𝑑𝑤 + 𝑡𝑑𝑤 |



(6.12)



𝑑𝑆𝐸𝐻 𝑇𝐷, 𝐹𝐷 = 𝑤=1



The distance metric used in [102] is defined as, 𝑑𝑖𝑚



𝑑𝐶𝐷𝐻 𝑇𝐷, 𝐹𝐷 = 𝑤 =1



where 𝑓𝜇 =



𝑑𝑖𝑚 𝑤 =1 𝑓𝑑𝑤 /𝑑𝑖𝑚



and 𝑡𝜇 =



𝑑𝑖𝑚 𝑤=1 𝑡𝑑𝑤 /𝑑𝑖𝑚 .



The performances of features extracted with and without illumination compensation are compared using these two distance measures in the experiments. The average retrieval precision (ARP) and average retrieval rate (ARR) defined in section 4.2.2 is also adopted in this chapter to report the retrieval results. In this chapter, the ARP is plotted against the ARR in a single plot. The number of retrieved images is considered from 5 to 15 in an interval of 1 for Phos dataset and from 5 to 40 in an interval of 5 for Corel-uniform and Corel-non-uniform datasets.



(a)



(b) Fig. 6.5. Sample images from (a) Corel-uniform and (b) Corel-non-uniform dataset.
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6.4. Experiments and Results This section presents the result obtained by applying various descriptors with and without illumination compensation for image retrieval. We test the robustness of proposed illumination compensation mechanism under varying illumination condition. In this section, first we discuss about the illumination datasets which is used for evaluation and then present the experimental result with discussion. 6.4.1.



Datasets



In order to evaluate the proposed approach, a standard Phos natural illumination database and two Corel synthesized illumination databases are used in this chapter for image retrieval. The Phos database consists of the 15 different categories with 15 images per category having different degrees of uniform (9 images) and non-uniform illumination (6 images) [178-180]. Some sample images of Phos dataset are already shown in Fig. 6.2-6.3. We also synthesized two datasets Corel-uniform and Corel-non-uniform from the Corel-1k dataset. The Corel-1k dataset is obtained from [6] and it contains 10 categories. To synthesize the Corel-uniform dataset, we selected first 20 images in each category of Corel-1k and generated 5 new images from each by adding -60, -30, 0, 30, and 60 in each channel of the original image. The number of images in each category of the Corel-uniform becomes 100 (20 image × 5 different intensities of uniform illumination). Fig. 6.5(a) shows the sample images from the Coreluniform dataset. We also synthesized Corel-non-uniform from the same 20 images per category of the Corel-1k dataset. The five degrees of different non-uniform illumination is adopted to generate 5 images of each original image including original one. Let 𝑖𝑚 𝑥, 𝑦, 𝑡 be the color image of size 𝑢 × 𝑣, where the value of 𝑡 is 1, 2, and 3 for red, green and blue components respectively and 𝑥 and 𝑦 are the rows and columns of any pixel. The 5 images 𝑖𝑚𝑤 for 𝑤 = −2, −1,0,1, and 2 are generated by the following equation, 𝑖𝑚𝑤 𝑥, 𝑦, 𝑡 = 𝑖𝑚 𝑥, 𝑦, 𝑡 − 𝑤 × 𝑥 × 𝑤× 𝑣−𝑥 ×



30 𝑢



− 𝑤× 𝑣−𝑦 ×



30 𝑣



20 𝑣



− 𝑤×𝑦×



20 𝑢



−



(6.13)



Now, Corel-non-uniform dataset is having 10 categories with 100 images per category (20 image × 5 different degrees of non-uniform illumination) (See Fig. 6.5(b)). 6.4.2.



Experimental Results



In image retrieval a query image is matched with all images in a database and most appropriate similar images are returned on the basis of certain features. Matching two similar images having some geometric and photometric differences are still problematic. The main
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aim of illumination compensation is to match the images under varying uniform and nonuniform illumination.
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Fig. 6.6. Results in terms of ARP and ARR curves for different features with and without



illumination compensation using dSEH and dCDH similarity measures over Phos illumination benchmark dataset.



a) Results on Phos dataset We performed the image retrieval experiment over the complete set of Phos illumination benchmark and precision-recall curves are presented in terms of average precision rate (APR) and average recall rate (ARR) in Fig. 6.6 using GCH, CCV, BIC, CDH, SEH and SSLBP features. We used two similarity measures, namely dSEH and dCDH to test the effect of different distances over proposed compensation method. Both ARP and ARR values are higher using both distances for each feature when images are preprocessed with the proposed approach to remove the effect of illumination. It is understood that the degree of improvement in GCH IC, CCVIC, BICIC and CDHIC are higher as compared to the SEHIC and SSLBPIC. The results of SSLBPIC are not too improved, but it is still better than the results of SSLBP. To visualize the effect of the proposed mechanism, top 10 retrieved images similar to a query image of Phos dataset are shown in Fig. 6.7 by each feature using dCDH distance. GCH, CCV and BIC features are able to retrieve only two images of the same category (Fig. 6.7(b, d, f)) whereas GCHIC, CCVIC and BICIC retrieved 4 similar images, each with 40% precision (Fig. 6.7(c, e, g)). Using CDH feature 3 similar images are returned whereas it is 7 using CDHIC feature (see Fig. 6.7(h-i)). Using both SEH and SEHIC, 5 images are retrieved, but the rank of returned images is better in the case of SEHIC (see Fig. 6.7(j-k)). It is observed that 6th image among returned images using SEH is similar to the query image and it should rank before the 5 th image which is from the different category whereas it is successfully achieved using SEH IC.
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Using SSLBP and SSLBPIC, 4 and 6 similar images are found by the retrieval experiment as displayed in Fig. 6.7(l-m). Most number of similar images are retrieved by the CDHIC feature. From the retrieval results of Fig. 6.7, it is concluded that each descriptor retrieve more number of similar images having different brightness when it is operated with the proposed method.



Fig. 6.7. Retrieval results using each feature to a query image of Phos dataset.
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b) Results on Corel-uniform dataset We also tested the discriminative ability of different features and the robustness of the proposed method over Corel-uniform illumination synthesized dataset. The results are depicted in the Fig. 6.8 using ARP and ARR values using both the similarity measures. An outstanding performance improvement is reported using CDH feature over uniform illumination. All features gained impressive positive result except SSLBPIC in this case, but the result of SSLBPIC is still comparable. We also retrieved the top 10 similar images to a query image of type flower to visualize the effect of introduced approach using d CDH distance measure from Corel-uniform dataset (see Fig. 6.9). The query image is shown in Fig. 6.9(a). In the Corel-uniform dataset, there are 5 instances of the query image with varying brightness, whereas total 100 relevant images are present in the dataset. Using GCH feature, only three images are retrieved from the same category whereas using GCHIC all 10 images returned are of the flower category (Fig. 6.9(b-c)). Another critical observation is the successfully retrieval of all 5 instances of the query image by GCHIC. CCV and BIC features also failed to retrieve the all instances and using both only 4 images are retrieved from the same category (Fig. 6.9(d, f)), whereas CCVIC and BICIC are able to retrieve all instances of the query image with 100% precision (Fig. 6.9(e, g)). CDH feature also fails to retrieve all instances and 5 similar images are retrieved by it with only 50% precision as depicted in Fig. 6.9(h) which is successfully overcome by CDHIC by retrieving all instances with 100% retrieval precision as displayed in Fig. 6.9(i). Three instances of query image are returned by the retrieval system using SEH texture feature with 50% precision, whereas SEHIC retrieved all instances with 50% precision (see Fig. 6.9(j, k)). In this case the precision is same for both SEH and SEH IC but using SEHIC more semantically correct images are retrieved. 0.9
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Fig. 6.8. ARP and ARR curves for different features with and without illumination



compensation using dSEH and dCDH similarity measures over Corel-uniform illumination synthesized dataset.
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Fig. 6.9. Retrieval results using each feature from the Corel-uniform dataset.



The performance of SSLBP feature is good in this example, here using this feature, the system is able to gain 100% precision, but only 4 instances are retrieved using this feature as shown in Fig. 6.9(l). The performance of SSLBP is good, but its performance got boosted if it
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is generated after our illumination compensation preprocessing step (i.e. SSLBPIC) where 100% precision is earned with all instances of query image is also retrieved successfully (see Fig. 6.9(m)). It is deduced that the performance of each feature descriptor is enhanced in an attractive amount when applied with proposed retrieval system over the Corel-uniform dataset. c) Results on Corel-non-uniform dataset We also carried an experiment over Corel-non-uniform dataset using each feature derived with (i.e. in RICGICBIC color space) and without (i.e. in RGB color space) illumination compensation. The results are demonstrated in the Fig. 6.10 for each feature using both distance measures. In this case also each feature in proposed RICGICBIC color space performed outstanding with the highest improvement in the CDHIC feature. It should be noted that, the performance of SSLBPIC was not better than SSLBP in uniform illumination case, but it is reversed in this non-uniform illumination case (i.e. in this case SSLBPIC is performing better than the SSLBP). Fig. 6.11(b-m) shows the top 10 images retrieved by each feature to a query image of type elephant displayed in Fig. 6.11(a) from Corel-non-uniform dataset using dCDH distance. It should be noted that, there are total 100 similar images to the query image in the dataset among which 5 images are the just different instances of the query image with varying degree of non-uniform illumination difference. The retrieval precision achieved using each GCH, CCV and BIC features are just 20%, whereas it is 90%, 100% and 100% for GCHIC, CCVIC and BICIC (see Fig. 6.11(b-g)). CCVIC and BICIC are able to retrieve all instances of the query image while 4 instances are retrieved using GCHIC.
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Fig. 6.10. ARP and ARR results for different features with and without illumination



compensation using dSEH and dCDH similarity measures over Corel-non-uniform synthesized dataset.
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Fig. 6.11. Image retrieval results overt Corel-non-uniform dataset using dCDH distance.



Both CDH and CDHIC obtained 70% precision by retrieving 7 images of the elephant category, but only two instances of query image are returned using CDH whereas all five instances are returned by the CDHIC (Fig. 6.11(h-i)). The nearly same situation also depicted in Fig. 6.11(j-k) for the case of SEH and SEHIC where both gained 50% precision, but SEH
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retrieved 4 instances while SEHIC retrieved all five instances. Similar scenario also arises with SSLBP and SSLBPIC where for both, systems returned 8 similar images, but the output images using SSLBPIC are more semantically accurate by retrieving all instances of a query image at different non-uniform illumination. In the case of Corel-non-uniform, all the features in proposed illumination compensated color space are more robust and perform better. Using GCH
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Fig. 6.12. Comparison between proposed illumination compensation method and existing



illumination compensation methods in terms of the retrieval performance over Corel-nonuniform dataset using GCH, CCV, BIC, CDH, SEH and SSLBP feature descriptors. 1



1 LBP LBP IC



0.9



1 CSLBP CSLBP IC



0.9



0.7



0.8



ARP



ARP



ARP



0.8 0.8



0.7 0.6



0.5 0.05



0.5



0.4 0.1



0.15



0.05



0.2



0.1



0.15



0.4



0.2



0.05



0.1



ARR



ARR 1



CSLTP CSLTP IC



0.8



0.8



ARP



ARP



0.2



HOG HOGIC



0.9



0.7



0.8



0.15



ARR 1



0.9



LTP LTP IC



0.9



ARP



0.7 0.6



0.5



0.6



LIOP LIOPIC



0.9



0.6



0.7



0.7 0.5



0.6



0.6 0.4



0.5



0.05



0.1



0.15



0.2



0.025



ARR



0.5 0.05



0.075



0.1



0.125



ARR



0.15



0.175



0.05



0.1



0.15



0.2



ARR



Fig. 6.13. Performance evaluation of the proposed illumination compensation approach using



illumination invariant feature descriptors LBP, CSLBP, LIOP, LTP, CSLTP and HOG over Corel-non-uniform dataset.



6.5. Comparison and Analysis In this section, first we compare the proposed illumination compensation method with existing illumination compensation methods, after that we test the efficiency of the proposed approach using illumination invariant descriptors.
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Comparison with Existing Illumination Compensation Methods



To demonstrate the efficiency and discriminative ability of the proposed illumination compensation mechanism using color intensity reduction and contrast mapping, we compared its performance with the performance of existing illumination compensation mechanisms such as self-quotient image (SQI) [181-182], plane subtraction and histogram equalization (PS+HE) [183-184] and discrete cosine transform in the logarithmic domain (DCTLD) [134]. Fig. 6.12 illustrates the precision-recall curve by applying GCH, CCV, BIC, CDH, SEH and SSLBP feature descriptors with proposed, SQI, PS+HE and DCT LD illumination compensation methods over Corel-non-uniform dataset using the dCDH distance measure. The performance of the proposed method is too much improved with the CDH descriptor because our method is based on the color information and CDH is also based on the color information. From the experimental results, it is clear that the proposed approach outperforms the existing approaches for illumination invariant image retrieval task. 6.5.2.



Performance Evaluation using Illumination Invariant Descriptors



We also tested our approach with illumination invariant descriptors such as local binary pattern (LBP) [16], center symmetric local binary pattern (CSLBP) [17], local intensity order pattern (LIOP) [12], local ternary pattern (LTP) [18], center symmetric local ternary pattern (CSLTP) [11] and histogram of oriented gradients (HOG) [185] because these descriptors already care about the illumination. Fig. 6.13 presents the precision-recall plot over Corelnon-uniform dataset using different illumination invariant descriptor with and without our illumination compensation step using the dCDH distance measure. We observed across the plots that the performance of each illumination invariant descriptor is improved significantly in conjunction with our illumination reduction step as compared to the without using our method. It concludes that although some descriptors are illumination invariant in nature, but can‟t handle the complex illumination difference which required an efficient illumination compensation mechanism. It is also observed that the feature descriptors with low dimension such as CSLBP and CSLTP are having more improvement as compared to the feature descriptors with high dimension. 6.5.3.



Performance Evaluation using the Descriptors Proposed in Chapter 5



The significance of proposed illumination compensation approach is also tested with the color descriptors namely RSHD, LCOD, maLBP and mdLBP proposed in Chapter 5. The ARP over Phos database is presented in Fig. 6.14 using these descriptors with and without illumination compensation. It is clearly demonstrated that the performance of these descriptors are improved significantly with illumination compensation over Phos illumination database.
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Fig. 6.14. Performance evaluation of the proposed illumination compensation approach using



the a) RSHD, b) LCOD, c) maLBP and d) mdLBP descriptors proposed in Chapter 5 over Phos illumination database.



6.6. Summary An illumination invariant color space transformation is presented in this chapter. The new illumination compensated color space RICGICBIC is generated by first removing the intensity information from the R, G and B channels of RGB image and after by contrast stretching. Introduced multi-channel based illumination compensation mechanism can be seen as a preprocessing step to remove the effect of illumination variations over the image. The proposed approach is generic and can be used with most of the color feature descriptors, but applicable only to those scenarios where illumination robust image matching is required. We tested the performance in image retrieval problem using 6 state-of-the-art features over 3 datasets having images with varying illuminations including standard Phos illumination benchmark. The proposed approach outperforms the existing illumination compensation approaches. The performances of illumination invariant feature descriptors are also boosted in conjunction with the proposed illumination compensation mechanism. The experimental results point out the robustness of the proposed mechanism and suggest that it can be successfully utilized as a pre-processing to compensate the illumination.
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Chapter 7 Boosting Local Descriptors with BoF and SVD Local descriptors are mostly extracted over the raw intensity values of the image and require the analysis of patterns in local pixel neighborhoods. The raw images don‟t provide much local relationship information required for the local descriptors. To resolve this problem, a new method of local image feature description is proposed in this chapter based on the patterns extracted from multiple filtered images. The whole process is structured as follows: First, the images are filtered with the bag of filters (BoF) and then local binary pattern (LBP) is computed over each filtered image and finally concatenated to find out the single BoF-LBP descriptor. The local information enriches in the filtered images improves the discriminative ability of the final descriptor. Content based image retrieval (CBIR) experiments are performed to observe the effectiveness of the proposed approach and compared with the recent state-of-the-art methods. The experiments are conducted over four benchmark databases having natural and texture images such as Corel-1k, Corel-10k, MIT-VisTex and STex-512S. The experimental results confirm that the introduced approach is able to improve the retrieval performance of the CBIR system. We also preprocessed the images in the form of 4 sub-bands (i.e. S, U, V, and D sub-bands) which are obtained by applying the Singular Value Decomposition (SVD) over the original image. The local descriptors are computed over these sub-bands (mainly S sub-band) and termed as the SVD based local descriptors. The performance of four local descriptors over SVD sub-bands is tested for near-infrared face retrieval using PolyU-NIR and CASIA-NIR face databases and compared with the results obtained without using SVD. The experimental results confirm the superiority of using S subband of SVD in terms of performance of the local descriptors for NIR face retrieval.







The content of this chapter is published/communicated in the following research articles:  S.R. Dubey, S.K. Singh, and R.K. Singh, “Boosting Local Binary Pattern with Bag-of-Filters for Content Based Image Retrieval,” IEEE UP Section Conference on Electrical, Computer and Electronics (UPCON), 2015. (Best Paper Award)  S.R. Dubey, S.K. Singh, and R.K. Singh, “Boosting Performance of Local Descriptors with SVD Sub-band for Near-Infrared Face Retrieval,” IET Image Processing. (Submitted in Revised Form)
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Fig. 7.1. The working framework of the proposed Content Based Image Retrieval (CBIR)



system using Bag-of-Filters and Local Binary Pattern (LBP).



The rest of this chapter is organized as follows: Section 7.1 proposes a Bag-of-Filtered Local Binary Pattern and validates through image retrieval experiments over natural and textural databases; Section 7.2 introduces the Singular Value Decomposition based Local Descriptors and reports the result over NIR face database; and finally concluding remarks are highlighted in Section 7.3.



7.1. Natural and Textural Image Retrieval using BoF-LBP 7.1.1.



Methodology



The schematic diagram of the proposed CBIR system is presented in the Fig. 7.1. First, images are processed by Bag-of-Filters (BoF) to obtain the multiple filtered images which are having different crucial information such as edges, corners, etc. Basically, these filters enhance the local information contained in the image. In order to encode such information locally in the descriptor form, Local Binary Pattern (LBP) operator is applied over each filtered image and finally all descriptors are concatenated to construct the final BoF-LBP feature descriptor. On the basis of the proposed descriptor the query image is matched with the database images by finding the distance between the BoF-LBP descriptor of query image and database images. The most relevant images of the query image are retrieved from the database on the basis of the shortest distances between the query image and database images. Let, 𝐼 is a gray scaled image of dimension 𝑚𝑥 × 𝑚𝑦 (i.e. 𝐼 is having 𝑚𝑥 rows and 𝑚𝑦 columns) over which we want to compute the BoF-LBP descriptor. Any particular pixel (𝑖, 𝑗) of image 𝐼 is denoted by 𝐼 𝑖,𝑗 . Consider 𝐹𝑎 |𝑎=1,2,…,𝑘 is the mask for 𝑎𝑡ℎ filter of BoF. Let the image 𝐼𝑎 is the filtered image obtained by applying the 𝑎𝑡ℎ filter over the image 𝐼 , and defined by the following formulae, 𝐼𝑎 = 𝐼 ∗ 𝐹𝑎 104



(7.1)
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where the operator „*‟ represents the convolution operation over image 𝐼 by mask 𝐹𝑎 . The 𝐼𝑎 basically highlights the important features of the 𝐼 which are having characteristics 𝐹 𝐹 of the filter mask 𝐹𝑎 . Note that the dimensions of 𝐼 and 𝐹𝑎 are 𝑚𝑥 × 𝑚𝑦 and 𝑚𝑥,𝑎 × 𝑚𝑦,𝑎 𝐼 𝐼 respectively, then the dimension of 𝐼𝑎 (i.e. 𝑚𝑥,𝑎 × ��𝑦,𝑎 ) is, 𝐼 𝐹 𝑚𝑥,𝑎 = 𝑚𝑥 − 𝑚𝑥,𝑎 +1



𝐼 𝐹 and 𝑚𝑦,𝑎 = 𝑚𝑦 − 𝑚𝑦,𝑎 +1



(7.2)



Now, in order to encode the local characteristics of the image 𝐼𝑎 , the Local Binary Pattern (LBP) [16] operator is computed over it and the resulting image is represented by the 𝐿𝐵𝑃𝑎 which is having dimension of 𝑚𝑎𝐿𝐵𝑃 × 𝑛𝑎𝐿𝐵𝑃 . Let, the 𝐿𝐵𝑃𝑎 value computed for any particular 𝑖,𝑗



𝑖,𝑗



𝑖,𝑗



pixel (𝑖, 𝑗) of 𝐼𝑎 (i.e. for 𝐼𝑎 ) is represented by 𝐿𝐵𝑃𝑎 . The 𝐿𝐵𝑃𝑎 is calculated in following manner, 𝑖,𝑗



𝐿𝐵𝑃𝑎 =



𝑖,𝑗 ,𝜔 𝑁 𝜔 =1 𝐿𝐵𝑃𝑎



× 2



𝜔−1



(7.3)



where 𝑁 is the number of local neighbors of a pixel (𝑖, 𝑗) at a circle of radius 𝑅 from the (𝑖, 𝑗) 𝑖 ,𝑖𝜔



and spaced equally. If 𝐼𝑎𝜔



𝑖,𝑗



is the intensity value of the 𝜔𝑡ℎ neighbor of 𝐿𝐵𝑃𝑎 then its



coordinates (𝑖𝜔 , 𝑖𝜔 ) are given as follows, 𝑖𝜔 = 𝑖 − 𝑅 × 𝑠𝑖𝑛 𝑖,𝑗 ,𝜔



The 𝐿𝐵𝑃𝑎



𝜔−1 ×



2𝜋 𝑁



𝑎𝑛𝑑



𝑖,𝑗 ,𝜔



9



1 1 1



1 1 1



1 1 1



𝜔−1 ×



2𝜋 𝑁



(7.4)



is the binary value obtained as follows, 𝐿𝐵𝑃𝑎



1



𝑗𝜔 = 𝑗 + 𝑅 × 𝑐𝑜𝑠



0 −1 0



(a) 𝐹1



−1 4 −1



0 −1 0



= 1 0



−1 0 −1



(b) 𝐹2



0 4 0



𝑖 ,𝑖𝜔



𝑖𝑓 𝐼𝑎𝜔 𝐸𝑙𝑠𝑒



−1 0 −1



(c) 𝐹3



𝑖,𝑗



≥ 𝐼𝑎



1 0 −1



(7.5)



2 0 −2



1 0 −1



(b) F4



1 2 1



0 0 0



−1 −2 −1



(c) F5



Fig. 7.2. The five types filters used in this chapter as the Bag-of-Filters, (a) Average filter, i.e.



𝐹1 , (b) Horizontal-vertical difference filter, i.e. 𝐹2 , (c) Diagonal filters, i.e. 𝐹3 , (d) Sobel edge in vertical direction, i.e. 𝐹4 , and (e) Sobel edge in horizontal direction, i.e. 𝐹5 .



(a)



(b)



(c)



(d)



(e)



(f)



Fig. 7.3. (a) An example image, (b-f) the image obtained after applying the 5 filters with mask



𝐹𝑎 |𝑎=1,2,3,4,5 respectively over the example image of (a).
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The final BoF-LBP feature vector is calculated by concatenating the LBP feature vector computed over each filtered image and given as follows, 𝐵𝑜𝐹-𝐿𝐵𝑃 = [𝐿𝐵𝑃1,ℎ , 𝐿𝐵𝑃2,ℎ , … , 𝐿𝐵𝑃𝑘,ℎ ]



(7.6)



where 𝐿𝐵𝑃𝑎,ℎ is the histogram of 𝐿𝐵𝑃𝑎 (i.e. LBP map over the 𝑎𝑡ℎ filtered image) and determined using the following formulae, 𝐼 −𝑅 𝑚 𝐼 −𝑅 𝑚 𝑥,𝑎 𝑦 ,𝑎



𝑖,𝑗



𝐿𝐵𝑃𝑎,ℎ =



𝜉 𝐿𝐵𝑃𝑎 , 𝛾



(7.7)



𝑖=𝑅+1 𝑗 =𝑅+1



for ∀ 𝛾 ∈ [0, 2𝑁 − 1], where, 𝜉(𝛼, 𝛽) is given as, 𝜉(𝛼, 𝛽) =



1, 0,



𝑖𝑓 𝛼 = 𝛽 𝐸𝑙𝑠𝑒



(7.8)



Finally, the 𝐵𝑜𝐹 -𝐿𝐵𝑃 feature vector is normalized such that the range of its values become 0 to 1. In this chapter, we have used 𝑘 = 5 different type of filter masks as the Bagof-Filters which are capturing varying range of information. The five filters used here are Average, Horizontal-vertical difference, Diagonal difference, Sobel edge in vertical direction and Sobel edge in horizontal direction (Refer [141] for more detail about these filters). Fig. 7.2 presents the 3×3 mask for these filters. The images obtained by convolving the five considered filter mask over an example image are depicted in Fig. 7.3. It can be observed that the Average filter (i.e. 𝐹1 ) gives the low frequency information (i.e. smooth variations), whereas, the remaining filters (i.e. 𝐹𝑎 |𝑎=2,3,4,5 ) provide the high frequency oriented information (i.e. edges in particular directions). The combination of both types of filters increases the discriminating ability of 𝐵𝑜𝐹-𝐿𝐵𝑃 descriptor. 7.1.2.



Experiments, Results and Discussions



In this subsection, first we discuss the databases used for the experiments, then the distance measures and evaluation criteria are explained and finally the experimental results are presented with discussions. Four benchmark and widely adopted databases, namely Corel-1k [6], Corel-10k [175], MITVis-Tex [176] and STex-512S [177] are used for the image retrieval experiments here. Corel-1k and Corel-10k are the natural databases, whereas, MITVis-Tex and STex-512S are the texture databases. We have converted all the images into the grayscale if it is a color image for the extraction of the descriptors. The number of categories in the database as well as the number of images in a category with a total number of images in the database is summarized in Table 7.1. In order to find the distance (i.e. dissimilarity) between two feature vectors, the distance measure described in section 1.3.3 is used in this chapter. We evaluated the performance of descriptors for CBIR system over a particular database using
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Average Retrieval Precision (ARP) and Average Retrieval Rate (ARR) metrics defined in section 4.3.2. In order to justify the improved performance of proposed BoF-LBP descriptor, we have compared the retrieval results with recent and state-of-the-art descriptors such as Local Binary Pattern (LBP) [16], Semi-structure Local Binary Pattern (SLBP) [140], Sobel Local Binary Pattern (SOBEL-LBP) [139], Local Ternary Pattern (LTP) [18],



Local



Derivative Pattern (LDP) [19], Local Tetra Pattern (LTrP) [20], and Spherical Symmetric 3Dimensional Local Ternary Pattern (SS-3D-LTP) [83]. We have used the online available code of LBP [186] and implemented the rest of descriptors. Table 7.1. Image databases summary No.



Database



Image



#Class



# Images in Each



#Images (Total)



Name



Size



1.



Corel-1k



384×256



10



100



1000



2.



Corel-10k



120×80



80



Vary



10,800



3.



MIT-VisTex



128×128



40



16



640



4.



STex-512S



128×128



26



Vary



7616



Class



Table 7.2. ARP values using BoF-LBP when number of top matches are 10 𝝌𝟐



Database/Distance



Euclidean



Canberra



L1



D1



Corel-1k



63.53



73.84



71.35



71.59



72.50



Corel-10k



33.07



31.25



38.35



38.65



39.87



MIT-VisTex



67.06



67.67



72.66



72.64



73.25



STex-512S



71.35



69.43



79.18



79.32



78.95



Average



58.75



60.55



65.39



65.55



66.14



Corel-1k database



Corel-1k database LBP SLBP SOBEL-LBP LTP LDP LTrP SS-3D-LTP BoF-LBP



60



LBP SLBP SOBEL-LBP LTP LDP LTrP SS-3D-LTP BoF-LBP



40 35



ARR (%)
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ARP (%)
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(a)



(b)



Fig. 7.4. The performance comparison BoF-LBP descriptor with LBP, SLBP, SOBEL-LBP,



LTP, LDP, LTrP, and SS-3D-LTP descriptors over Corel-1k database using (a) ARP (%) and (b) ARR (%).
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Corel-10k database



Corel-10k database 16



40



LBP SLBP SOBEL-LBP LTP LDP LTrP SS-3D-LTP BoF-LBP



30 25



14



ARR (%)



ARP (%)



35
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10 8 6
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Fig. 7.5. The performance comparison proposed descriptor with other descriptors over Corel-



10k database using (a) ARP (%) and (b) ARR (%). MITVis-Tex database



STex-512S database



100
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Fig. 7.6. Performance comparison using ARP (%) over (a) MITVis-Tex and (b) STex-512S



databases. Table 7.3. Performance comparison of 𝐵𝑜𝐹-𝐿𝐵𝑃 with 𝐿𝐵𝑃𝑎,ℎ |𝑎=1,2,3,4,5 in terms of the ARP values over each database when #𝐼𝑅 = 10 Database



𝑳𝑩𝑷𝟏,𝒉



𝑳𝑩𝑷𝟐,𝒉



𝑳𝑩𝑷𝟑,𝒉



𝑳𝑩𝑷𝟒,𝒉



𝑳𝑩𝑷𝟓,𝒉



𝑩𝒐𝑭-𝑳𝑩𝑷



Corel-1k



68.47



68.45



70.29



66.37



70.22



72.50



Corel-10k



35.02



30.95



31.30



28.67



29.06



39.87



MIT-VisTex



67.47



63.92



64.56



65.70



66.58



73.25



Stex-512S



68.78



64.87



61.63



60.79



60.50



78.95



The effect of Euclidean, Canberra, L1, D1, and Chi-square distance measures over the performance of BoF-LBP descriptor is listed in Table 7.2 in terms of the ARP when the number of images retrieved (#𝐼𝑅) is 10. The performance of proposed descriptor over Corel1k and STex-512S is better using Canberra and D1 distances respectively, whereas, its performance is better using Chi-square distance over other databases. The average
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performance using each distance measure over all databases is also reported in the last row of this table with best performance using Chi-square. On the basis of this result, we assumed the Chi-square distance measure to find the dissimilarity between two feature vectors in the rest of the results of this chapter. The performance comparison among each descriptor is made using the plots of ARP (%) vs #𝐼𝑅 and ARR (%) vs #𝐼𝑅 over natural databases in the Fig. 7.4-7.5 (i.e. results over Corel-1k and Corel-10k databases are plotted in the Fig. 7.4 and Fig. 7.5 respectively). It is clearly seen that the proposed BoF-LBP descriptor outperforms the LBP, SLBP, SOBEL-LBP, LTP, LDP, LTrP, and SS-3D-LBP descriptors over both the natural databases using both ARP and ARR evaluation metrics. We also reported the results over textural databases such as MITVis-Tex and STex-512S in terms of the ARP (%) as a function of the number of top matches (i.e. number of retrieved images) in Fig. 7.6. The performance of our method is clearly better than the other ones over both the textural databases. It is also noticed across the plots of Fig. 7.4-7.6 that the improvement caused by the proposed descriptor is more if the size of the database is large (see the database size and results over Corel-10k and STex-512S databases as compared to the remaining descriptors). From these results, we can make an assertion that the introduced feature descriptor outperforms recent and state-of-the-art feature descriptors over both natural and textural images. The ARP values in percentage when number of top matches are 10 over each database for 𝐿𝐵𝑃𝑎,ℎ |𝑎=1,2,3,4,5 and BoF-LBP descriptors (i.e. BoF as well standalone Filtered LBPs) are demonstrated in Table 7.3. It can be visualized that the performance of combined filtered LBP (i.e. BoF-LBP) is highly improved as compared to the standalone filtered LBP. Among standalone filtered LBPs, the descriptor over averaged filtered image (i.e. for 𝑖 = 1) is having a more discriminative ability than the remaining ones in most of the cases. The low frequency information contained by the averaging filter is the possible cause for this.



7.2. NIR Face Image Retrieval using SVD and Local Descriptors 7.2.1.



Methodology



The proposed framework for NIR face retrieval is illustrated in Fig. 7.7. It consists of the four main components, namely Singular Value Decomposition (SVD) sub-band formation, local descriptor extraction, feature vector computation and similarity measurement and NIR face retrieval. The feature vector is formed using the extracted local descriptors over the SVD subbands obtained by applying SVD decomposition over each face image of the database as well as query face image. The face retrieval is performed by finding the best similarities between the feature vector of query face with the feature vectors of the database faces. In this section, we will describe each component of the introduced methodology in details.
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SVD Sub-bands Formation



This sub-section is devoted for description of the construction process of the sub-bands of the singular value decomposition (SVD) at a particular level (i.e. multi-resolution) over a given image. A concept of SVD based sub-band decomposition and multi-resolution representation [161] is used here to enhance the features of the original image (i.e. to cope with the illumination problem of the NIR imaging). Let 𝐼 𝑖,𝑗 is the intensity value of any pixel at 𝑖 𝑡ℎ row and 𝑗 𝑡ℎ column of any gray scaled NIR face image 𝑀 having 𝑚𝑥 rows and 𝑚𝑦 columns (i.e. the dimension of 𝑀 is 𝑚𝑥 × 𝑚𝑦 ). Let 𝑃𝐿 is the input image of dimension 𝑚𝑥𝐿 × 𝑚𝑦𝐿 for the 𝐿𝑡ℎ level of SVD factorization. The input image 𝑃𝐿 will be divided into 2 × 2 nonoverlapping blocks and SVD will be applied to each block. Thus, a total of 𝑛𝐿 = 𝑛𝑥𝐿 × 𝑛𝑦𝐿 number of SVD will be required, where 𝑛𝑥𝐿 = 𝑚𝑥𝐿 2 and 𝑛𝑦𝐿 = 𝑚𝑦𝐿 2 . The intensity values of the 𝑡𝑥 , 𝑡𝑦



𝑡ℎ



block of the image 𝑃𝐿 are given as follows, 2𝑡 𝑥 −1,2𝑡 𝑦 −1



𝑃𝐿,𝑡 𝑥 ,𝑡 𝑦 |𝑡 𝑥 ∈ 1,𝑛 𝑥𝐿 The SVD of 𝑡𝑥 , 𝑡𝑦



𝑡ℎ



& 𝑡 𝑦 ∈ 1,𝑛 𝑦𝐿



=



𝑃𝐿



2𝑡 𝑥 ,2𝑡 𝑦 −1



𝑃𝐿



2𝑡 𝑥 −1,2𝑡 𝑦



𝑃𝐿



(7.9)



2𝑡 𝑥 ,2𝑡 𝑦



𝑃𝐿



block of 𝑃𝐿 (i.e. 𝑃𝐿,𝑡 𝑥 ,𝑡 𝑦 ) can be represented in the following



factorization form, 𝑃𝐿,𝑡 𝑥 ,𝑡 𝑦 = 𝐴𝐿,𝑡 𝑥 ,𝑡𝑦



𝐵𝐿,𝑡 𝑥 ,𝑡 𝑦



𝐶𝐿,𝑡 𝑥 ,𝑡𝑦



𝑇



(7.10)



where 𝐴𝐿,𝑡 𝑥 ,𝑡𝑦 and 𝐶𝐿,𝑡 𝑥 ,𝑡𝑦 are the 2 × 2 matrices containing the orthogonal column vectors, and 𝐵𝐿,𝑡 𝑥 ,𝑡 𝑦 is a 2 × 2 diagonal matrix having singular values at the main diagonals.



S Sub-band NIR Face Database



U Sub-band



SVD Sub-band Formation



Local Descriptor Extraction V Sub-band D Sub-band



NIR Face Retrieval



Similarity Measurement



Query Face



Feature Vector Computation



Fig. 7.7. The proposed framework for NIR face retrieval using SVD and local descriptors.
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Fig. 7.8. Illustration of the sub-band formation (i.e. S, U, V and D sub-bands) from the SVD



factorization of any input PL using an example of size 4×4.



We can write Eq. (7.10) as follows, 2𝑡 𝑥 −1,2𝑡 𝑦 −1



𝑃𝐿



2𝑡 𝑥 ,2𝑡 𝑦 −1



𝑃𝐿



2𝑡 𝑥 −1,2𝑡 𝑦



𝑃𝐿



2𝑡 𝑥 ,2𝑡 𝑦



𝑃𝐿 =



𝑥 𝑦 𝐴𝐿,11



𝑡 ,𝑡



𝑥 𝑦 𝐴𝐿,12



𝑡 ,𝑡



𝑥 𝑦 𝐴𝐿,22



𝑥 𝑦 𝐴𝐿,21



𝑡 ,𝑡



𝑥 𝑦 𝐵𝐿,11



𝑡 ,𝑡



0



𝑥 𝑦 𝐶𝐿,11



𝑡 ,𝑡



𝑥 𝑦 𝐶𝐿,12



0



𝑥 𝑦 𝐵𝐿,22



𝑡 ,𝑡



𝑥 𝑦 𝐶𝐿,21



𝑡 ,𝑡



𝑥 𝑦 𝐶𝐿,22



𝑡 ,𝑡



𝑡 ,𝑡



T



(7.11)



𝑡 ,𝑡



Four sub-bands, namely S, U, V and D are formed from Eq. (7.11) and its values in 𝑡𝑥 𝑡ℎ row and 𝑡𝑦 𝑡ℎ column is given as follows: 𝑡 ,𝑡 𝑦



𝑆𝐿 𝑥



𝑡 ,𝑡



𝑡 ,𝑡 𝑦



𝑥 𝑦 = 𝐵𝐿,11 , 𝑈𝐿 𝑥



𝑡 ,𝑡



𝑡 ,𝑡 𝑦



𝑥 𝑦 = 𝐴𝐿,11 , 𝑉𝐿 𝑥



𝑡 ,𝑡



𝑡 ,𝑡 𝑦



𝑥 𝑦 = 𝐶𝐿,11 and 𝐷𝐿𝑥



𝑡 ,𝑡



𝑥 𝑦 = 𝐵𝐿,22



(7.12)



The input image 𝑃𝐿 for SVD at 𝐿𝑡ℎ level and its dimensions (i.e. 𝑚𝑥𝐿 and 𝑚𝑦𝐿 ) are defined 𝑡 ,𝑡



𝑥 𝑦 recursively in terms of the 𝐼 and S sub-band (𝑆𝐿−1 ) at 𝐿 − 1



𝐼, 𝑚𝑥 , 𝑚𝑦 𝑃𝐿 , 𝑚𝑥𝐿 , 𝑚𝑦𝐿



=



𝑡 ,𝑡



𝑥 𝑦 𝑆𝐿−1 ,



𝑚𝑥𝐿−1 2



𝑡ℎ



level as:



𝑖𝑓 𝐿 == 1 ,



𝑚𝑦𝐿−1 2



𝐸𝑙𝑠𝑒



(7.13)



For multi-resolution sub-bands the S sub-band obtained in the previous level will be treated as the input image. An example of SVD based sub-band formation is shown in Fig. 7.8. b)



Local Descriptor Extraction



In this sub-section, we introduce to extract the local descriptors over the sub-band face images obtained after applying the SVD at a particular level over the original face image. In order to show the significance of local descriptor construction over SVD sub-bands for NIR face
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retrieval, we extracted Local Binary Pattern (LBP) [16], Semi-structure Local Binary Pattern (SLBP) [140], Directional Binary Code (DBC) [142] and Local Gabor Binary Pattern (LGBP) [143] based local descriptors. The LBP descriptor computed over S, U, V, and D sub-bands are denoted as the SVD-S-LBP, SVD-U-LBP, SVD-V-LBP and SVD-D-LBP respectively. The other local descriptors (i.e. SLBP, DBC and LGBP) are also computed over each subbands of SVD. The naming convention for SLBP, DBC and LGBP over S, U, V, and D subbands are similar to LBP over these sub-bands. 7.2.2.



Experiments, Results and Discussions



The introduced SVD based local descriptors are used in the near-infrared (NIR) face image retrieval experiments to investigate its performance and discriminative ability. The values of number of local neighbors 𝑁 and radius of neighborhood 𝑅 are set to 8 and 1 in all the experiments of this work. The state-of-the-art descriptors such as LBP (𝑑𝑖𝑚: 256), SLBP (𝑑𝑖𝑚: 256), DBC (dim: 4 × 512) and LGBP (dim: 3 × 256) are used for the comparison of the results with and without SVD. We have used the online available codes [186] of the LBP, whereas we implemented the SLBP, DBC and LGBP following its algorithms. For computation of LGBP descriptor, we have considered three scales and single orientation. The Chi-square distance is used to find the similarity between two images. The average retrieval precision (ARP), average retrieval rate (ARR), F-score (F) and average normalized modified retrieval rank (ANMRR) evaluation measures defined in section 4.3.2 are used to report the NIR face image retrieval results. Two widely adopted and benchmark NIR face databases, namely PolyU-NIR [187] and CASIA-NIR [188] is used for the face retrieval experiments. We have considered the set-1 of the PolyU-NIR face database which consists of the total 7277 images from 55 subjects. CASIA-NIR face database is comprised of the total 3940 images from the 197 subjects having 20 faces each. We have cropped the face region of the CASIANIR face database because too much variation is present in the background of the images of this database. a)



Experiments over Different SVD Sub-bands



The local descriptors, including LBP, SLBP, DBC and LGBP over S, U, V and D sub-bands of SVD are compared using ARP vs 𝜂 and ARR vs 𝜂 over both PolyU-NIR and CASIA-NIR face databases in this experiment. In Fig. 7.9-7.10, the results over PolyU-NIR and CASIANIR databases are presented respectively. The performance of local descriptors degrades over U, V and D sub-bands in each cases except for SVD-U-LBP, SVD-U-DBC and SVD-ULGBP descriptor over PolyU-NIR database. A tremendous improvement in the performance is observed over S sub-band for each descriptor over each database.
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Fig. 7.9. The performance comparison of LBP, SLBP, DBC and LGBP descriptors in the 1 ,



2nd, 3rd and 4th column respectively, over different sub-bands of the SVD in terms of the ARP
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Fig. 7.10. The performance comparison of LBP, SLBP, DBC and LGBP descriptors in the 1 ,



2nd, 3rd and 4th column respectively, over different sub-bands of the SVD in terms of the ARP (%) vs 𝜂 (in the 1st row) and ARR (%) vs 𝜂 (in the 2nd row) over CASIA-NIR face database.



The {F-score, ANMRR} of SVD-S-LBP is improved by {63.22%, 36.85%} and {11.22%, 8.35%} as compared to the LBP over PolyU-NIR and CASIA-NIR database respectively. The performance of SVD-S-DBC and SVD-S-LGBP is improved by {67.62%, 31.57%} and {86.99%, 39.76%} as compared to the DBC and LGBP respectively in terms of the {F-score, ANMRR} over PolyU-NIR database. The performance of SVD-S-LBP is also improved by the 12.74% in terms of the F-score over CASIA-NIR database. The performance gain using SLBP is less because SLBP also incorporates the pre-processing step to enhance the local features. The results suggest that the S sub-band of SVD is more preferable than other sub-bands for computing the descriptors over it. The performance of local descriptors is only enhanced over the S sub-band because S sub-band have richer local information (by approximation), whereas, U, V and D sub-bands only contain the horizontal, vertical and diagonal information.
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(b) Over CASIA-NIR face database Fig. 7.11. Comparison among different level of SVD decomposition using S sub-band in



conjunction with different descriptors over (a) PolyU-NIR and (b) CASIA-NIR face databases in terms of the F (%) and ANMRR (%).
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Fig. 7.12. Retrieval results from CASIA-NIR face database using LBP (1 row), SVD-S-LBP



(2nd row), SLBP (3rd row), SVD-S-SLBP (4th row), DBC (5th row), SVD-S-DBC (6th row), LGBP (7th row) and SVD-S-LGBP (8th row) descriptors. The first image in each row is the query face and rest images are retrieved faces. The faces in rectangles are the false positives.
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Fig. 7.13. Retrieval results from PolyU-NIR face database using LBP (1 row), SVD-S-LBP



(2nd row), SLBP (3rd row), SVD-S-SLBP (4th row), DBC (5th row), SVD-S-DBC (6th row), LGBP (7th row) and SVD-S-LGBP (8th row) descriptors. The first image in each row is the query face and rest images are retrieved faces. The faces in rectangles are the false positives.



b)



Experiments over Level of SVD



We also investigated the effect of the level (L) of SVD factorization and compared the results for L=1, 2 and 3 using SVD-S-LBP, SVD-S-SLBP, SVD-S-DBC and SVD-S-LGBP descriptors in the Fig. 7.11(a-b) over the PolyU-NIR and CASIA-NIR face databases respectively in terms of the F (%) and ANMRR (%). It can be observed that the performance of each descriptor is improving (i.e. F-score is increasing and ANMRR is decreasing) at a higher level of SVD decomposition except for SVD-S-LBP over PolyU-NIR database. While we used the L=1 earlier in this chapter, the performance can be increased further at a higher level of SVD decomposition. c)



Retrieval Results



The top 10 matching retrieved faces are displayed for a query face from CASIA-NIR face database in Fig. 7.12 and for a query face image from PolyU-NIR face database in Fig. 7.13. The retrieval results are obtained using LBP, SVD-S-LBP, SLBP, SVD-S-SLBP, DBC, SVDS-DBC, LGBP, and SVD-S-LGBP feature vectors in 1st, 2nd, 3rd, 4th, 5th, 6th, 7th, and 8th row
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respectively of Fig. 7.12 and Fig. 7.13. Note that the incorrect retrieved images are enclosed by a rectangle. The precision over CASIA-NIR and PolyU-NIR face databases are {60%, 100%} and {70%, 100%} respectively, using {LBP, SVD-S-LBP} feature vectors as depicted in the 1st and 2nd row. From 3rd and 4th row of Fig. 7.12, the number of correct matches are 8 and 10 using SLBP and SVD-S-LBP feature vectors respectively, over CASIA-NIR face database, whereas, it is 10 for both over PolyU-NIR face database as shown in the 3rd and 4th row of Fig. 7.13. The number of incorrect matches using DBC descriptor is 2 (see the 5 th row of Fig. 7.12) and 3 (see the 5th row of Fig. 7.13) over CASIA-NIR and PolyU-NIR face databases respectively, whereas, it is 1 (see the 6th row of Fig. 7.12) and 0 (see the 6th row of Fig. 7.13) respectively, using SVD-S-DBC descriptor. The precision using LGBP and SVDS-LGBP descriptors are 70% and 100% respectively over CASIA-NIR face database as displayed in the 7th and 8th row of the Fig. 7.12, while, it is 50% and 100% respectively over PolyU-NIR face database (see the 7th and 8th row of the Fig. 7.13). From the experimental results, it is found that the proposed technique of computing the local descriptors over S sub-band of SVD outperforms the local descriptors without SVD (i.e. the performance of local descriptor is boosted over S sub-band) under near-infrared face retrieval and confirms its discriminative ability as well as suitability. The SVD decomposition is able to cope with the illumination problem of the near-infrared imaging.



7.3. Summary A bag-of-filter (BoF) based local binary pattern (LBP) coding scheme is presented in this chapter for content based image retrieval. The BoF basically explores the local features of the image in several ways which is further captured by the LBP to generate a more discriminative BoF-LBP descriptor. The performance of introduced descriptor is tested using an image retrieval framework over four benchmark databases including two natural as well as two textural databases. The experimental results point out the superiority of the BoF-LBP descriptor over the existing descriptors over natural and textural databases. It is observed that the Chi-square distance measure is better suited with the BoF-LBP descriptor. It has also been experimented that the low frequency information such as smooth variations is having more importance as compared to the high frequency information such as corners, edges, etc. to model the more discriminative descriptor. Another conclusion of this research is that the BoFLBP is better performing over the large databases. In this chapter, we also presented the image feature descriptors for near-infrared face image retrieval by integrating the concepts of SVD and local descriptors. Four sub-bands, namely S, U, V and D are created by taking the SVD factorization. The LBP, SLBP, DBC and LGBP features are extracted over these subbands to form the various descriptors in conjunction with the SVD. The discriminating power
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of the proposed local descriptor is examined using the NIR face retrieval experiments over two benchmark NIR face databases namely PolyU-NIR and CASIA-NIR. The performance of local descriptors over S sub-band of the SVD is more preferable as compared to the other subbands. The discriminative ability of the local descriptors is further improved at a higher level of SVD decomposition of the S sub-band. Through experiments, it is confirmed that the performance of local descriptors boosted with SVD and outperforms the local descriptors without SVD over both NIR face databases.



117



Chapter 8 Conclusions and Future Directions



In this chapter, we present the outcome of this thesis regarding the feasibility, distinctiveness, robustness and efficiency of the presented descriptors. We also discuss that how the proposed solutions fill the research gaps identified in Chapter 2. Finally, we also discuss the possibility of further research in the area of robust image feature description, matching and applications. This chapter is organized as follows: Section 8.1 highlights the key point observations from the research of this thesis and Section 8.2 suggests some future directions of this research.



8.1. Conclusions From the experiments, results, analysis and discussions presented in the previous chapters, we have drawn the following conclusions: 



We have proposed a local descriptor from the interleaved intensity order to reduce the dimension of the local ordering based descriptor. By considering the interleaved intensity orders, we can use a number of local neighbors in the construction of descriptor which improves the discriminative ability. It is experimented over the Oxford and complex illumination change datasets using the region matching concept and found very promising performance.







We have exploited the relationship of center pixel with its neighbors along with the relationship exist among the local neighbors and proposed four descriptors namely LDEP, LBDP, LBDISP, and LWP. We have used diagonal neighbors in LDEP to reduce its dimension significantly. We have considered the bit-planes in LBDP and LBDISP to improve the distinctiveness. We have also utilized the wavelet decomposition of local neighbors in LWP to make it more discriminative. The dimension of proposed descriptors is very low as compared to the state-of-the-art descriptors. We tested these descriptors over five biomedical databases including one MRI database and four CT database and observed very appealing results. It is noticed that Chi-square distance is better suited to these kinds of descriptors.
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We have proposed two descriptors namely LCOD and RSHD from the color quantization of color images. These descriptors are rotation and scale invariant in nature and have shown very encouraging retrieval results over the natural color databases. The dimension of these descriptors is also very reasonable. We also proposed two other descriptors from the color information, namely maLBP and mdLBP by exploiting the concept of adder and decoder respectively, over the LBP patterns obtained over each color channel of the image. The dimension of these descriptors is relatively high, but still low as compared to some recently introduced descriptors. These descriptors have shown the greatest improvement in the retrieval performance over color texture databases.







We have also proposed an illumination compensation mechanism to reduce the effect of illumination change from the multichannel information of the color image. It has been tested over the databases having the uniform as well as non-uniform illumination difference images. Very satisfying results are obtained using several methods in conjunction with the proposed technique. It has also been noticed that the results of illumination invariant descriptors improved further when applied with this proposed method.







We have also proposed to combine the local descriptors with the BoF and SVD. The performance of local descriptor such as LBP has been improved significantly when applied with the BoF in CBIR over the gray scale natural and textural databases. It has been also investigated that the S sub-band of SVD enriches the local information of the image and the performance of local descriptors boosted when extracted over the S sub-band. The local descriptors with SVD have been experimented over the NIR face databases under the image retrieval framework and observed satisfactory performance. The use of SVD with local descriptors does not affect the size of the local descriptors.



8.2. Future Scopes We have observed the following future directions on the basis of the performance of the proposed descriptors: 



The region based descriptors mostly designed for the grayscale images; it can be explored for the color images too.







The performance of local descriptors can be further improved by utilizing the local neighborhood information more effectively.







The color descriptors are still having the dimensionality problem which can be tackled further by designing the more efficient color descriptors.
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The sensitivity to the illumination problem of color descriptors can be explored to introduce more illumination robust descriptors.







The performance of descriptors proposed for the one type of database can be explored with the other kind of databases.







Deep learning is being used very actively nowadays to develop the features at the intermediate layers. This may also one of the future works to integrate the existing descriptors with the deep learning based approaches.
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