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Abstract This is a summary containing some of the main ideas in introductory econometrics. I start with a recap of linear algebra and then I move into the basic statistical definitions in an economic way. The mathematical machinery is necessary, but the principles are much more important.1



1



Linear Algebra



1.1



Properties of Transpose



1. (AT )T = A 2. (A + B)T = AT + B T 3. (AB)T = B T AT 4. (cA)T = cAT



∀c ∈ R



5. det(AT ) = det(A) 6. ~a · ~b = aT b =< a, b > (inner product) 7. This is important: If A has only real entries, then (AT A) is a positive-semidefinite matrix. 8. (AT )−1 = (A−1 )T 9. If A is a square matrix, then its eigenvalues are equal to the eigenvalues of its transpose. Notice that if A ∈ M(n×m) , then AAT is always symmetric.



1.2



Properties of the Inverse



1. (A−1 )−1 = A 2. (kA)−1 = k1 A−1



∀k ∈ R \ {0}



3. (AT )−1 = (A−1 )T 4. (AB)−1 = B −1 A−1 5. det(A−1 ) = [det(A)]−1 1 Without Equality in Opportunities, Freedom is the privilege of a few, and Oppression the reality of everyone else.
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1.3



Properties of the trace



1. Definition. tr(A) =



Pn



i=1



aii



2. tr(A + B) = tr(A) + tr(B) 3. tr(cA) = c · tr(A) ∀c ∈ R 4. tr(AB) = tr(BA) 5. Similarity invariant: tr(P −1 AP ) = tr(A) 6. Invariant under cyclic permutations: tr(ABCD) = tr(BCDA) = tr(CDAB) = tr(DABC) 7. tr(X ⊗ Y ) = tr(X) · tr(Y ) where ⊗ is the tensor product, also known as Kronecker product. P 8. tr(XY ) = i,j Xij · Yji The Kronecker product is defined for matrices A ∈ M(m×n) and B ∈ M(p×q) as follows:   a11 B · · · a1n B  ..  ... A ⊗ B =  ... .  am1 B · · · amn B mp×nq



1.4



Properties of the Kronecker Product



1. (A ⊗ B)−1 = (A−1 ⊗ B −1 ) 2. If A ∈ M(m×m) and B ∈ M(n×n) , then: |A ⊗ B| = |A|n |B|m (A ⊗ B)T = AT ⊗ B T tr(A ⊗ B) = tr(A)tr(B) 3. (A ⊗ B)(C ⊗ D) = AC ⊗ BD Careful! it doesn’t distribute with respect to the usual multiplication



1.5



Properties of Determinants



only defined for A ∈ Mn×n



1. det(aA) = an · det(A) ∀a ∈ R 2. det(−A) = (−1)n · det(A) 3. det(AB) = det(A) · det(B) 4. det(In ) = 1 5. det(A) = Jorge Rojas-Vallejos
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6. det(BAB −1 ) = det(A) similarity transformation. 7. det(A) = det(AT ) ¯ = det(A) the bar represents complex conjugate. 8. det(A)



1.6 1.



∂aT x



2.



∂Ax ∂x



3.



∂xT A ∂x



4.



∂xT Ax ∂x



5.



∂aT xxT b ∂x



1.7



2



Differentiation of Linear Transformations ∂xT a



=



∂x



∂x ∂xT AT ∂x



=



(matrices)



=a = AT



=A = (A + AT )x = abT x + baT x



Differentiation of traces ∂tr(XA) ∂X



1.



∂tr(AX) ∂X



2.



∂tr(AXB) ∂X



3.



∂tr(AXBX T C) ∂X



4.



∂|X| ∂X



=



=



= AT



∂tr(XBA) ∂X



=



= (BA)T



∂tr(XBX T CA) ∂X



= (BX T CA)T + (CAXB)



= cof actor(X) = det(X) · (X −1 )T



Probability Distributions



Here, we could say that, starts the summary for Econometrics ECON581. Definition 1. Normal distribution: where µ is the mean and σ 2 is the variance. (x−µ)2 1 f (x) = √ e− 2σ2 σ 2π



∀x ∈ R



If the mean is zero and the variance is one, then we have the standard normal distribution N (0, 1). The normal distribution has no closed form solution for its cumulative density function CDF. Definition 2. Chi-square Distribution: We say that χ2(r) has r degrees of freedom. Zi ∼ iidN (0, 1)∀i = 1, . . . , r =⇒ A =



r X



Zi2 ∼ χ2(r)



i=1



E(A) = r and V (A) = 2r
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Thus, the χ2(r) is just a square sum of standard normal distributions. We use this distribution to test the value of the variance of a population. For instance, H0: σ 2 = 5 against H1: σ > 5 Definition 3. t-student Distribution: We say that t(r) has r degrees of freedom. The t-distribution has “fatter” tails than the standard normal distribution. Z ∼ t(r) Z ∼ N (0, 1) ∧ A ∼ χ2(r) ∧ (Z and A are independent) =⇒ T = p A/r E(T ) = 0 and V (T ) =



r r−2



The t distribution is an “appropriate” ratio of a standard normal and a χ2(r) random variables. Definition 4. F Distribution: We say that F (r1 , r2 ) has r1 degrees of freedom in the numerator and r2 degrees of freedom in the denominator. A1 ∼ χ2(r1 ) ∧ A2 ∼ χ2(r2 ) ∧ (A1 and A2 are independent) =⇒ F =



A1 /r1 ∼ F (r1 , r2 ) A2 /r2



We use the F distribution to test whether two variances are the same or not after a structural break. For instance, H0: σ02 = σ12 against H1: σ02 > σ12 .



3



Probability Definitions



Definition 5. The expected value of a continuos random variable is given by: Z xf (x)dx E[X] =



(1)



Ω



The notation



R Ω



just means that Ω is the domain of the relevant random variable.



Definition 6. The variance of a continuos random variable is given by: Z 2 V [X] = V ar[X] = E[(x − µ) ] = (x − µ)2 f (x)dx



(2)



Ω



Definition 7. The covariance of two continuos random variables is given by: C[X, Y ] = Cov[X, Y ] = E[XY ] − E[X]E[Y ]



(3)



Notice that the covariance of a r.v. X with itself is its variance. In addition, if two random variables are independent, then its covariance is zero. The reverse is not necessarily true.



Some useful properties: 1. E(a + bX + cY ) = a + bE(X) + cE(Y ) 2. V (a + bX + cY ) = b2 V (X) + c2 V (Y ) + 2bcCov(X, Y ) 3. Cov(a1 + b1 X + c1 Y, a2 + b2 X + c2 Y ) = b1 b2 V (X) + c1 c2 V (Y ) + (b1 c2 + c1 b2 )Cov(X, Y ) 4. If Z = h(X, Y ), then E(Z) = EX [EY |X (Z|X)] Law of iterated expectations Jorge Rojas-Vallejos
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4



Econometrics



A random variable is a real-valued function defined over a Sample Space. The Sample Space (Ω) is the set of all possible outcomes. Before collecting the data (ex-ante) all our estimators are random variables. Once we have realized the data(ex-post), we get a specific number for our estimators. These numbers are what we called estimates.



4.1



A Simple Econometric Model



A simple Econometric Model: yi = µ + ei ∀i = 1, . . . , n. This is not a regression model, but is an econometric one. In order to estimate µ we make the following assumptions: 1. E(ei ) = 0 ∀i 2. V ar(ei ) = E(e2i ) = σ 2



∀i



3. Cov(ei , ej ) = E(ei ej ) = 0 ∀i 6= j In a near future, we will further assume that the residual term follows a normal distribution with µ = 0 and variance σ 2 . This is not necessary for the estimation process, but we need to run some hypothesis tests. What we are looking for is for a line that fits the data, minimising the distance between the fitted line and the data. In other words, Ordinary Least Squares (OLS). n X X Min (yi − µ ˆ)2 ⇔ Min SSR ⇔ eˆi 2 i=1



The estimator is then given by µ ˆ=



i 1 n



Pn



i=1



yi = y¯



Definition 8. We say that an estimator is Unbiased if: E(ˆ µ) = µ In other words, after infinite sampling we are able to achieve the true population value. For this particular estimator (ˆ µ) is easy to see that is indeed unbiased and its variance 1 2 is V ar(ˆ µ) = n σ , given the assumption that the draws are iid. Note: Linear combination of normal distribution is a normal distribution. 2



Proposition 1. If µ ˆ ∼ N (µ, σn ), then Z =



µ ˆ−µ √ σ/ n



∼ N (0, 1)



Standard normal values: Φ(z ≥ 1.96) = 0.025 and Φ(z ≥ 1.64) = 0.05 Note: 1. 2.



P



e2i



σ2



∼ χ2n



eˆi 2 σ2



P



2



σ = (n−1)ˆ ∼ χ2n−1 We lose one degree of freedom here because we need to use σ2 one datum to estimate µ ˆ.



3. When we do not know σ 2 our standardise variable is Z =



Jorge Rojas-Vallejos



µ ˆ−µ √ σ ˆ2/ n



∼ t(n−1)
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Hypothesis Testing



Reject H0 Reject H1



H0 is true H1 is true Type I error OK OK Type II error



Thus, we define the following probabilities: • P(Type I error) = P(Reject H0| H0 is true) = α • P(Type II error) = P(Fail to reject H0| H0 is false) = 1 − β and β is the so-called “power of the test”.



4.2



Multiple Linear Regression (Population) 0



yi = x i β + ei



∀i = 1, . . . , n vector notation



Assumption 1. E(ei ) E(e2i ) E(ei ej) ei



= = = ∼



0 ∀i σ 2 ∀i 0 ∀i 6= j N (0, σ 2 )



(4)



X variables are non-stochastic. There is NO exact linear relationship among X variables. If ei is not normal, we may apply the Central Limit Theorem (CLT). However, for this we need to have a large sample size. How large is large enough? 30 (n − K) is one number, but it will depend on the problem. OLS estimator results from minimising the SSE(error sum of squares) n n X X 0 −1 ˆ β=( x i xi ) xi y i i=1



(5)



i=1



The above estimator is useful if we are in “Asymptopia”. In matrix notation we have: y = Xβ + e e ∼ iid N (0, σ 2 In ) X is non-stochastic



(6)



The OLS from the sample is: 0 0 βˆ = (X X)−1 X Y 0 0 = β + (X X)−1 X e



(7)



This mathematical form is useful to run analysis in the “finite sample” world. The OLS estimator is unbiased and its variance-covariance matrix is given by: ˆ = E[(βˆ − E(β))( ˆ βˆ − E(β)) ˆ 0] Cov(β) 0 0 0 0 = E[(X X)−1 X ee X(X X)−1 ] 0 = σ 2 (X X)−1



(8)



0 Thus, βˆ ∼ N (β, σ 2 (X X)−1 )



Jorge Rojas-Vallejos
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0



Definition 9. The matrix MX = In − X(X X)−1 X is symmetric and idempotent, i.e., MXT = MX and MX × MX = MX 0



0



In general, we can have Mi = In − Xi (Xi Xi )−1 Xi . Thus, Mi Xj is interpreted as the residuals from regressing Xj on Xi . Note: The following properties are important for demonstrations: 1. If A is a square matrix, then A = CΛC −1 where Λ is a diagonal matrix with the eigenvalues of A, and C is the matrix of the eigenvectors in column form. 0



0



2. If A is symmetric, then C C = CC = In and hence A = CΛC



0



3. If A is symmetric and idempotent, then Λ is a diagonal matrix with either eigenvalues 1 or 0. 0



4. If A = CΛC P, then rank(A)=r=tr(Λ) where r = ni=1 λi Using this definition we get that 0



0



ˆe ˆ = e MX e e 0



ˆ) = σ 2 (n − K) and hence E(ˆ ee Theorem 1. Gauss-Markov Theorem: In a linear regression model in which the errors have expectation zero and are uncorrelated and have equal variances, the best linear unbiased estimator (BLUE) of the coefficients is given by the OLS estimator. Best means giving the lowest possible mean squared error of the estimate. Notice that the errors need not be normal, nor independent and identically distributed (only uncorrelated and homoscedastic). The proof for this theorem is based on supposing an estimator β ∗ = CY that is better than βˆ and finding the related contradiction. Remark 1. Suppose that you have the model: ˆ, Y = X1 βˆ1 + X2 βˆ2 + e



ˆ ∼ N (0, σ 2 In ) e



then you can estimate βˆ1 as: 0 0 βˆ1 = (X1 M2 X1 )−1 X1 M2 Y 0 0 M2 = In − X2 (X2 X2 )−1 X2



likewise, for βˆ2 we have: 0 0 βˆ2 = (X2 M1 X2 )−1 X2 M1 Y 0 0 M1 = In − X1 (X1 X1 )−1 X1



Jorge Rojas-Vallejos
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4.3 4.3.1



Misspecification Cases. Including an Irrelevant Variable



True regression model: ˆ Y = X1 βˆ1 + e Estimated regression: ˆ Y = X1 βˆ1 + X2 βˆ2 + e The main result is that the OLS estimators are NOT efficient, however they’re still unbiased. 0 0 βˆ1 = β1 + (X1 M2 X1 )−1 X1 M2 e E(βˆ1 ) = β1 0 V ar(βˆ1 ) = σ 2 (X1 M2 X1 )



Thus, comparing the variances between the true estimator and the inefficient one, we get a matrix that is positive definite, and so we establish the claim. 1 1 0 1 0 0 − = 2 X1 X2 (X2 X2 )−1 X2 X1 ˆ ˆ σ V ar(β1,true ) V ar(β1,est ) 4.3.2



Omitting a Relevant Variable



True regression model: ˆ Y = X1 βˆ1 + X2 βˆ2 + e Estimated regression: ˆ Y = X1 βˆ1 + e In this case, we get bias in the estimator, so we do not even mind to analyse the variance. 0 0 0 0 βˆ1 = β1 + (X1 X1 )−1 X1 X2 β2 + (X1 X1 )−1 X1 e 0 0 E(βˆ1 ) = β1 + (X1 X1 )−1 X1 X2 β2



5



Hypothesis Testing



We have the following model: Y = X βˆ + eˆ



eˆ ∼ N (0, σ 2 ) 1 0 0 0 βˆ = (X X)−1 X Y , σ ˆ2 = eˆ eˆ (n − K) 0 2 −1 ˆ ˆ β ∼ N (β, σ (X X) ) ⇔ βi ∼ N (βi , σ 2 aii ) 0 eˆ eˆ σ ˆ2 = (n − K) 2 ∼ χ2(n−K) 2 σ σ ,



Our Hypothesis tests are valid if and only if the error term follows a normal distribution.



Jorge Rojas-Vallejos
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5.1



t-Test



Suppose Y = X1 β1 + X2 β2 + X3 β3 + e, and we want to test: H0 : β2 = β20 H1 : β2 6= β20 We know that βˆ2 ∼ N (β2 , σ 2 a22 ), then: βˆ2 − β 0 Z = √ 2 2 ∼ N (0, 1) σ a22 (n − K)ˆ σ2 and A = ∼ χ2(n−K) 2 σ Z βˆ2 − β 0 ⇒ t∗ = p = √ 2 2 ∼ t(n−K) ← we do not know σ 2 σ ˆ a22 A/(n − K) In a similar way, if we want to test: H0 : β2 + β3 = 1 H1 : β2 + β3 6= 1 We define Cˆ = βˆ2 + βˆ3 . Thus, ˆ = β2 + β3 E(C) ˆ = V (βˆ2 ) + V (βˆ3 ) + 2C(βˆ2 , βˆ3 ) V (C) ⇒ Cˆ ∼ N (β2 + β3 , σ 2 (a22 + a33 + 2a23 )) Normalizing as before, and using the variable A ∼ χ2(n−K) , we get: (βˆ2 + βˆ3 ) − (β2 + β3 ) t= p ∼ t(n−K) σ ˆ 2 (a22 + a33 + 2a23 )



5.2



Joint Hypothesis Testing (F-test)



Suppose we want to test: H0 : β1 = 0, β2 + β3 = 1 H1 : at least one restriction does not hold Remark 2. There are two main criteria to define a test-statistic: 1. it has to be easy to calculate under the null hypothesis 2. it has to have known distribution under the null hypothesis First, we write the hypotheses in matrix form as: H0 : Rβ = r H1 : Rβ 6= r ˆ We know that βˆ ∼ N (β, σ 2 (X 0 X)−1 ), We need to determine the distribution for Rβ. ˆ ∼ N (Rβ, σ 2 R(X 0 X)−1 R0 ). then Rβ 0



0



(Rβˆ − Rβ) ∼ N (0, σ 2 R(X X)−1 R ) Jorge Rojas-Vallejos
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~ ∼ N (0, Ω), then W 0 Ω−1 W ∼ χ2 .This result is based on the fact We also know that if W (n) that any variance-covariance matrix is symmetric and positive semidefinite, then we can 0 apply the Cholesky decomposition for Ω as Ω−1 = P P . So, applying this definition we get: 0 0 0 B = (Rβˆ − Rβ) [σ 2 R(X X)−1 R ]−1 (Rβˆ − Rβ) ∼ χ2J where J is the number of restrictions being tested. Again, given the fact that σ ˆ 2 → σ 2 only for large samples. We need to define a test2 statistic in terms of σ ˆ to apply in most cases. So, we use our variable A again. Thus, F = F =



B/J ∼ F (J, n − K) A/(n − K) 0 0 0 (Rβˆ − r) [R(X X)−1 R ]−1 (Rβˆ − r) Jσ ˆ2



∼ F (J, n − K)



If Rβˆ is larger enough than r, then we reject H0. We may write the above test-statistic as: 0



0



(ˆ e∗ eˆ∗ − eˆ eˆ)/J ∼ F (J, n − K) eˆ0 eˆ/(n − K) where eˆ∗ corresponds to the residuals from the restricted regression (after imposing the restrictions from H0) and eˆ corresponds to the residuals from the unrestricted regression. Remark 3. The RSS (residual sum of squares) from the restricted regression are always greater or equal to the RSS from the unrestricted regression.



5.3



Chow Test



The Chow test is a test for structural break when the break point is known. In general, the break point is not known and we have to estimate it. However, there are a few examples in which the point is known. For example, when Mao Zedong died and assumed Deng Xiaoping changing the economic policies of China. Another example is when Germany got reunified in 1990 after the fall of the Berlin Wall. A close example to me is when the democratic government of Salvador Allende in Chile was overthrown by General Pinochet in 1973, who was the dictator of the country for 17 years costing the life of thousands of Chileans, and imposing the economic policies with the help of the CIA, Friedman and through fire and the blood of the Chilean people (sorry I deviated a little bit). So, the test may be useful in quite a few situations. Unrestricted regression: 0



0



yt = xt (1 − Dt )β0 + xt Dt β1 + et



∀t = 1, . . . , T



where Dt is a dummy variable defined around the break point. Restricted regression: We impose β0 = β1 = β ∗ , then: 0



yt = xt βˆ∗ + eˆ∗t



∀t = 1, . . . , T



The hypothesis of this test are: H0: There is NO a structural break at time τ H1: There is a structural break Jorge Rojas-Vallejos
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For a regression with K parameters, the test-statistic is given by: P P  PT T τ ∗2 2 2 ˆi − ˆ0i + i=τ +1 eˆ1i /K i=1 e i=1 e P  F = ∼ F (K, T − 2K) PT τ 2 2 e ˆ + e ˆ /(T − 2K) i=1 0i i=τ +1 1i ˆ are not right, RSS gets larger. Remark 4. If β’s When the break point is not known, we have to estimate τ by τˆ, and so consider a higher level of uncertainty in our hypothesis test. This means that our critical value gets larger (further in the real line).



6



Maximum Likelihood Estimation



Assuming that the random variables are independent and identically distributed (iid) we can define the likelihood function as: n Y ` = f (x1 , . . . , xn ; θ) = f (xi ; θ) (9) i=1



where xi corresponds to the random variable and θ is a parameter in the probability density function f (xi , θ). Then, we define the log-likelihood function as: L = log[f (x1 , . . . , xn ; θ)] =



n X



log(f (xi ; θ))



(10)



i=1



It may also be useful to define the score variable: ∂L (11) ∂θ The awesome thing about the score variable is that when E(Z) = 0, then we have the Maximum Likelihood estimator θˆ∗ .   ∂L E(Z) = E = 0 ⇒ θˆM LE (12) ∂θ Z=



Theorem 2. Cram´ er-Rao Inequality (CRI). In random sampling, sample size n, from an f (y; θ) population, if T = h(Y1 , . . . , Yn ) (the estimator) and E(T ) = θ for all θ, then: V (T ) ≥



1 V (Z)



“The CRI does not provide us with an estimator, but rather sets standard against which unbiased estimators can be assessed. If we happen to know, or have located, an unbiased estimator T with V (T ) = nV1(Z) , then we can stop searching for a better (that is, lower-variance) unbiased estimator; because the CRI tells us that there is no T ∗ such that E(T ∗ ) = θ and V (T ∗ ) < V (T ).” Goldberger, page 130. We continue to define the Information Variable as: ∂Z ∂ 2L W =− =− 2 (13) ∂θ ∂θ In other words, we differentiate the score variable with respect to our parameter θ. This helps us to define the so-called Information Rule. Jorge Rojas-Vallejos
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Figure 1: Looking for the maximum likelihood estimator Definition 10. Information Rule. The expectation of the information variable is equal to the variance of the score variable. E(W ) = V (Z) We can, therefore, restate the Cram´ er-Rao Inequality (CRI) as: V (T ) ≥



1 E(W )



(14)



(14) is useful because for some distributions, E(W ) is easier to calculate than V (Z). It also accounts for the label “information variable”: the larger the expected information variable is, the more precise the unbiased estimation of a parameter may be. Example 1. A classical example is the “toss a coin” one. We know that each toss follows a Bernoulli process, so: f (Yi ) = pYi (1 − p)(1−Yi ) then, ! L(p) =



X



Yi ln(p) +



n−



i



X



Yi



ln(1 − p)



i



differentiating with respect to (w.r.t.) p, we get: n



pˆM LE =



1X Yi n i=1



There will be situations, however, in which a nice closed form solution will not be possible to achieve, and hence we will need to apply Numerical Optimization. This is particularly the most common case in economics. Remark 5. The second derivative of the log-likelihood function gives information about the variance of the estimator as follows: 2 ∂ log(L(θ)) , the lower the variance of θˆM L The higher ∂θ∂θ0 So, the second derivative gives a kind of “speed of convergence”. Jorge Rojas-Vallejos
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6.1



Numerical Optimization



We have the FOC given by: ∂log(L(θ)) =0 ∂θ We can linearize this function around θj using a first order Taylor expansion, so: ∂log(L(θ)) ∂log(L(θj )) ∂ 2 log(L(θj )) ≈ + (θ − θj ) ≈ 0 ∂θ ∂θ ∂θ∂θ0 Rearranging the equation for θ, we get:  2 −1 ∂ log(L(θj )) ∂log(L(θj )) θj+1 = θj − 0 ∂θ∂θ ∂θ Notice that we have changed θ by θj+1 , since we apply recursive iteration to find the maximum likelihood estimate. We further assume that the SOC’s hold, so we can indeed achieve a maximum. We also have to find the variance-covariance matrix in a numerical fashion. Definition 11. The Information matrix is an equivalent to our known Information Variable studied in ECON580, and is given by:   2 ∂ log(L(θ)) I(θ) = −E ∂θ∂θ0 Notice that using this notation the CRLB variance for a estimator is given by: CRLB = [I(θ)]−1 Theorem 3. Under regularity conditions, the MLE has the following asymptotic properties: 1. Consistency: plim θˆ = θ 2. Asymptotic Normality: θˆ ∼ N [θ, I(θ)−1 ], where I(θ) is the information matrix evaluated at the true parameters 3. Asymptotic Efficiency: θˆ is asymptotically efficient and achieves the Cram´erRao lower bound for consistent estimators ˆ if f (θ) is a continuous and 4. Invariability: The ML estimator of f (θ) is f (θ), differentiable function. This result comes from one of the Slutsky theorems studied in ECON580. Finally, when OLS does not work very well, then we can apply MLE!!!



7



Nonlinear Least Squares (NLS)



Suppose a model as: yi = f (xi ; β) + ei



(15)



We can linearize f (xi ; β) with a first order Taylor expansion around βj : f (xi ; β) ≈ f (xi ; βj ) + Jorge Rojas-Vallejos
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Equation (16) into (15), we get: yi ≈ f (xi ; βj ) +



∂f (xi ; βj ) (β − βj ) + ui ← |ui | > |ei | ∂β



(17)



|ui | > |ei | because of the measurement error associated with the Taylor approximation. Once again, if we want to find β such that to minimise the sum of squared errors (RSS), we may apply numerical optimization. Just as we did for the maximum likelihood estimator. So, yi − f (xi ; βj ) + | {z y˜i∗



∂f (xi ; β) ∂f (xi ; βj ) βj = β + ui ∂β ∂β } | {z } 0



x ˜∗i



0



y˜i∗ = x˜∗i β + ui so, we estimate the above equation with βj , then we get as an output βj+1 and we used this new value and we repeat the process until |βj+1 − βj | < , where  is the tolerance level. We assume convergence since we assume that SOC’s hold (positive definite matrix).



8



Generalized Least Squares (GLS)



We have the following model: y = Xβ + e,



e ∼ N (0, σ 2 Ω)



(18)



i. When Ω = In , then   σ2 0 0   ... Cov(e) = E(ee ) = σ 2 In   2 0 σ So, e is homoscedastic and nonautocorrelated. This is usually called “spherical disturbances”. ii. When Ω 6= In , then:







 6= 0   ... σ 2 Ω = σ 2 In   6= 0 kn k1



So, e is heteroscedastic and/or autocorrelated. And these are the source of the inefficiency in the estimation process. Is OLS okay? Well, it is still unbiased but the variance is not minimum. And variance is always important since we usually have only one chance to find out our estimates. 0 0 βˆOLS = (X X)−1 X Y 0 0 *0  E(βˆOLS ) = β + (X X)−1 X  E(e) = β ← X is non-stochastic E(βˆOLS ) = β 0



0



0



0



Cov(βˆOLS ) = (X X)−1 X E(ee )X(X X)−1 0



0



0



Cov(βˆOLS ) = σ 2 [(X X)−1 X ΩX(X X)−1 ] Jorge Rojas-Vallejos
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In this “world” we cannot apply regular test-statistics because with higher variance, we need to be more conservative. Working with HKS and/or SC. Suppose you have the model in (18). We can decompose Ω using Cholesky since Ω is symmetric and idempotent. Therefore, the same is true for Ω−1 . Thus, 0 0 Ω−1 = P P ⇒ Ω = P −1 (P )−1 (19) So, pre-multiplying (18) by P, we get: P y = P Xβ + P e y ∗ = X ∗ β + e∗



(20)



where: y∗ = P y, X ∗ = P X, and e∗ = P e. 0 *



 = 0 and: We also can observe that E(e∗ ) = P  E(e)



V (e∗ ) = = = = =



0



E(e∗ e∗ ) 0 0 E(P ee P ) 0 P E(ee )P ← P non-stochastic 0 σ 2 P ΩP 0 −1 0 −1 ) P ← by Cholesky decomp. for Ω σ2 P {z } (P |P | {z } In



∗



In



2



⇒ V (e ) = σ In Therefore, e∗ ∼ N (0, σ 2 In ). This implies that our transformed regression model (20) satisfies the CLRM assumptions. So, we can directly apply OLS and obtain the so-called GLS. 0 0 βˆGLS = (X ∗ X ∗ )−1 X ∗ Y ∗ 0 0 0 0 βˆGLS = (X P P X)−1 X P P Y 0 0 βˆGLS = (X Ω−1 X)−1 X Ω−1 Y



and 0



Cov(βˆGLS ) = σ 2 (X ∗ X ∗ )−1 0 0 Cov(βˆGLS ) = σ 2 (X P P X)−1 0



Cov(βˆGLS ) = σ 2 (X Ω−1 X)−1



8.1



Heteroscedasticity



The model: 0



yi = xi β + ei , ei ∼ N (0, σ 2 ki ) ∀ki > 0 E(ei ej ) = 0 ∀i 6= j



Jorge Rojas-Vallejos
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Figure 2: Heteroscedasticity in the data.



Figure 3: Detection of Heteroscedasticity looking at the residuals. To √ eliminate the heteroscedasticity from the model, we divide the regression function by ki . Thus, 0



y x e √i = √ i β + √i ki ki ki ∗ ∗0 ∗ yi = xi β + ei , e∗i ∼ iidN (0, σ 2 ) ⇒ BLUE estimators ⇒ βˆGLS =



X



⇒ Cov(βˆGLS ) = σ 2



0 x∗i x∗i



X



−1 X



0 x∗i x∗i



x∗i yi∗



−1



Notice that all this assumes that ki is known!!! However, in most cases we do not know ki , so we should estimate ki . Hence, we would have to estimate n parameters ki , but we have up to n data and we have to also estimate the β coefficients. Therefore, we run out of degrees of freedom and this implies that the estimation of the parameters is impossible.



8.2



Autocorrelation



The model: 0



yi = xi β + ei ei = ρei−1 + νi ,



Jorge Rojas-Vallejos



νi ∼ iidN (0, σ 2 ) and |ρ| < 1
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Once again, we may transform our data, in order to get a regression equation such that we recover the CLRM assumptions and we could apply OLS. 0



yi = xi β + ei 0



yi−1 = xi−1 β + ei−1



/·ρ



0



ρyi−1 = ρxi−1 β + ρei−1 subtracting one of another, we get: (yi − ρyi−1 ) = (xi − ρxi−1 )0 β + νi 0 yi∗ = x∗i β + νi , νi ∼ iidN (0, σ 2 ) So, again we have achieve a “well-behaved” regression function. Remark 6. Notice that this method assumes that we know the order of the serial correlation and the value of the parameter ρ. In this case, we say that the error term follows an Autoregressive Process of Order 1, AR(1). If ei ∼ AR(p) we would have to lag the equation p times and we would have to estimate p parameters. Example 2. Prove that βˆGLS are more efficient than βˆOLS . In other words, prove that: Cov(βˆGLS ) − Cov(βˆOLS ) < 0 Proof. First, we know that: 0



Cov(βˆGLS ) = σ 2 (X Ω−1 X)−1 0 0 0 Cov(βˆOLS ) = σ 2 (X X)−1 X ΩX(X X)−1 Thus, we want to show that: 0 0 0 0 Cov(βˆGLS ) − Cov(βˆOLS ) = σ 2 (X Ω−1 X)−1 − σ 2 (X X)−1 X ΩX(X X)−1 ≤ 0



We also know that Ω is symmetric and positive definite, so we can apply the Cholesky decomposition as: 0 0 Ω−1 = P P ⇒ Ω = P −1 (P )−1 So, applying this into our difference we get: 0



0



0



0



σ 2 [(X Ω−1 X)−1 − (X X)−1 X ΩX(X X)−1 ] ≤ 0 1 0 0 0 0 −1 −1 [X Ω X − (X X)(X ΩX) (X X)] ≥ 0 σ2 1 0 0 0 0 0 −1 [X P P X − (X X)(X ΩX) (X X)] ≥ 0 σ2 1 0 0 0 0 −1 0 0 0 −1 X P [I − (X P ) (X X)(X ΩX) (X X)(P X)−1 ]P X ≥ 0 n | {z } σ2 WX



We can show that the matrix WX



1 0 0 X P WX P X ≥ 0 σ2 is symmetric and idempotent. Thus, 1 0 0 X P WX P X ≥ 0 σ2



1 0 0 0 X P WX WX P X ≥ 0 | {z } σ2 X∗



1 ∗0 ∗ X X ≥ 0 σ2 Jorge Rojas-Vallejos
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Figure 4: Serial Correlation in the residuals (negative sc). the last inequality is indeed true since for any matrix X ∗ with real entries we have that 0 0 X ∗ X ∗ is positive definite or at least positive semi-definite, i.e., X ∗ X ∗ ≥ 0. This completes the proof. We can claim with certainty that βˆGLS is more efficient than βˆOLS under this new setup.



8.3



A Time Series Brushstroke



Robert Fry Engle III was awarded the Nobel Memorial Prize in Economic Sciences in 2003 for his work on “methods of analyzing economic time series with time-varying volatility (ARCH)”. ARCH is the English acronym for Autoregressive Conditional Heteroscedasticity.2 Let us define ARCH(1) model: 0



yt = xt β + et q et = ut α0 + α1 e2t−1



(21) (22)



where ut is distributed as standard normal.3 It follows that E[et |xt , et−1 ] = 0, so that 0 E[et |xt ] = 0 and E[yt |xt ] = xt β. Therefore, this model is a classical regression model. But, V [et |et−1 ] = E[e2t |et−1 ] = E[u2t ][α0 + α1 e2t−1 ] = α0 + α1 e2t−1 | {z } 1



so et is conditionally heteroscedastic, not with respect to xt , but with respect to et−1 . The unconditional variance of et is V [et ] = V {E[et |et−1 ]} + E{V [et |et−1 ]} = α0 + α1 E[e2t−1 ] = α0 + α1 V [et−1 ] 2



Wikipedia has an awesome definition for ARCH is good and simple. Click here! The assumption that ut has unit variance is not a restriction. The scaling implied by any other variance would be absorbed by the other parameters. 3



Jorge Rojas-Vallejos
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Figure 5: Likelihood Ratio Test. The unconditional variance does not change over time so, Var[et ] =



α0 1 − α1



The natural extension of the ARCH(1) is a more general model with longer lags. The ARCH(q) process, σt2 = α0 + α1 e2t−1 + α2 e2t−2 + · · · + αq e2t−q The model of autoregressive conditional heteroscedasticity of order q is defined in the context of regression models as follows: 0



yt = xt β + et , et |It−1 ∼ N (0, σt2 ) σt2 = α0 + α1 e2t−1 + α2 e2t−2 + · · · + αq e2t−q E(e2t |It−1 ) = σt2 ⇒ e2t = σt2 + t , and E(t |It−1 ) = 0 Then, e2t = α0 + α1 e2t−1 + α2 e2t−2 + · · · + αq e2t−q + t ← AR(q)



9 9.1



Maximum Likelihood Revisited Hypothesis Testing



There are three main ways to test θˆM L . H0: θ = θ0 H1: θ = 6 θ0 (1) Wald Test. This is what we have done so far, i.e., t-test and F-test. This test is based only on the unrestricted regression. (2) Likelihood Ratio Test. (LR test) Looking figure (5), we can see that testing θˆM L − θ0 is equivalent to check: ! ˆM L ) L( θ 0 ln(L(θˆM L )) − ln(L(θ )) = ln L(θ0 ) | {z } Likelihood Ratio



Jorge Rojas-Vallejos
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To perform this test both regressions are necessary (restricted and unrestricted ones). Notice that: a 2(lnL(θˆM L ) − lnL(θ0 )) ∼ χ2(J) where J is the number of linear restrictions.



Figure 6: Lagrange Multiplier Test. (3) Lagrange Multiplier Test. (LM test) This test is based only on the restricted regression. See figure (6). ∂lnL  0 or  0 ⇒ Reject H0 ∂θ θ=θ0 Remark 7. Two ideas to keep in mind: 1. If sample size is large “enough”, then the three tests become equivalent.4 . 2. Notice that the restricted MLE gives us a lower likelihood value. See figure (7) and think of the top as the ML estimator and fix some parameter to 0.5, now the ML estimator will have a lower likelihood value.



Figure 7: MLE restricted to some θ0 . 4



In “Asymptopia” everything is better ^ ¨
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Example 3. Suppose we have the model: 0



y t = xt β + e t et |z1t , z2t , . . . , zpt ∼ N (0, σt2 ) No SC in et σt2 = α0 + α1 z1t + · · · + αp zpt We want to test for the presence of HKS. Then, H0: α1 = α2 = · · · = αp = 0 (Homoscedasticity) H1: at least one is different to zero. The restricted regression is: 0



yt = xt β + et et ∼ iidN (0, α0 ) ⇒ LM test, and we can use OLS to estimate the parameter of the regression. e2t = α0 + α1 z1t + · · · + αp zpt +t | {z } σt2



where t = e2t − σt2 and E(t ) = 0. To check for HKS we apply a two-stage procedure: 0 (1) Estimate yt = xt βˆ + eˆt by OLS since is unbiased, and save eˆ2t ∀t = 1, . . . , T .



ˆ0 + α ˆ 1 z1t + · · · + α ˆ p zpt + ˆt by OLS and save R2 from this regression. (2) Estimate e2t = α - If H0 is correct, then R2 should be very close to zero. - If R2  0, then we reject H0. a



- LM is T · R2 ∼ χ2(p) Finally, notice that zit could be variables in X or exogenous to it.



9.2



ML Estimation for Dependent Data



If y1 , . . . , yn are dependent, then we define the likelihood function as: f (y1 , . . . , yn ) =



n Y



f (yt |It−1 )



(23)



t=1



where It−1 represents the filtration (information set) up to time t − 1. Example 4. Suppose the following model: yt = et |It−1 ∼ 2 E(et |It−1 ) = σt2 = ⇒ e2t = Jorge Rojas-Vallejos
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Although et is serially uncorrelated, yt shows some level of dependency from the past due to the dependency of e2t on e2t−1 . We can see that: yt |It−1 ∼ N (x0t β, σt2 ) because and



:0 0   E[yt |It−1 ] = E[x0t β + et |It−1 ] = x0t β +  E[e |I t t−1 ] = xt β :0  0  2 V (yt |It−1 ) = V (x0t β + et |It−1 ) =  V (x t β|It−1 ) +V (et |It−1 ) = σt | {z } non-stochastic



Therefore,   (yt − x0t β)2 1 exp − f (yt |It−1 ) = p 2(α0 + α1 e2t−1 ) 2π(α0 + α1 e2t−1 ) Then we can form the log-likelihood function and impose the FOC’s: ∂lnL = 0, ∂β



∂lnL = 0, ∂α0



∂lnL =0 ∂α1



There is no analytical solution for this system of equations. Hence, we apply numerical optimization. If we would have had serial correlation in the model, the procedure had been exactly the same just defining carefully the expected value and the variance for yt . Remark 8. Addressing HKS and SC when Ω is unknown and impossible to estimate. So, we estimate (σ 2\ X 0 ΩX). 1. White’s Heteroscedasticity-Consistent Convariance Matrix (HC) 2. Newey-West’s Heteroscedasticity and Autocorrelation Consistent Convariance Matrix (HAC) In EViews is just a matter of clicking on the menu!!!
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10



Asymptotic Theory



Let us start defining some basics properties that will be quite useful hereafter. Definition 12. Markov’s Inequality5 If W is a non-negative random variable, i.e., P r(W ≥ 0) = 1, then ∀ > 0: P r(W ≥ ) ≤



E(W ) 



Proof. We will prove this for the continuous case (for the discrete case is complete analogous but replace integrals by summations). We know that: Z ∞ Z ∞ Z ∞ E(W ) = wf (w)dw ≥ wf (w)dw ≥ f (w)dw 0







Thus, Z E(W ) ≥  |0







∞



f (w)dw {z }



P r(W ≥)



This directly implies that: E(W ) ≥ P r(W ≥ ) ⇔ P r(W ≥ ) ≤



E(W ) 



This completes the proof. Definition 13. Chebyshev’s Inequality This inequality can be easily obtained from Markov’s inequality. For any  > 0, then P r(|x − c| ≥ ) ≤



10.1



Types of Convergence



10.1.1



Convergence in Probability



E[(x − c)2 ] 2



We define Gn (t) = P r(θˆn ≤ t), i.e., Gn (t) is the CDF for θˆn . If there is a constant c such that lim Gn (t) = 0 and lim Gn (t) = 1 for all t ≥ c, then we say that (the sequence) θˆn converges in probability to c, or equivalently that the probability P limit of θˆn is c. We write this as θˆn − → c, or as plim θˆn = c. Let An = {|θˆn − c| ≥ } where  > 0, so P r(An ) = 1 − Gn (c + ) + P r(θˆn = c + ) + Gn (c − ) If θˆn converges in probability to c, then lim P r(An ) = 1 − 1 + 0 + 0 = 0. So an equivalent way to define convergence in probability of θˆn to c is that: lim P r(|θˆn − c| ≥ ) = 0 for all  > 0 5



This one, Chebyshev and Jensen are the only inequalities that I like. Income inequality in Chile, for instance, is outrageous!!!



Jorge Rojas-Vallejos



Page 25



Introductory Econometrics by Jorge Rojas-Vallejos



METRICS: Notes



10.1.2



Convergence in Mean Square



If there is some constant c such that lim E[(θˆn − c)2 ] = 0, then we say that (the sequence) θˆn converges in mean square to c. Two consequences are immediate: i. If θˆn is a sequence of random variables with lim E(θˆn ) = c and lim V (θˆn ) = 0, then θˆn converges in mean square to c. ii. If θˆn converges in mean square to c, then θˆn , then θˆn converges in probability to c. 10.1.3



Convergence in Distribution



If there is some fixed cdf G(t) such that lim Gn (t) = G(t) for all t at which G(·) is continuous, then we say that (the sequence) θˆn converges in distribution to G(·), or D equivalently that the limiting distribution of θˆn is G(·). We write this θˆn − → G(·). Evidently convergence in probability is the special case of convergence in distribution in which the limiting distribution is degenerate. Definition 14. Consistency We say that an estimator θˆn is consistent if it satisfies the following two conditions: i. ii.



10.2



lim E(θˆn ) = θ



n→∞



lim V (θˆn ) = 0



n→∞



Law of Large Numbers



In random sampling from any population with E(Z) = µz and V (Z) = σz2 , the sample mean converges in probability to the population mean. n



1X P → µz Zi − Z¯n = n i=1 or equivalently, plim



1X Z i = µz n



Proof. We have E(Z¯n ) = µz and V (Z¯n ) = σz2 /n, so lim E(Z¯n ) = µz and lim V (Z¯n ) = 0. So, Z¯n converges in mean square to µz , and hence Z¯n converges in probability to µz .



10.3



Central Limit Theorem



In random sampling from any population with E(Z) = µz and V (Z) = σz2 , the standardized sample mean: √ D n(Z¯ − µz )/σz − → N (0, 1) or equivalently,



√ D n(Z¯ − µz ) − → N (0, σ 2 ) z



Proof. Add proof from Richardson’s class. Basically, it uses the concepts related to mgf (moment generation functions). It is beautiful.
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10.4



Slutsky Theorems



S1.



P P If θˆn − → θ and h(θˆn ) is continuous at θ, then h(θˆn ) − → h(θ)



S2.



If Vn − → c1 and Wn − → c2 , and h(Vn , Wn ) is continuous at (c1 , c2 ), then h(Vn , Wn ) − → h(c1 , c2 )



S3.



If Vn − → λ and Wn − → G(·), then (Vn + Wn ) − → λ + G(·)



S4.



If Vn − → λ and Wn − → G(·), then (Vn Wn ) − → λG(·)



10.5



P



P



P



D



P



D



P



D



D



Consistency of OLS estimator



Suppose the following model: yi = x0i β + ei , ei |xi ∼ iid(0, σ 2 ) 1X xi x0i = Mxx < ∞ plim n 1X xi ei = 0 (E(xi ei ) = 0) plim n Define zi = xi ei . E(zi ) = E(xi ei ) = 0 by assumption iid(0,σ 2 ) V (zi ) = = = = = = =



E(zi zi0 ) = E(xi ei e0i x0i ) E[E(xi ei ei x0i |xi )] E[E(xi x0i e2i |xi )] E[xi x0i E(e2i |xi )] E[xi x0i σ 2 ] σ 2 E(xi x0i ) σ 2 Mxx



Thus, zi ∼ idd(0, σ 2 Mxx ). The Central Limit Theorem implies: √



D



1/2 n(¯ z − 0)/(σMxx )− → N (0, 1) or equivalenty, 1 X D √ xi e i − → N (0, σ 2 Mxx ) n



Now, we will show that OLS estimator is consistent under the assumption E(ei |xi ) = 0. We know that: X −1 X βˆOLS = β + xi x 0 xi e i i



Then, we can apply a “small” trick and probability limits as follows: −1 X  X 1 1 0 ˆ βOLS = β + xi xi xi ei n n  X −1 1 1X 0 ˆ plim βOLS = β + plim xi xi plim xi ei n n plim βˆOLS = β + Mxx · 0 plim βˆOLS = β Jorge Rojas-Vallejos
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Therefore, we can see that the estimator is consistent. Using the CLT, we can also see that the distribution for βˆ will be given by: √



D



−1 n(βˆ − β) − → N (0, σ 2 Mxx )



or equivalently, a βˆ ∼ N



11



 −1  X 2 0 β, σ xi xi



Instrumental Variables



When a explanatory variable is correlated with the error term, we say that there is endogeneity (or simultaneity). Suppose the following model: yi = x0i β + ei ,



ei ∼ iid(0, σ 2 )



(i) plim



1 n



P



xi x0i = Mxx < ∞



(ii) plim



1 n



P



xi ei 6= 0 ⇔ (E(xi ei ) 6= 0) ⇒ IVE



(iii) plim



1 n



P



zi x0i = Mzx < ∞



(iv) plim



1 n



P



zi ei = 0 ⇔ (E(zi ei ) = 0)



(v) plim



1 n



P



zi zi0 = Mzz < ∞



We know that our instrument zi satisfies: plim



1X zi ei = 0 n



The sample equivalence of this implies the IV estimator: 1X zi eˆi = 0 nX ⇒ zi eˆi = 0 since eˆi = yi − x0i βˆ X ˆ = 0 ⇒ zi (yi − x0i β) X ˆ = 0 (zi yi − zi x0i β) X X zi yi − zi x0i βˆ = 0 Thus, we obtain our IVE: βˆIV =



X



zi x0i



−1 X



zi yi



This estimator is indeed consistent. We apply the same procedure as we did in the previous section. Let us rewrite the same assumptions and results as above, but in matrix notation. Suppose the following model: Y = Xβ + e, Jorge Rojas-Vallejos
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(i) plim n1 X 0 X = MXX < ∞ (ii) plim n1 X 0 e 6= 0 (iii) plim n1 Z 0 X = MZX < ∞ (iv) plim n1 Z 0 e = 0 (v) plim n1 Z 0 Z = MZZ < ∞ We further assume X, Z ∈ M(n × K). Hence, our IV estimator is: βˆIV = (Z 0 X)−1 Z 0 Y Consistency is proved as before.



11.1



Two Stage Least Squares 2SLS



Suppose the following model: yi = xi β + ei , xi = zi0 δ + vi ,



ei ∼ iid(0, σe2 ) vi ∼ iid(0, σv2 )



Let us assume that xi ∈ M(1 × 1) and zi ∈ M(L × 1). In addition, zi is uncorrelated to ei and vi , but ei and vi are correlated between them. βˆOLS is inconsistent because ei contains some information about xi that we are not using systematically, and this leads to the inconsistency of our estimator. ei contains valuable information about xi , i.e., ei and xi are not orthogonal. 11.1.1



Conventional Approach



We have as follows: yi xi E(zi ei ) E(zi vi ) E(ei vi )



= = = = 6=



xi β + ei , ei ∼ iid(0, σe2 ) zi0 δ + vi , vi ∼ iid(0, σv2 ) 0 0 0(⇒ E(xi ei ) 6= 0)



Step 1: Run OLS regression for xi = zi0 δ + vi , and get xˆi = zi0 δˆ Step 2: Run OLS regression for yi = xˆi β + ui , and get: !−1 n n X X βˆ2SLS = xˆi xˆ0 xˆi yi i



i=1



βˆ2SLS =



n X i=1



i=1



!−1 xˆ2i



n X



xˆi yi



i=1



we can see that xˆi is a regressor. The intuition behind is that xi is correlated to zi , but zi is not correlated to ei . However, we have only observations for zi that might have a ˆ and with that we get the non-systematic error, so we run the OLS regression to obtain δ, fitted values for xi , that is xˆi . This xˆi is not longer correlated with ei , and so we have solved the endogeneity problem. Jorge Rojas-Vallejos
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11.1.2



Control Function Approach



We have as follows: yi xi E(zi ei ) E(zi vi ) E(ei vi )



= = = = 6=



xi β + ei , ei ∼ iid(0, σe2 ) zi0 δ + vi , vi ∼ iid(0, σv2 ) 0 0 0(⇒ E(xi ei ) 6= 0)



We also defined the following regression model: ei = γvi + wi where γvi is the portion of ei that is correlated with xi , but wi is not correlated with vi . Substituting this last equation into our main model, we get: yi = xi β + γvi + wi where this equation satisfies CLRM assumptions. However, vi is non-observable. Thus, we need to use the residuals from the regression. This gives the following two-stage procedure. ˆ Step 1: Run OLS for xi = zi0 δ + vi , and get the residuals vˆi as vˆi = xi − zi0 δ. Step 2: Run OLS for yi = xi β + γˆ vi + wi . This implies βˆ2SLS . Notice that wi is not correlated with xi nor with vˆi . It is really important to notice that the two procedures leads to exactly the same numerical ˆ Lately, the control function approach has become more popular due to estimates for β. its possibility to extend it to other sort of problems.
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12



One page Summary



Ordinary Least Squares6 Y = Xβ + e, e ∼ N (0, σ 2 ) 0 0 βˆ = (X X)−1 X Y 0 βˆ ∼ N (β, σ 2 (X X)−1 ) σ ˆ2 = E(ˆ σ2) = σ2



,



n 1 1 X 2 0 ˆe ˆ= e e n−K n − K i=1 i



V ar(ˆ σ2) =



2σ 4 (n − K)



e0 e ∼ χ2(n) 0



ˆe ˆ (n − K)ˆ σ2 e = ∼ χ2(n−K) 2 2 σ σ e e ∼ N (0, σ 2 In ) ⇔ ∼ N (0, In ) σ 0



MX = In − X(X X)−1 X ˆ = MX Y e



0



Maximum Likelihood L(θ) = f (y1 , . . . , yn ; θ) = ln(L(θ)) =



n Y i=1 n X



f (yi ; θ) ← likelihood function ln(f (yi ; θ)) ← log-likelihood function



i=1



 ∂ 2 lnL(θ) ← Information Matrix I(θ) = −E ∂θ∂θ 0 CRLB = [I(θ)]−1 ← Cram´er-Rao Lower Bound 



Feasible GLS. e ∼ N (0, σ 2 Ω) βˆOLS V (βˆOLS ) βˆGLS V (βˆGLS )



= = = =



(X 0 X)−1 X 0 Y σ 2 (X 0 X)−1 X 0 ΩX(X 0 X)−1 (X 0 Ω−1 X)−1 X 0 Ω−1 Y σ 2 (X 0 Ω−1 X)−1



Numerical Optimization ∂ln(L(θ)) = 0 ∂θ ∂ln(L(θ)) ∂ln(L(θj )) ∂ 2 ln(L(θj )) ≈ + (θ − θj ) ≈ 0 ← Taylor ∂θ ∂θ ∂θ∂θ0  2 −1 ∂ ln(L(θj )) ∂ln(L(θj )) ⇒ θj+1 = θj − ← Recursive Iteration 0 ∂θ∂θ ∂θ 6



Practice will make you understand and remember this!
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