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Abstract The last surveys indicate that there is an extensive growth in the use of smart cards. A smart card comprises the technology, the platform on which applications are built. An application is a solution to a particular problem. Typically, smart card applications have been being constructed during smart card manufacturing. Nowadays, there is a trend toward building smart card applications after a smart card has been manufactured. This project involves such an application implementation. A software implementation of the standardized Advanced Encryption Standard (AES) for a Multos developer smart card is the main concern of this project. Multos is a smart card operating system that permits the implementation of software after a smart card has been manufactured. This report describes aspects of the smart card technology along with the Multos platform and provides all the necessary information for implementing AES on such a platform. A complete working application for the Multos operating system is the result of this project. The core of this application is AES. Special implementation issues are examined and an evaluation of this application is further given in this report, providing an analysis regarding its performance and usability. An implementation of a symmetric cryptographic algorithm like AES on a smart card adds additional security features to the card. Typically, such implementations are built in hardware during smart card manufacturing. This project involves a software implementation and provides an evaluation of the software implementation, answering whether more complex applications can be implemented in software rather than in hardware.
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1. Introduction



1. Introduction 1.1 A bit about Smart Card Technology Some believe that “just anything found in a person’s wallet has the potential to be stored on a smart card” [2]. This includes insurance information, credit cards, driver’s license and bank accounts. That may be the feature: keeping everything on a personal smart card. The main factors that lead to this direction are the security properties characterized a smart card, the multi-application smart card operating systems and the standardization of smart card features. A smart card is defined as a plastic card containing an embedded microprocessor and memory components. What actually makes a smart card “smart” is the microprocessor. The microprocessor provides the ability to applications to be executed on a card. The smart card memory provides a secure repository for the applications, and the data needed by these applications. These characteristics comprise the most important security features of a smart card. The microprocessor, among others, can be used to execute cryptographic algorithms while any cryptographic parameters (e.g. keys) that must remain secret are stored in the smart card memory. It may seem odd to some people, who have not involved at all with the smart card technology, that a smart card microprocessor can maintain an operating system (especially designed for smart cards). The operating system provides an interface to the applications so that the chip functionality can be utilized. With the operating system support, more than one application can securely coexist on a smart card. Applications can be installed to (or uninstalled from) the card after the card has been manufactured. The necessary operations necessary to be conducted for this purpose are defined by the operating system. Note that, permissions can be set up regarding who and how can install applications to the card. That enables a smart card to have different card holder, different manufacturer and different issuer. The standardization of smart card properties is an important factor for achieving interoperability. Physical and logical properties have already been standardized. The logical properties standardized are usually dependent on the application. Interoperability is needed by businesses and government organizations in order to adopt a technology. A new credit card type that can not be accepted anywhere will probably not succeed in the market. An identity smart card that needs special, or 1
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uncommon equipment to be read, simply, can not be used as an identity card. Today, many bodies are concerned with the standardization of smart card characteristics.



1.2 Cryptography and Smart Card Smart cards are able to perform calculations, or execute applications. This means that cryptographic calculations like hashing, encrypting, decrypting and others can be executed on a smart card. Moreover, the recent advancements in smart card technology that include faster microprocessors and bigger storage capacity allow the exploitation of even more complex cryptographic algorithms. Cryptography and smart cards is a very powerful combination. The basic cryptographic functions or primitives can be used to build more advanced cryptographic protocols and provide security services. Important security services, among others, include entity authentication and non-repudiation through digital signatures. The computational capability of smart cards is limited, but by utilizing the cryptographic primitives that can be executed on a smart card, a smart card can be used as a part of more advanced security protocols. Following that, a smart card can authenticate a user or produce a signature for a block of text. Cryptography provides additional power to the smart card. A smart card can execute applications and save information. This information can not be altered in any way without the appropriate permissions. Cryptographic primitives can be implemented and executed by a smart card as any other application. Hence, a smart card can provide additional security services. A smart card is not only useful because it is a tamper-resistant device but also because it can have an active role in the protocols providing the security services. The cryptographic primitives include hash functions, message authentication function, block ciphers and public key ciphers. Different cryptographic primitives have different implementation and execution requirements, especially when they are designed for a smart card. Considerations like the limited smart card processing power, the limited memory capacity and side channel attacks must be taken into account. Moreover, a cryptographic suite may be implemented as an application that will be executed by the smart card operating system or may be implemented during smart card manufacturing as a ROM mask (i.e. direct implementation on hardware). Generally, any implementation involving cryptographic primitives on a smart card is a more challenging process than doing the same thing on a personal computer.
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1.3 Goals of this MSc Project and Motivation This project is about a software implementation of the Advanced Encryption Standard (AES) on a Multos smart card. AES is the new block cipher encryption standard that is replacing the popular Data Encryption Standard (DES). Multos is a multi-application operating system for smart cards and the main competitor of the Java Card operating system(in fact, virtual machine operating system). Multos was the operating system of choice. In order to build applications for the Multos operating system, special development tools are needed. These tools are not freely available but are available for use in the Smart Card Centre laboratory. What makes the project more exciting is that the libraries coming with the development tools (available in the laboratory) do not carry any AES implementation. Hence, an implementation of AES for a Multos smart card can be used for further analysis afterwards in the lab. AES is the new commercial encryption standard that has been become effective since 26 May 2006 [3]. The standard is replacing the 56-bit DES used (and still in use) for over 30 years (actually since 1970). The encryption algorithm behind AES is Rijndael designed by two Belgian cryptographers, Vincent Rijmen and Joan Daemen. The implementation of AES involves studying the Rijndael algorithm and any special requirements necessary by the smart card platform. The fact that AES is a new encryption standard that is going to be used for the next decades makes this project more interesting. For the realization of the AES implementation, different aspects of smart cards, cryptography and the Multos OS are necessary to be studied. A general study of smart cards is needed and is followed by an examination of cryptography on smart cards with special emphasis on AES. Furthermore, in order to be able to understand and use the development tools efficiently, the Multos operating system is also examined prior to coding. The analysis of these subjects is not only useful for coding AES on a smart card but also for having a sufficient understanding of the topic. This is part of the aims of the project. AES code along with evaluation of this code is the just the final result. It is worthless implementing (if this is possible obviously) AES for a smart card without understanding what is beneath the implementation: the operating system and the chip card itself.
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AES is a block cipher, or a cryptographic primitive. It can be utilized for providing other security services. It can be used to provide additional power to the chip card. This project involves a real implementation of AES on chip card. A code implementation of this powerful standardized encryption algorithm to a tiny chip card device, a smart card that its use is extended to so many industry sectors (banking telecommunications, transportation, etc.) is motivating.



1.4 Text Organization This dissertation is organized as follows. Chapter 2 provides an overview to smart cards and their security features. Chapter 3 is concerned with cryptography in relation always to smart cards. An examination of the Advanced Encryption standard is given to this chapter. Chapter 4 presents the Multos operating system for which AES will be implemented. Chapter 5 describes an implementation of AES for a Multos smart card. Prior to the implementation description, the development environment that allows implementing, testing, simulating and loading applications to a smart card is presented. Chapter 6 presents a further analysis and evaluation of the AES implementation. A short summary as well as conclusions of this dissertation are given to chapter 7.
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2. Smart Card Technology 2.1 History The idea of a smart card (i.e. plastic card carrying a microchip) is much older than most people believe. The first patent for smart cards was filled by two German inventors, Jurgen Dethloff and Helmut Grotrupp, in 1968 [4, 5]. This is before the existence of personal computers, in an era where the computers were having the size of a room. The smart card idea was patented and elsewhere: in Japan in 1970, in France in 1975 (by Roland Moreno) and in the United States in 1978 [2]. The first smart card microchip was manufactured in 1977 by Motorola and Bull [2, 6]. That is, only ten years later the technology allowed the production of smart cards at acceptable prices. Contrarily, the adoption of smart cards in real world applications was not delayed so much. The security and other features (size, cost etc.) of the smart card were ideal for embedding smart cards in many applications. There were some unsuccessful trials due to the cost and unreliability of the new technology [2] but the first successful trial was not delayed to emerge. The initial high-scale, successful trial of smart cards was performed in France in 1984 by the French Postal and Telecommunication services with the initiation of the first phone chip card[4, 5]. Two years later, millions of smart cards had already been in the market [7]. The chip card was employed in many sectors/industries: telecommunication, financial, identification and others. The most important events for the smart evolution were the introduction of smart cards to the GSM specification and the replacement of the magnetic stripe cards with smart cards by the French financial institutions in the early 1990’s. The telecommunication industry, as someone would expect, remains the leading smart card “consumer”. Today, smart card is the security module protecting investments of millions. A smart card chip acts not only as part of the solution but as an enabler for the whole solution. The industry sectors that exploit smart cards in a great degree are that of telecommunication and banking. This is illustrated in Figure 2.1 [8] showing the percentage of the number of smart cards used by each sector for the year 2005. In every case, smart cards are used extensively and are valuable for the sector operation. The today world is being flooded by smart cards. According to the same source, [8], the total number of smart cards has surpassed the 2.6 billions units. This
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Figure 2.1: Smart Card World Wide Market 2005



extensive growth of smart cards declares only one thing: “Smart cards are here to stay”. Currently, it is common that the term smart card is used to refer to any plastic card carrying a small chip module of specific size that has certain security properties and in addition to memory, it may or not contain a CPU, or microprocessor. In fact, a “true” smart card is a card with an embedded microprocessor and memory. The microprocessor is what makes the smart card “smart” and what allows the card to provide a processing environment. A smart card without an embedded microprocessor is simply a memory card that has a security circuit that prevents unauthorized reading from or writing to the card. In this text, we are freely using the term smart card to refer to both memory chip cards and smart chip cards. Usually, the context is enough to easily determine to which type we are referred but whenever it is essential to make a distinction between the memory chip cards from the smart chip cards it will be explicitly defined.



2.2 Types of Smart Cards We have already been referred to the two major categories of smart cards: the memory chip cards and the smart chip cards. We are not going to describe memory chip cards in detail since in this text we are mainly concerned with smart chip cards 6
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Figure 2.2: Smart Card Types



exist). A second approach for classifying smart cards is based on the card interface; that is, the way the smart card communicates with the smart card terminal, or reader. Figure 2.2 gives a transparent illustration about the different types of smart cards.



2.2.1 Memory Chip Cards There are two main types of memory chip cards that we have to distinguish: the simple memory chip cards and the “intelligent” memory chip cards. This distinction is necessary to show that even that a smart card is a special type of chip card, not necessarily, every chip card is a smart card. Simple memory chip cards contain non-volatile memory used for storing data. The data can be updateable (i.e. the memory is writable) or not. Sometimes, nonupdateable cards are referred to the bibliography as “asynchronous cards” [2] because the flow of data is one-way: from the card to the reader. They do not provide any particular security features and can be used in the place of magnetic stripes because they are reliable and can provide more memory (usually the memory provided by a magnetic stripe card does not exceed 1 KB). A common use for this type of chip cards is for declaring a kind of membership of the card holder to organizations. Any reference to smart cards does not include this category of chip cards. “Intelligent” memory chip cards contain non-volatile memory for storing data and a security circuit responsible for deciding whether a memory access request is authorized or not. Only authorized requests can affect the status of the chip card. A memory region can be public, private or protected. Public means that it can be accessed by anyone. Private indicates that it is used only internally by the chip card. Sensitive information like a PIN is stored in a private memory region. Last, a protected memory area can be accessed only after the card holder has been verified
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(usually by demonstrating the knowledge of a password or PIN). More advanced versions of intelligent memory chip cards allow the execution of fixed cryptographic operations (i.e. hardware implementations of algorithms) in order to provide more advanced security schemes like the challenge-response model. The most widespread use of this type of chip is for the prepaid phone cards. From now on, any reference to memory chip cards denotes this category of smart cards. Memory chip cards had been the most common type of smart cards but according to [9] the shipments of smart chip cards surpassed the shipments of memory chip cards for the first time in 2003. This is also the situation that prevails today and probably in the feature. Memory chip cards are relative cheap but the advances to technology resulted in reduction of the cost of the smart chip cards. Therefore, along with the fact that smart chip cards have significant advantages (see next section) over memory chip cards, smart chip cards have become more preferable than memory chip cards.



2.2.2 Smart Chip Cards What differentiates smart chip cards from memory chip cards is that a smart chip is a microcomputer having the ability, as any other computer system, to execute a set of instructions and to maintain an operating system. Such a chip is usually comprised of a CPU (central processing unit), ROM (read only memory), RAM (random access memory) and EEPROM (electrically erasable programmable read only memory) as shown in figure 2. The
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characteristics. The set of Figure 2.3: Architecture of a Smart Card Chip
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instructions allows the implementation of complete functions with certain goals. Programming in assembler for a specific microprocessor using its instruction is complex but the result usually provides better performance and needs less memory. High-level languages like C might be used with an addition performance cost whenever the application to be implemented does not require too much memory [10]. ROM is used to store data not modified during the smart card life time. The data is loaded by the manufacturer before the card personalization and usually include the main part of the operating system, cryptographic algorithms, keys and the transmission protocols and commands. ROM can be programmed only once. That is, no changes can be made to the data after the ROM has been programmed. EEPROM also retains its data when the power supply is switched off. Data like the smart card applications and operating system parameters is stored in this type of memory. The contents can be erased, or updated. It is notable to say that erasing memory is much slower than reading from this type of memory. This must be considered when designing and implementing applications. RAM is the fastest type of memory and is used to store data produced during the application execution. It comprises the workspace of an application. The data is stored temporarily in RAM by means that it is lost when the power supply is switched off. Programmers of personal computers are used to have in mind that RAM is virtually unlimited. This is not the case with smart cards. Actually, the size of RAM is the smallest among the other types of memory because the physical space that is needed per bit is greater than that of ROM and EEPROM. The relative physical size needed in regard to the memory type is illustrated Figure 2.4[10, 11]. The reason that memory is limited is obvious if we consider the fact that the chip size



has



standardized



been and



can not be more A. ROM B. EEPROM C. RAM C



1x 2x 4x



than 25 mm2. Accessing any type of memory is controlled and



B



only



A



authorized



Figure 2.4: Relative Factor Chip Area
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requests are granted. Security is enforced both at the application level and hardware level. There are regions of memory that are private and used only internally. A smart card reader can not access these memory regions directly but can send certain requests to applications. This is enforced by hardware. An application evaluates a request and responses accordingly. What an application can access is also controlled by the hardware and the operating system that actually (the operating system) comprises an inexorable part of the smart card.



2.2.3 Contact-based and Contactless Smart Cards A smart card can communicate with a smart card terminal directly via a physical connection or remotely via a contactless interface. A contact-based smart card must be placed in the smart card terminal so that a communication channel can be established. A smart card chip provides up to 8 contacts for communication. The exact position and purpose of each contact is standardized and specified by ISO-7816. Two of he 8 contacts are reserved for future use and are often not provided[5, 10]. The use of the remaining contacts is concisely described in Figure 2.5 [5, 10]. A contactless smart card does not require to be placed in a smart card terminal to operate and does not contain any of the electrical contacts found in contact-based smart cards. The communication is achieved via the use of an electromagnetic radio frequency and an internal antenna embedded in the card. Radio signals generated by the smart card terminal produce an electromagnetic field that supplies enough power to the smart card via the internal antenna. While the contactless card is active (i.e. it has enough power) can exchange data with the smart card terminal. The type of the application is the main results
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for the reset signal of the card the external clock signal (a smart card does not provide a clock) C5 the power return, or ground C6 For supplying the programming voltage for nonvolatile memory. Modern smart cards may not use this contact because they have internal voltage control circuits C7 for the transmission of data (both for input and output) Figure 2.5: Purpose of Smart Card Contacts
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of interface does not affect the development procedure by means that the chip provides an internal interface (a kind of API) that can be used for communication with the smart card terminal.



2.3 Smart Card Operating Systems Smart card operating systems have been in existence since the early 80’s and as any other industrial product, they have been evolved through the years. The result is that today’s smart card operating systems have almost nothing similar to the first generation operating systems. The first generation of operating systems were monolithic, and each card manufacturer had its own proprietary operating system. Operating systems were closely connected to the hardware and even the fact the card manufacturers were referring to multi-application operating systems the reality was different. Indeed, the latest generation of operating systems are multi-application and their functionality is clearly distinguished from the hardware and the applications. The main part of a SCOS is loaded in ROM during card manufacturing. A second part of the operating system and its parameters are loaded in EEPROM so that minor updates can be applied. Contrarily with the well-known personal computer operating systems, a SCOS can not be erased and replaced by another operating system. Applications written for a specific operating system are loaded in EEPROM. A smart card operating system (SCOS) provides a set of functions, or services that can be used by applications in order to utilize the smart card hardware. An application lies on the top of the operating system. In fact, more than one application can lie on the top of a modern operating system. From the user perspective, applications are written in a high-level language (supported by the operating system) and consume the operating system services to realize their goals. From the operating system perspective, applications are selected and translated by the SCOS, and following that, they are executed by the smart card microprocessor. To ensure security consistency, hardware accesses requested (e.g. memory access) by applications are assessed by an operating system component, the security manager. For interoperability, applications are implemented for an operating system. An operating system provides a set of instructions that are used for building applications. This set of instructions provided can be executed by the virtual machine, part of the operating system. Each instruction is translated to one or more microprocessor instructions in order to be executed. The virtual machine allows complete mediation:
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basic structure of a modern multi-application SCOS is shown in Figure 2.6. Multi-application operating systems have resulted in multi-application smart cards. The author of [12] states three factors why a multi-application smart card is necessary: (a) several different companies might be responsible for managing applications on the smart card (b) applications can be developed independently and (c) applications can be loaded on the smart card after a card has been issued. These statements could not be true with the first generations of smart cards. The first generations of smart cards could support multiple applications, but these applications were preloaded in ROM. Concurrently, the proprietary manufacturers’ operating systems did not allow applications to be ported easily from one smart card to another of a different manufacturer. There are two main, competitive multi-application smart card operating systems in the market: the Multos by Maosco Ltd and Java Card by Sun Microsystems. According to [13] a multi-application smart card platform should provide: (a) an operating system for accessing the underlying hardware (b) a virtual machine with the functionality described above and (c) a component responsible for the security of the multi-application smart card and management of applications. Multos comprises a complete solution and its structure is very similar to the one presented in Figure 2.6. It provides an operating system, a virtual machine and a card manager. In contrast to Multos, Sun does not specify an operating system for Java Card. Java Card provides a virtual machine that interacts with the operating system of 12
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the card. Furthermore, a second framework is used for managing applications on the card. Usually, the Open Platform is used for this purpose. A detailed comparison of Java Card and Multos can be found in [13] since the comparison of these platforms is out of the scope of this text. Other aspects of operating systems like file structures and organizations, communication schemes and commands are being discussed in Chapter 4 along with the Multos operating system.



2.4 Smart Card Communication A smart card comprises a small part of a larger system/network. It can play an active role only when it is connected to the network. For this purpose, special devices called smart card terminals or readers are used for connecting a smart card to the network. Smart card terminals receive information from the smart card chip and pass this information to the network or a computer system for additional processing. Obviously the opposite is possible: a terminal may receive information from the network and pass this information to the smart card for additional processing and probably updating the smart card’s data. The terminal-chip communication is based on a Master-Slave scheme. The terminal comprises the Master while the smart card comprises the slave. A terminal instructs the smart card to perform an operation by sending a command. A smart card receives and validates the command. A validated command results in a series of calculations (e.g. execution of an algorithm). An invalid command results in an error. In both cases, the results are returned to the terminal. Note that, a smart card processes the command received by the terminal asynchronously but can process one command at a time. Therefore, the terminal should send a second command after the smart card has finished processing the first one. In special cases, a smart card can act as a Master instructing the terminal to perform an operation. This is true with the SIM application toolkit specified in [14]. A SIM card, for example, can instruct a mobile phone to display menus, get input and others.



2.5 Standards and Specifications Standardization is necessary for achieving interoperability. Usually, without interoperability, the prospective success of any product is the least possible. This is also true for the smart card technology. The most important standard regarding smart 13



2. Cryptography & Smart Cards



cards is the ISO7816, but there are many others, usually (but not always), more application-oriented. ISO7816 is comprised of different parts. As it is shown in Figure 2.7, physical and logical properties of a smart card are standardized, but in fact conforming to the ISO standard means fully compliance with only the first three parts [5]. ISO7816 provides many options (especially from part 4 and onwards)[5, 15], and as a result of this complying with this standard does not explicitly denote interoperability with every smart card in the market. This fact and the special needs of each application resulted in the emergence of more application-oriented specifications and standards. We have already been referred to smart card operating systems. Each operating system specification makes use of (or complies with the compulsory aspects of) the ISO7816 standard and specifies particular characteristics so that smart cards with the same operating system are by some means compatible. It is odd, but for example, the first java smart cards were not compatible because there were more than one java card specification and each one was manufacturer-dependent. Operating system specifications are concerned more with the smart chip itself but can comprise the basis other applications. Application-oriented specifications aim to define interoperable smart card applications. Some examples include the EMVCo specification for payment systems[16] and the GSM 11.11 specification for the SIM card[17]. Such specifications may include specific cryptographic algorithms to be used and specific file
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14



2. Cryptography & Smart Cards



In addition to the aforementioned points, we should mention that further standards exist. For example, OCF and PC/SCF specify how an application on a host machine can communicate with a smart card, and ISO 14443 specifies the contact-less smart card characteristics described shortly in 2.2.3. The adoption of smart cards in current applications or the design of great-scale smart card applications involves compliance with a collection of standards and specifications. As Andrew S. Tanenbaum said, “The nice thing about standards is that there are so many to choose from”. The choices affect, among others, interoperability, acceptability and cost. Following that, the success of a product depends on these choices.



2.6 Smart Card Security What make smart cards particular important is their special security properties. The significance of smart cards’ security properties have resulted in large investments to the smart card industry. Smart cards are tamper-resistant and have the ability utilize advanced security schemes by executing security algorithms. Moreover, additional security features are provided by the smart card operating system and the smart card plastic surface. That a smart card is tamper-resistant is probably its most significant security feature. Tamper-resistant means that data stored in the chip can not be extracted or altered in an unauthorized manner. After a smart card has been manufactured and personalized, it is locked. That it, direct access to memory and to other parts of the microchip is infeasible. Access to any type of memory is restricted and controlled by the smart card microcontroller and the operating system. This enables developers to store secret keys and other information in smart card memory, something that it is completely unsecured for magnetic stripe cards and similar technologies. A smart card has the ability to execute cryptographic algorithms. This means that a smart card can have an active role when it comprises part of an application. A modern card can execute relative easily symmetric encryption algorithms. Schemes like the challenge-response model can be implemented and security services can be provided without revealing the secret keys. With an extra manufacturing cost, smart cards have the ability to execute asymmetric cryptographic algorithms like RSA. A smart card can be used to digitally sign documents and transactions. Signing transactions is part of the DDA (dynamic data authentication with Application
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Cryptogram generation) model described in EMV specification[16]. More details on cryptographic algorithms and primitives are given in the next chapter. The operating system of a smart card provides additional security features. Multiple applications may lie on the top of the operating system. Such a multiapplication smart card needs extra security characteristics. For example, an application should not be able to access the private data of another application. This is a functionality that is provided by the smart card operating system. The operating system is the only pathway between the smart card terminal and the application. An application and its data can not be accessed directly. This allows operating system to provide services like card management. Applications can be installed on or uninstalled from the card only with the appropriate rights. Multos is an example of an operating system with such functionality. The microchip is embedded on a plastic card. Additional security features can be applied to the plastic card. For example, a photo can be printed on the card and a signature strip can be included at the backside of the card where is appropriate (e.g. bank cards). Further security features may include holograms, embossing of letters and the printing of security patterns. These features are common in magnetic stripe cards. This means that a smart chip card provides an additional layer of security by means that it can include everything a magnetic stripe card can include in addition the smart microchip. The question arising now is how secure is a smart card. We should note that the smart card hardware and operating system provides certain security characteristics but security is not completely dependent on the hardware. Definitely, implementations of applications without security in mind increase the potential risk for a negative security incident. We have referred to secret keys and encryption algorithms. If a weak key or algorithm is used, the smart card hardware can not prevent a security hazard. If a smart card application communicating with a PC application sends a secret value in clear text, an attacker can not be prevented from intercepting this value. The aforementioned points comprise only the simple case. An attacker can exploit design errors that from a first point of view can not cause any security problems. Such an example is timing attacks. An attacker can deduce information about secret values like keys if the time needed for a specific operation (e.g. reset key or check key) is dependent on the input.
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Timing attacks belong to a category of attacks called side channel attacks. That is, a second channel is used other than direct access in order to reveal information stored in the chip. The most powerful type of side channel attacks is by analyzing the power consumed for performing an operation.



If the power



consumption is dependent on the input-data (and usually this is the case), information about processed data can be revealed. Measurements for protecting smart cards from such type of attacks exist and are used. These, among others, include random wait periods and processors that are used steady power consumption[18]. Direct physical, or hardware attacks are also possible. For example, with the appropriate knowledge and equipment someone can try to alter the chip circuit. The disadvantages (from the attacker’s perspective) of this type of attacks are that measurements (e.g. metal layer, bus scrambling) are available and the cost of the equipment is really high. A more complete overview of attacks on smart cards can be found in [18] by Wolfgang Rankl. The conclusion of this paper is of particular importance and can not be less true. The author has concluded to the fact that “it is virtually impossible to design a complete system or even one single smart card in a perfectly secure way” and this is absolutely right. According to the same paper, what really matters is the provision of enough security so that compromising smart cards’ security is uneconomical in terms of economic and other resources. That is the main reason a smart card is called tamper-resistant and no tamper-proof. A smart card is manufactured in such way that struggling to compromise smart card’s tamperresistance is worthless. Of course it can be compromised if one is armed with sufficient amount resources and intelligence, but as we have already noted, it is meaningless because the result will be much less valuable than the value of effort. Answering how secure a smart card is, smart cards provide adequate security and can be used in many real world applications. This is verified by the fact that smart cards are used in many industry sectors (banking sector, conditional access systems, telecommunication sector etc.) protecting every day investments of millions.
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3. Cryptography & Smart Cards In this chapter, first, we are examining the cryptographic primitives that can be used to provide cryptographic services or as part of cryptographic protocols, but prior to this, we look at some smart card limitations that actually reduce the developers’ capabilities and options. The second section includes a description of AES that we are going to implement on a Multos card.



3.1 Smart card limitations A smart integrated circuit chip is enclosed into a small container called module. This module occupies an area of no more than 25 mm2 as specified by the ISO7816 standard. The tiny microchip contains ROM, RAM, EEPROM, a CPU and an operating system. It is obvious that the capabilities of its processing environment are restricted, especially for processing cryptographic elements that usually comprise complicated mathematical transformations. ROM is fast but has a big disadvantage: it is read only. Applications including cryptographic algorithms can not be implemented and written in ROM after the card has been manufactured. Hence, smart card application developers can not use ROM. RAM is very fast and practically useful from the programmer’s perspective, but it is uneconomical to have a big size of RAM because it needs large physical space in comparison to the other types of memories (see Figure 2.4: Relative Factor Chip Area). A typical size for RAM in a modern smart card is 16KB. A typical size for EEPROM in a modern smart card is 64KB. This is enough for most of the cryptographic primitives that we are describing in the next section. The problem with EEPROM is much slower than RAM, but usually programmers are by means enforced to use EEPROM where RAM is more appropriate. The reason is the limited size of RAM. Variables containing keys and other information are processed in EEPROM instead in RAM. CPU has limited processing power. Usually, its clock frequency is no more than 5-10 MHz and it comprises an 8-bit architecture. Also, cryptographic algorithms are designed by cryptographers having a specific architecture in mind. The most common architecture is that of personal computers comprising a 32-bit architecture. It is very difficult to achieve an optimized implementation of a cryptographic algorithm
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on a smart card when the algorithm was designed without considering smart cards’ internal architecture. A smart card’s operating system provides flexibility to developers, but this flexibility is provided with an extra cost. Cryptographic primitives can be implemented on the top of an operating system using the high-level language the operating system may provide. The high-level language must be compiled to an intermediate language that the operating system understands. The extra overhead emerges from the fact that the operating system has to interpret the intermediate language instructions to hardware instructions. It is a trade-off between performance and the flexibility and error control that an implementation in a high-level language may provide. Some cryptographic primitives may not be able to be implemented on the top of an operating system because of this extra cost. Some cryptographic algorithms involve very large numbers that can not be physically processed by the microprocessor. In order to process such numbers in hardware, the microchip may contain a co-processor, or cryptoprocessor especially designed for this purpose. Of course, the co-processor increases significantly the cost of the card and hence is not found in every smart card. Even if a smart card was capable to process data very fast, its capabilities are restricted by the interface transmission rate. Usual transmission rates are less than 40 Kbit/s. Smart cards’ tamper-resistance property enables protocol designers to use a smart card as the trusted micro-computer. Smart cards have fewer restrictions year by year, but current restrictions do not prohibit the implementation of cryptographic primitives (on a smart card) that can be used as part of more advanced security protocols.



3.2 Cryptographic Primitives By cryptographic primitives we mean the very basic cryptographic functions. These cryptographic functions can be used alone or as part of other cryptographic protocols in order to provide security services. Some cryptographic services that can be provided are: data confidentiality, data integrity, entity authentication, nonrepudiation and data origin authentication. The cryptographic primitives can be divided in the following categories: • Symmetric Ciphers
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• Hash/MAC functions • Asymmetric Ciphers



We describe these categories in the subsequent sections.



3.2.1 Symmetric Ciphers Symmetric ciphers are cryptographic primitives that use a key of specific length for encrypting and decrypting data. The most common symmetric ciphers are the Advanced Encryption Standard (AES) and Data Encryption Standard (DES). AES is based on Rinjdael symmetric cipher and was standardized in order to replace DES, probably the most widely used symmetric cipher algorithm. AES comprises a main point of examination for this project and is examined in detail in the next subchapter. DES has been being used since it was first standardized in 1976 and comprises a 56-bit encryption algorithm. The key space was proved inefficient when the Electronic Frontier Foundation designed a cracking machine able to find exhaustively any key in about 50 hours [19]. Since 19 May 2005, DES is no longer approved as an official secure standard. Most of the times, a secure variation of DES is used called 3DES. 3DES performs an encryption as follow: E k 3 ( D k 2 ( E k 1 ( P )))



where k = key, E = encryption function, D = decryption function and P = Plaintext An encryption or decryption is exactly the same as in DES. What has changed is that 3 keys of 56 bit are used. A block of plaintext is encrypted using the first key. The result is decrypted using the second key. Again, the result of the second operation is encrypted using a third key. If the third key is the same as the first one we have a total of 112 bits of key otherwise a key of 168 bits. If k1 = k 2 = k 3 then the result is exactly the same as encrypting a block of plaintext using a 56-bit with DES. This provides backward compatibility with DES. In order to be secure, DES has to be used in 3DES mode. This means that for a block encryption 2 DES encryptions and 1 DES decryption are required. According to [20] DES executes about 2.5 times slower than Rijndael. 3DES is obviously even slower. This extra cost may be negligible for a modern computer but definitely is not for a smart card microchip. This was another reason that DES should have been replaced by a faster and more efficient algorithm.
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Figure 3.1: Challenge-Response Model



We should note that there are many different well-known symmetric ciphers; for example, Twofish and RC6 are two of them. Each symmetric cipher has different properties and performance. For example, implementations of RC6 [21] have to use more than 120 bytes of RAM otherwise the execution time increases drastically. Hence, smart cards with very little RAM can/should not use this algorithm. Symmetric ciphers can be used to provide many security services. Entity authentication and confidentiality are the most observable services. Entity authentication can be achieved using the challenge response model shown in Figure 3.1. An authenticator can be a personal computer or a remote server communicating with a smart card via a smart card terminal. Authenticator issues a fresh (something not used before) challenge. A smart cart receives and processes the challenge using a symmetric cipher implementation and a key known to the authenticator. The response can be verified by the authenticator. The advantage of the smart card involvement in this procedure is that the key is securely stored inside the smart card. Usually, the authenticator comprises a more trusted side maintained be people who know more about the security. The other side (that is authenticated) is usually the non-trusted part of the model, but with the involvement of the smart card, the key is not vulnerable to threats like viruses, trojans, and keyloggers. The main purpose of a symmetric cipher is encryption and decryption of data in order to provide confidentiality. The processing power of smart cards is limited. Simply, they can not encrypt or decrypt huge amounts of data in reasonable time. What is really useful is that a smart card can be used to store a master key. This master key can be used to encrypt other, secondary keys. The secondary keys can be used by any entity having the necessary processing power for encryption and decryption. Such an entity keeps only a copy of the encrypted keys. Whenever it is
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necessary to perform an encryption or decryption, it can get a copy of the key by sending the encrypted keys to the smart card. The advantage is that the keys are protected by a master key stored on a trusted platform, the smart card. In addition to the above, symmetric ciphers comprise the base of other cryptographic primitives such as hash and MAC functions described in the next section.



3.2.2 Hash & MAC functions A hash function is mathematical function which maps a string of bits of any length to a hashed value which is a string of bits of a fixed length. This function must be one-way (knowing the hash value we should not be able to recover the original input) and it should be computationally infeasible to find two inputs resulting to the same hash value or in other words, it must be difficult to find collisions. Hence, given as an input a string bit, a hash function will produce a fixed-length string of bits. Hash functions can be used to build MAC functions. A MAC function takes two inputs, a string of bits of any length and a key, and results to a fixed-length string of bits named MAC code. A MAC function has the same properties as a hash function; finding collisions for a MAC code should be a tough problem and knowing the MAC code we should not be able to find the string bit input. The main difference between a MAC function and a Hash function is that the former takes as input a key in addition to the bit string. So, given a string bit and a key, a MAC function will produce a fixed-length bit string. Given the same string bit and a different key will produce a different fixed-length bit string. That is, the result is dependent not only on the series of bits that are given as input but also on the key. The most widely used hash functions are MD5 and SHA1, but [22] and [23] shows that both are assumed as broken by the academic community. SHA2 is now recommended as the hash function of choice. Implementations of hash and MAC functions for smart cards exist and are used. MAC functions allow entity authentication using the challenge-response model. Actually, entity authentication using MAC functions is more correct than using symmetric ciphers. The reason is that the authenticator in Figure 3.1 needs a data integrity service to validate the freshness of the response message [24]. Furthermore, they can provide data origin authentication. Similarly with symmetric ciphers, smart
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cards do not have the processing power to process large amounts of data, but this does not prevent them to be used as part of other protocols.



3.2.3 Asymmetric Ciphers The main difference of asymmetric ciphers with symmetric ciphers is that there are two keys, a private one and a public one. The public key is not secret. Anything encrypted with the public key can be decrypted only with the private key. Hence, anyone can encrypt but only the owner of the private key can decrypt. This property allows the introduction of digital signatures. Anyone can verify a signature but only the owner of the secret can sign. The most well-known asymmetric cipher is RSA. Many services are available via asymmetric ciphers: confidentiality, data origin authentication, non – repudiation via digital signatures and entity authentication. The use of asymmetric ciphers would be beneficiary for many applications, especially for smart card applications. The problem is that asymmetric ciphers involve mathematical operations that consume a lot of processing power. Furthermore, in order to be secure, asymmetric ciphers use bigger keys. A common key size for RSA is 1024 bits. A 1024-bit key has to be processed by an 8-bit smart card processor. That is why, for asymmetric ciphers, special co-processors are needed to be used. Co-processors increase the smart card cost, and hence we are lead to a trade-off problem: cost vs. additional functionality and security. The needs of applications define if a smart card with asymmetric cipher support should be use.



3.3 The Advanced Encryption Standard The encryption algorithm behind AES is Rijndael designed by Vincent Rijmen and Joan Daemen. Rijndael was selected by NIST as the Advanced Encryption Standard in a two-round procedure and among fifteen encryption algorithms proposed. During the first round, some of the proposed encryption algorithms were rejected, mainly, either because of security issues or because they were providing similar functionality with other algorithms but with an increased cost. Five candidate algorithms had been selected as finalist for the second round. After considering the security of each algorithm, assessing the cost of implementation and examining potential implementation characteristics, on 2 October, 2000, NIST announced that Rijndael would become the new encryption standard[25].
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The assessment of implementation characteristics included, among others, the flexibility of the encryption algorithms when they are implemented on microcontrollers and smartcards. According to [21] and [26], Rijndael is the best appropriate for these platforms: it is possible to implement Rijndael with less than 1 KB of ROM (burnt in ROM/hardware implementation) and 120 bytes of RAM on a specific microprocessor (Motorola 6805), and the execution time of Rijndael was the best among the five candidate finalist on this platform [21]. AES supports key lengths of 128, 192 and 256 bits. The symmetric cipher comprises a series of transformations on a fixed-length block of bits. Each block is 128 bits, or 16 bytes. Each transformation affects a block. Transformations use basic operations defined over a finite field. First we are going to examine these basic operations, and second we are going to describe each transformation applied to a block of bits. The same transformations are performed for a number of rounds, each time with a different round key. The round key arises from a special function, the key expansion function. The key expansion function expands the key to a number of different round keys. The number of rounds is dependent on the length of the initial key.



3.3.1 Primitive Operations The two primitive operations of AES are the addition and multiplication in the GF (2 8 ) (GF stands for Galois field, an alternative name for a finite field). The finite



field has some special properties but we are going to examine only these properties necessary for a software implementation of AES. A finite field is a field with a finite number of elements. Every operation performed in a finite field result in an element that belongs to this field. GF ( p n ) has pn



elements.



p denotes a prime



number. For each prime power there exists exactly one finite field [27]. When n = 1 , the finite field contains the elements 0, 1, ..., p − 1 . Every



operation



multiplication,



etc.)



(addition, between



two



elements of the finite field is followed



Addition



Multiplication



0 + 0 = 0 mod 2



0 * 0 = 0 mod 2



0 + 1 = 1 mod 2



0 *1 = 0 mod 2



1 + 0 = 1 mod 2



1 * 0 = 0 mod 2



1 + 1 = 0 mod 2



1 *1 = 1 mod 2



Figure 3.2: Addition and Multiplication in GF(2)
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by reduction to modulo p . For example, in the GF (2) there are only two elements, the integers 0 and 1. Operations are performed as normally but with a reduction to modulo 2. Figure 3.2 shows all the potential results for the addition and multiplication of every element in GF (2) . For n > 1 , like the finite field of AES, the elements of a finite field can be represented as polynomials of degree less than n . The coefficients for each polynomial belong to GF ( p ) , and all operations are followed by a reduction to an irreducible polynomial of degree n . Hence, the result of every operation in a



GF (2 n ) will be a polynomial belonging to this finite field. The finite field for AES is GF (2 8 ) . GF (2 8 ) is comprised of 2 8 = 256 elements, and the coefficients of each polynomial belong to GF (2) . In other words, a coefficient is either 0 or 1. The irreducible polynomial chosen by the Rijndael designers is m( x) = x 8 + x 4 + x 3 + x + 1 . The question now is how the bits and bytes, the only form of data a computer system can understand, are related to these polynomials. Note that the number of elements in GF (2 8 ) is the maximum number that can be represented by an 8-bit byte. A byte can represent the coefficients of a polynomial. For example, the polynomial



x 7 + x 6 + x 5 + x 4 + x 3 + x 2 + x + 1 can be expressed as 11111111 in binary or 0 xFF 1 in hexadecimal while the polynomial x 2 + 1 can be express as 00000101 in binary or 0x05 in hexadecimal. The addition in GF (2 8 ) is accomplished by adding the corresponding coefficients. The addition of the corresponding coefficients is performed over the



GF (2) . For this purpose, Figure 3.2 can be used. For example: Let a( x) = x 7 + x 5 + 1 and b( x) = x 7 + x 6 + x



a ( x ) + b( x ) = x 7 + x 5 + 1 + x 7 + x 6 + x = x 6 + x 5 + x + 1 Note that the coefficient of x 7 is 1 in both polynomials. The result of adding the two coefficients is 1 + 1 = 0 mod 2 , and hence, x 7 is eliminated.



a(x) and b(x) can be represented as bits: a( x) = x 7 + x 5 + 1 = 10100001 and b( x) = x 7 + x 6 + x = 11000010



1



0xXX denotes a number in the hexadecimal form.
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Note that the result of the addition can be deduced by applying the well-known XOR operator between the byte representations: 10100001 XOR 11000010 = 01100011 = x 6 + x 5 + x + 1 Hence, addition in GF (2 8 ) can be performed using the XOR operator, and following that, subtraction is identical to addition (the reversed operator of XOR is XOR). Multiplication is much more complicated. The polynomials are multiplied and reduced to m( x) = x 8 + x 4 + x 3 + x + 1 = 100011011 . Here is an example: Let again a ( x) = x 7 + x 5 + 1 and b( x) = x 7 + x 6 + x . a ( x) * b( x) = ( x 7 + x 5 + 1) * ( x 7 + x 6 + x) = = x14 + x13 + x 8 + x12 + x11 + x 6 + x 7 + x 6 + x = = x14 + x13 + x12 + x11 + x 8 + x 7 + x = 111100110000010



The result must be reduced to modulo m( x) = x 8 + x 4 + x 3 + x + 1 . The final result is shown below and is inferred from the calculations shown in Figure 3.3. 111100110000010 = 00111101 mod 100011011, or x14 + x 13 + x 12 + x 11 + x 8 + x 7 + x = x 5 + x 4 + x 3 + x 2 + 1 mod x 8 + x 4 + x 3 + x + 1 It is important the fact that there is no simple operation for performing the multiplication in GF (2 8 ) . One way to implement multiplication is by examining the



Figure 3.3: (Long) Division of



x + x + x + x11 + x8 + x 7 + x with x8 + x 4 + x 3 + x + 1 14



13



12
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multiplication by the polynomial x that actually comprises the byte 0x02. Multiplying any polynomial by x increases the power of each element by one. If we represent polynomials as bytes, this is a logical shift to the left. If the result is greater than



the



irreducible



polynomial



then



the



irreducible



polynomial



( m( x) = x 8 + x 4 + x 3 + x + 1 ) is subtracted from the previous result. In other words, if the most significant bit of the initial byte (before the logical shift) is equal to 1, then the byte 0x1B must be subtracted from the result of the logical shift operation. The answer to the subtraction is the final result. Following that, we can represent every multiplication as multiple multiplications by 0x02. This is not the most efficient way to implement multiplication in software and is examined in greater detail in Chapter 5 that is concerned with the software implementation of AES.



3.3.2 Transformations AES is a block cipher. Each time, it processes a series of bits of fixed-length. The length of each block is 128-bit. Rijndael supports variable block sizes, but AES, as specified by NIST, supports only blocks of 128-bits. A block is constituted by 16 bytes and represents a block of plaintext or ciphertext. Each byte corresponds to polynomial as specified in section 3.3.1. A block comprises the first input to the algorithm. The second input is the key. The key can be of 128, 192 or 256 bits. The key used for encrypting a plaintext block must be used for decryption. The procedure of processing a block is exactly the same



⎡b0 ⎢b ⎢ 1 ⎢b2 ⎢ ⎣b3



b4 b5 b6 b7



b8 b9 b10 b11



b12 ⎤ b13 ⎥⎥ b14 ⎥ ⎥ b15 ⎦



Figure 3.4: A state of a 128-bit block



independently of the key size. What changes with a different a key size is the way the key is expanded and the number of rounds. Intermediate result of the encryption/decryption process is represented by a two-dimensional array called state. A state has four rows and four columns and is initialized by the plaintext or ciphertext block. A plaintext or ciphertext block is an array of sixteen bytes:
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block[16] = b0 , b1 , b2 , b3 , b4 , b5 , b6 , b7 , b8 , b9 , b10 , b11 , b12 , b13 , b14 , b15 A state is initialized with the



AddRoundKey



Plaintext State



elements of a block using the function:



SubBytes



SubBytes



ShiftRows



ShiftRows



State [i ][ j ] = block [i * 4 + j ]



where i denotes the row j the column. After proceeding with this function, the state



MixColumns



takes the form presented in Figure 3.4.



AddRoundKey



AddRoundKey



Encryption



The



encryption



process is shown in Figure



No



Final Round?



Encrypted State



3.5. An initialized state is followed by an addition of the



Yes



key and is processed in a



Figure 3.5: AES Encryption Process



number of rounds. A round includes 4 main functions: • SubBytes • ShiftRows • MixColumns • AddRoundKey



The last round is slightly different; it does not include the MixColumns function. The number of rounds is dependent on the key length. Including the final round, the total number of rounds is 10 for 128-bit keys, 12 for 192-bit keys and 14 for 256-bit keys. SubBytes function replaces every byte in current state with the corresponding byte located in a 256-byte



lookup



table,



S-Box.



or



For example, the byte



0x02



is



replaced with the



⎡b0 ⎢b ⎢ 1 ⎢b2 ⎢ ⎣b3



b4 b5 b6 b7



b8 b9 b10 b11



b12 ⎤ ⎡ b0 ⎢b ⎥ b13 ⎥ ⇒ ShiftRows ⇒ ⎢ 5 ⎢b10 b14 ⎥ ⎢ ⎥ b15 ⎦ ⎣b15



b4



b8



b9 b14 b3



b13 b2 b7



b12 ⎤ b1 ⎥⎥ b6 ⎥ ⎥ b11 ⎦



Figure 3.6: The ShiftRows effect
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S-Box



byte



located



in



position 0x02. The ShiftRow transformation shifts the rows of



the



states



cyclically to the left



and



row



Figure 3.7: The AddRoundFunction



each over



different number of positions. The 0th row is not shifted, the 1st row is shifted over 1 byte, the 2nd row over 2 bytes, and the 3rd row over 3 bytes. The effect of ShiftRows function on a state is figured in Figure 3.6 The MixColumns transforms each column of the current state. Each column is transformed by means of a multiplication with a fixed matrix. Let’s take the first column of the state shown Figure 3.4. The column is transformed as follow: ⎡b0′ ⎤ ⎡0 x02 ⎢ b ′ ⎥ ⎢ 0 x01 ⎢ 1⎥ = ⎢ ⎢b2′ ⎥ ⎢ 0 x01 ⎢ ⎥ ⎢ ⎣b3′ ⎦ ⎣0 x03



0 x 03 0 x01 0 x02 0 x03 0 x01 0 x02 0 x01 0 x01



0 x 01⎤ ⎡b0 ⎤ b0′ = 0 x02 * b0 + 0 x03 * b1 + b2 + b3 b′ = 0 x02 * b1 + 0 x03 * b2 + b3 + b0 0 x01⎥⎥ ⎢⎢ b1 ⎥⎥ ⇒ 1 0 x03⎥ ⎢b2 ⎥ b2′ = 0 x02 * b2 + 0 x03 * b3 + b0 + b1 ⎥⎢ ⎥ b3′ = 0 x03 * b3 + 0 x03 * b0 + b1 + b2 0 x02⎦ ⎣b3 ⎦



Notes: •



b0′ , b1′, b2′ , b3′ represent the bytes after the transformation



•



The multiplication and addition performed above is over the GF (2 8 ) as described in the previous section. Each time that the AddRoundKey function is executed, a different key is



added (XOR) to the current state. This different key is called round key. The initial key given as input by the user is expanded by a special key expansion function so that a different round key is available for every round. A state is of 16 bytes. Hence, a 16byte round key is necessary for each round. The round key has the same form as a state, that is, a 4x4 table containing 16 bytes. Each byte of the key is XORed with the corresponding in the state table as shown in Figure 3.7. The very first time that the
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AddRoundKey function is executed (before the first round, see Figure 3.5), the key added comprises the first 16 bytes of the key given as input by the user. Summarizing the encryption process, a plaintext block initializes a state, a 4x4 table. The first 16 bytes of the key are added to the state, and following that, the state is transformed via a series of functions (SubBytes → ShiftRows → MixColumns → AddRoundKey) and in a number of rounds. The same functions are applied again and again with the same order for a number of rounds. In each round, a different round key is applied by the AddRoundKey function to the state. The number of rounds depends on the length of the key. The final round, which does not execute the MixColumn function, results in the encrypted state. The encrypted state can be converted to a one-dimensional array of bytes. Decryption



AES is not a Feistel cipher and hence, each function has to be inverted in order to achieve decryption. Actually, every function must be reversed except the AddRoundKey,



since



addition and subtraction in GF (2 8 ) is exactly the same operation. This is shown in Figure 3.8.



InvSubBytes



InvSubBytes



InvShiftRows



InvShiftRows



Note that the decryption process is exactly the inverse process of the encryption process shown in Figure 3.5.
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called inverse S-Box that actually
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effect of the S-Box. For



Yes AddRoundKey



example, the byte located



Plaintext State



Figure 3.8:AES Decryption Process
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in the 9th position of the S-Box is the 0x01. Hence, the byte 0x09 is replaced by the byte 0x01 when the SubBytes function is executed. In the inverse S-Box, the byte located in the 1st position is the 0x09 and hence, 0x01 is replaced by the byte 0x09. InvShiftRows reverses the effect of ShiftRows. Instead of shifting the rows to the left, the rows are cyclically shifted to the right over the corresponding number of positions: (a) the 0th row does not change (b) the 1st row is shifted over 1 position to the right (c) the 2nd row over 2 positions to the right and (d) the 3rd row over 3 positions to the right. InvMixColumns uses a multiplication matrix that is used to invert the effect of MixColumn. The square transformation matrix is shown below and is used in the same way as used in MixColumn: ⎡b0′ ⎤ ⎡ 0 x 0 E 0 x 0 B 0 x 0 D 0 x 09 ⎤ ⎡b0 ⎤ ⎢ b′ ⎥ ⎢ 0 x 09 0 x 0 E 0 x 0 B 0 x 0 D ⎥ ⎢ b ⎥ ⎢ 1⎥ = ⎢ ⎥⎢ 1 ⎥ ⇒ ⎢b2′ ⎥ ⎢0 x0 D 0 x09 0 x0 E 0 x0 B ⎥ ⎢b2 ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎣b3′ ⎦ ⎣ 0 x0 B 0 x0 D 0 x09 0 x0 E ⎦ ⎣b3 ⎦ b0′ = 0 x0 E * b0 + 0 x0 B * b1 + 0 x0 D * b2 + 0 x09 * b3 b ′ = 0 x0 E * b1 + 0 x0 B * b2 + 0 x0 D * b3 + 0 x09 * b0 ⇒ 1 b2′ = 0 x 0 E * b2 + 0 x0 B * b3 + 0 x0 D * b0 + 0 x09 * b1 b3′ = 0 x0 E * b3 + 0 x0 B * b0 + 0 x0 D * b1 + 0 x09 * b2



Each column of the state is multiplied by the matrix. Each individual multiplication and addition is performed over GF (2 8 ) . AddRoundKey is used exactly in the same way as in the encryption process. What changes is which key must be used first. The key expansion function expands the input key to a number of round keys and the last (according to the encryption process) round key must be used first. Key Expansion Function



The Key Expansion function expands an input key. The AddRoundKey function, which is the only function that uses the key, is executed once before the first round (see Figure 3.5: AES Encryption Process) and one time per round. Every time a 16-byte is consumed. In order to meet this requirement, a 16-byte (128-bit) key must be expanded to a 176-byte (i.e. 16bytes *10 Rounds + 16bytes ) key, a 24-byte (192-bit) key to a 208-byte (i.e. 16 *12 + 16) key and a 32-byte (256-bit) key to a 240-byte ( 16 * 14 + 16) key; since the number of rounds depends on the key length.
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In order to specify the key expansion function we define the following variables: Nr = Number of Rounds.



exKeyLength = the size of the expanded key in bytes. exKey = a one-dimensional array used to store the expanded key. keySize = the size of cipher key in bytes. key = a one-dimensional array containing the key. Nk = An integer representing the number of columns of a two-dimensional array with



4 rows that it may contain the key. Nk = 4 for 128-bit keys, Nk =6 for 192-bit keys and Nk =8 for 256-bit keys. The key expansion algorithm is shown in Figure 3.9. The algorithm uses two functions not defined previously: the “rotate” and “subCol” function. Both functions accept an array of 4 bytes as input. The rotate function shifts cyclically the input array



1. Let temp be an array of 4 bytes 2. COPY key to exKey starting at exKey[0] 3. Let i be the number of bytes of the expanded key produced /*note that the expanded key is produced at 4 bytes a time */ 4. WHILE (i < exKeySize)) 4.0 Let k = i / 4 4.1 COPY the last 4 bytes of the exKey to temp 4.2 IF ((k modulo Nk) is equal to 0) 4.2.1 rotate (temp); 4.2.2 subCol (temp); 4.2.3 temp[0] = temp[0] XOR rConTable[i / keySize]; 4.2.4 temp[1,2,3] = temp[1,2,3] XOR 0; 4.3 ELSE IF (Nk > 6 AND ((k modulo Nk) is equal to 4))) 4.3.1 subCol(temp) 4.4 temp = temp XOR exKey[i – keySize] 4.5 COPY temp to exKey starting at exKey[i] 4.6 i = i + 4 Figure 3.9: Key Expansion Algorithm
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over 1 byte to the left. The subCol function replaces every byte of the array given as input with the corresponding byte located in the S-Box (this is the same lookup table used by ShiftRows). In addition to these two functions, a constant fixed lookup table is used, the rConTable. More on what it contains and how its values are produced in can be found in Chapter 5. An additional note that we should make is that the section 4.3 of the key expansion algorithm is only necessary when a 256-bit key is being used. With this short description of the key expansion function, we have completed the description of AES. More aspects of the algorithm are being revealed in Chapter 5 where we are concerned more with implementation details of AES.
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4. The Multos Operating System 4.1 Overview Multos is the only non-military product that has achieved an ITSEC E6 High Certification comprising the highest certification available [13]. Furthermore, it is the only multi-application operating system designed from the ground up specifically for smart cards [28]. Probably that is why it is believed that Multos is the most mature and secure multi-application operating system for smart cards [11]. The basic structure of a Multos card is shown in Figure 4.1. The Multos operating system (OS) is responsible for loading and deleting applications and for dispatching received commands to the appropriate applications. It provides communication with the underlying hardware, memory management and the virtual machine where the applications are executed. Multos OS is executed natively by the microprocessor. Everything found on the top of the Multos OS can not access the hardware directly, allowing this way, the operating system to provide complete mediation. The Multos Application Abstract Machine provides a set of functions and instructions to applications. These instructions and functions are executed in the same manner on every Multos application because they are executed by the virtual machine provided by the Multos OS. Multos applications are executed in a language called Multos Executable Language,
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Figure 4.1: MULTOS Basic Architecture [1]
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MEL is a byte code language and



MF



is written, for convenience, in a kind of assembly language.



4.2 Files Files
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Figure 4.2: A Tree File Structure



necessary to keep a kind of a database



for



the



applications



already loaded in the card. Furthermore, it is more suitable for a smart card terminal accessing a smart card to deal with something logical and not with a disordered memory structure. For this purpose, a Multos smart card is logically structured into files. The standard that is concerned with the logical organization of smart cards as file systems is the Part 4 of ISO7816[15]. The standard defines two different types of file, elementary files and dedicated files. Elementary files contain data. Dedicated files can comprise applications or directories. Files, according to the standard, are organized into a tree structure similar to the one that is used in a modern personal computer. Every file is beneath a root directory called Master File in the smart card world. A dedicated file can contain other dedicated or elementary files. This structure is shown in Figure 4.2 . In Multos, the file structure is slightly different . Elementary files can not be loaded under the Master File. There are only two system elementary files under the MF and are maintained by the Multos OS. Moreover, the file structure of Multos is not hierarchical. That is, a dedicated file can not contain other dedicated files. The Multos File structure is shown in Figure 4.3. Figure 4.3: Multos File Structure
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There are four types of elementary files defined by the ISO7816 standard: • Transparent Files: A transparent file is a block of data of specific size.



That is, it does not have any particular structure. • Fixed-Length Files: These files are comprised by a number of records.



Each record has fixed length. • Variable Length Files: A variable length file is constituted by a number of



records, but each record may have different length. • Cyclic Files: A cyclic file has the same properties with a fixed length file,



but the last record is followed by the first one. These elementary file structures can be implemented by applications as required. That is, Multos does not provide any set of functions that can be used for managing files directly. Instead of this, application developers can implement any file structure required by utilizing the private space of the application. A dedicated file is comprised of two sections: the code section and the data section. The code section is built of MEL byte code. Data section contains any data stored by the application. The format of the data is strictly dependent on the applications’ requirements and developers’ desires. Each dedicated file is associated with a unique number called AID (application ID) that is used to determine a dedicated file. For each dedicate file, an entry is allocated in a system elementary file called DIR under the root Master file. The entry contains information about the application/directory and is maintained by the operating system. Applications may only read the DIR file [1]. DIR file is a record-based file. The ATR elementary file is also found under the Master file. Before establishing a communication channel, a smart card has to respond to a reset signal sent by a terminal. This is the “answer to reset” signal and contains information about communication protocols and other details necessary to build a communication channel. The ATR file is comprised of entries for the installed applications. This application-specific information may comprise part of the answer to reset signal indicating, for example, which functions are supported by an application. Each application can access only its own entry in the ATR file [29]. ATR and DIR files are the only elementary files that can exist beneath the Master File.
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4.3 Communication & APDU issues Multos applications acts based on data they receive, and Multos OS handles all of the low communication requirements. Note that applications do not understand anything about signals and low level protocols. Application-level protocols are built on the top of these low level protocols handled by the operating system. For this purpose, Multos Application Abstract Machine provides a method so that an application can send and receive data in a logical form, using bits and bytes. APDUs (Application Protocol Data Units) are the packets of bytes exchanged



Figure 4.4: APDU Structure



between the communicating parties and are used to build application-level protocols. APDUs have a very specific structure and either may comprise a command issued by a smart card terminal or a response that might be issued in respond to a command. The structure of a command APDU is shown in Figure 4.4. An APDU is comprised of a header and command body. In the header part: CLA denotes the class of commands, INS is the instruction, and P1 and P2 comprise two parameters. A command may optionally include a command body and its size is given by the Lc parameter. If a response APDU is expected as a result of the command then the Le declares the length of the expected results in bytes. The combination of the above gives four APDU cases shown in Figure 4.5. The fourth case is not supported by most



Case 1 2 3 4



Format CLA:INS:P1P2 CLA:INS:P1P2:Le CLA:INS:P1P2:Lc:CMD CLA:INS:P1P2:Lc:CMD:Le



Description No Command or Response Data Response data is expected Command without an expected response Command with an expected repose



Figure 4.5: APDU Cases
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of the Multos implementations but can be realized using two different commands, a case 3 command and a case 2 commands (more on this later when the Get Response command is being described). Figure 4.6: A response APDU



The response APDU is comprised by the response data and two status bytes. In contrast to the two status bytes, the



response data is not compulsory and is included only in the case that response data was requested. The two status bytes may be used to indicate an error by an unexpected command or that the command was as expected. The simple form of a response APDU is illustrated n in Figure 4.6. Multos handles the low level communication channel by interacting directly with the smart card hardware. The signal becomes bits and bytes, and APDUs are formed. Some of the APDUs refer to the Multos Operating System while some other to specific applications. Logically, at the application level, the communication is achieved using a logical area of memory to which both the smart card terminal and an application have access. APDUs referred to an application as well as any potential responses are written to this region of memory. APDUs are specified in ISO7816 part 4. They are not explicitly part of the Multos OS. Multos knows how to interpret some classes of APDUs commands and to dispatch received commands to the appropriate applications. That is, Multos complies with a subset of the ISO7816 specification. Important commands that are implemented in all Multos implementations are: the Select command, the Read Binary, the Read Record and the Get Response command. The select file command is used to make a file active. This is necessary before any operation has been performed on the file. If the selected file is an elementary one then the reading commands return data from this file. If the selected file is an application then command APDUs are dispatched to the specific application. The default pre-selected file is the root directory, the Master File. Note that even the select command can be use to select a file directly by giving the full tree path [30], the ordinary case is that a file is selected after its parent directory has been selected. That is, the selection of files occurs hierarchically by traversing the file structure tree.
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Hence, if the Master File is currently selected then applications in the root directory and the two system elementary files previously described can be selected. An application that has been selected becomes active. Every following APDU that is not a system-wide command (for example, Select MF) is forwarded to the selected application. Hence, an application may implement its own file structure and routines for processing standardized commands like the select command. From the developers’ perspective, an application is executed and processes the command that it receives. From the Multos’ perspective, the application is interpreted on the fly with the APDU command as a parameter. Shell applications are a special kind of applications. The default selected file is the root file, the Master File. A shell application is an application that actually replaces the Master File and comprises the default selected application. Every APDU is sent to the shell application and hence, a shell application can implement, logically, any file structure that it wishes in the root directory. For example, a shell application can implement a subroutine for processing select commands. It can implement elementary files and provide methods for accessing these files, and furthermore, can provide subroutines that logically form dedicated files or applications. A terminal can determine the currently loaded applications by reading the DIR file. This can be achieved by using the Read Record command because the DIR file is a record-based file. Data stored in the ATR transparent file can be read using the Read Binary command. The Get Response command can be used by a terminal to handle response data when response data is available, but response data has not been requested. This command is particular useful when case 4 (see Figure 4.5) commands are not supported. There are two communication protocols that can be used between a Multos card and a smart card terminal: the T0 protocol and the T1 protocol. These two protocols are specified by the ISO7816 standard that actually specifies a total of 16 such protocols. T0 protocol is compulsory for all Multos cards but does not provide support case 4 commands. T1 is optional. Hence, it is possible that a Multos card does not support case 4 commands. So, how can a terminal handle case 4 commands? Let’s assume that a case 4 command is desirable. This means that a command having a command body and expected response data is needed. In this case, a terminal can send a case 3 command containing the command body of the required case 4 command. A case 3 command 39
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does not request any response data. If the processing of this command results in response data, then the two status bytes (SW1 and SW2) will indicate the unexpected event (response data without asking for any). In fact, SW1 will indicate the event and SW2 the number of response data available. Following that, the terminal has the ability using the Get Response command, which comprises a case 2 command, to get the response data of the previous command. In order to close this subsection, we should note that even that we have made references to a communication scheme between a terminal and the on-card applications, it is possible that communication exist between two applications. In a Multos card, contrarily with other cards like java cards, the communication between two applications is achieved by sending each other APDUs. Hence, everything said about APDUs is also valid for the communication that it may take place between two applications. According to [11] an advantage and disadvantage emerge from this approach. The advantage is that it unifies the way communication is achieved between an application and a terminal or another application, and allows smart card developers to migrate functionality between the card and the terminal with less effort. On the other hand, to have only APDUs for all the communication needs may affect negatively the implementation of the internal processing mechanism by making it more “weighty”.



4.4 Memory ROM, RAM and EEPROM, which have been described in 2.2.2, are the common memory types found in smart cards. What an application, lying on the top of the Multos Abstract Machine, sees is very different. Multos Abstract Machine provides the required memory space to each application. An application can not access the memory space of another application. For this purpose, an application can not access memory directly. If an application was able to access memory directly, then it would be very difficult to restrict memory access to certain regions of memory. The application knows only the existence of its memory space, but a kind of communication between the applications can exist. Somehow, this is similar to the virtual memory techniques used in personal computers: each process has its own virtual linear address space but the underlying memory is structured very differently.
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static
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code. This part of memory can only be executed and can not be read or written by the application. Code space is stored in EEPROM, otherwise it would be destroyed each time the smart card was disconnected from the terminal. The data space contains all the data that is available to the application. There are three kinds of data that can be found in the data space of an application: (a) Static Data, (b) Dynamic Data and (c) Public Data. Each kind is kept in a different region in the data space as shown in Figure 4.7. Static data is the application’s private data that are kept and saved even without power. Access to static data can be given only via the application because only the application can access this region of memory. Dynamic data region includes the execution stack and session data. The execution stack contains local function variables/buffers and parameters. Session data includes application local variables. Dynamic data is private to the application owning the data space. Public data area is the only non-private memory area. This area of memory is used for passing APDU commands and responses between an application and a terminal or between two applications. Now that we have described the types of memory, we can explain more precisely how communication is achieved between a terminal and applications. In 41
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order to pass an APDU command to an application, a terminal sends the APDU to Multos, and the latter writes the APDU (command body and header) in the public data area of memory. The application may issue a response by writing back to this area of memory. When Multos regains execution control (that is, after the end of an applications’ execution), the public data is made available to the terminal. Communication between applications is achieved using a similar scheme. The sender of the APDU command is called delegator while the receiver delegate. If an application exits and is a delegate, the contents of the public memory are made available to the delegator. If an application would like to run commands in another application, it writes the APDU commands to the public area and when it delegates (that is, the execution control is transferred to the delegate) the contents of the public memory are made available to the receiver. An issue that arises from the fact that an application should work on every Multos implementation is how an application can refer to memory locations. Different Multos cards have different memory sizes, and moreover, it is very possible that the data space of an application is located in different memory locations when an application is loaded into the card. There are two important elements of a Multos implementation that leads to the solution of this issue: the logical data space and registers. The data space is logical and is provided by the Multos Abstract Machine. Memory locations in this memory area are not identical to the physical ones. That is, instead of providing physical memory addresses, Multos provide logical addresses that in a way are translated by the operating system into physical addresses while an application is executed. It is obvious that this comes with an extra execution cost but allows implementations independent of the hardware and complete mediation of the operating system in terms of memory referencing. The operating system has the continual control: every memory reference can be evaluated and, only these that are authorized are allowed. Multos provides a number of address-pointer registers. Some of these data registers are used to provide information regarding the boundaries of a memory area. Now, instead of pointing directly to a memory allocation, an application can use a relative address to a memory address pointed by such a register. Hence, a data space and its segments of which it is comprised can be located in different logical addresses by considering that a memory register gives all the necessary information to locate a 42
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memory segment. That is, a segment position is given by the registers. Note that the registers provided by Multos are not intended for holding data. They are provided specifically for pointing memory locations and control of program execution. The aforementioned memory aspects are the most important, especially from the developer’s perspective, but there are many other concerns like performance issues, stack construction, code addresses etc. Some of these issues will be discussed when we are describing the software implementation of AES on a Multos smart card while some others are out of the scope of this text.



4.5 Applications There are two main steps with which someone is concerned during application development for Multos. The first one regards writing and testing the application. The second is about managing to load the application to the card. MEL byte code is the only language that can be interpret and executed by the Multos operating system. Applications can be written in a kind of assembly language called MEL assembly language. MEL assembly is actually a symbolism of the byte code. Compilers (assemblers) are available that can convert MEL assembly language to MEL byte code. In addition to assemblers there are compilers that can convert high-level languages like C and Java in MEL byte code. Of course this comes with a price: a developer has less control over the produced byte-code, and for example, that may result in larger and of less performance code. The executable code can be tested in either a real card or a simulator. A real card provides more accurate results, but a simulator can be used for rapid testing and debugging. A debugger allows the execution of code line by line while the values of registers and memory are watched. A simulator, a compiler and a debugger usually comprise part of a bigger collection of development tools for Multos. There are different set of tools by different companies. Such tools are not freely available and are supplied by the MAOSCO Ltd. After an application has been developed, it must be loaded to the card. An application is distributed in a protected packed format called ALU (application load unit). An ALU is accompanied with a Multos Certificate provided (i.e. digitally signed) by a Multos Certificate Authority (CA). This Multos Certificate is called ALC (Application Load Certificate).
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An ALC certificate is necessary for loading an application to the card and is provided by Multos CA to the card issuer (or application provider). The certificate can be valid for a group of cards or for only a specific card. Among others, it contains the application id to which it is referred and the cards to which the permissions defined in the certificate are applied. A Multos card has the ability to verify the authenticity of the ALC. ALU’s integrity can be verified and its confidentiality can be kept. An ALU can be digitally signed by a private key whose corresponding public key is included in the ALC. Hence, a Multos card has the ability to detect any accidental or deliberate changes in the ALU file. Furthermore, during ALU preparation, an ALU can be encrypted using a symmetric key. This symmetric key is encrypted using the Multos card’s public key (every Multos card has inbuilt such a key). When the ALU is going to be loaded into the card, Multos decrypts the symmetric key and uses it in order to get a decrypted version of the ALU. Multos CA provides a certified certificate that can be used to verify the authenticity of s Multos card’s public key. Similar to ALC, an ADC(Application Delete Certificate) is needed for deleting an application from a Multos Card. That is, only with a valid certificate corresponding to a specific application can be used for deleting the application. A valid certificate is one that has been certified by a Multos CA. Public Key Certificates are the general method of performing post-issuance card management. Applications can not be loaded into a Multos card without an ALC, and an ALC can be provided only by a Multos CA. Multos CA provides all the required cryptographic services in the form of certificates. Only the card issuer can request ALCs and ADCs for its card base. Hence, the management operation of loading and deleting applications is under absolute control of the card issuer. Someone might think that the Multos scheme is completely inconvenience for a Multos developer because an application can be loaded only with certificate. A developer has to design and write an application. In order to test and debug an application, it is possible that this application must be loaded and deleted multiple times. If applications can not be loaded without a Multos certificate then it is impractical to test an application to a real card. That is why special, developer cards are available. Developer cards allow loading and deleting application without the need of obtaining certificates from a Multos CA. That is, a developer does not require the 44
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services of the card issuer or a Multos Certification Authority in order to load or delete applications during the development phase. Such a card we are using in the next chapter for the implementation of AES.
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5. Implementing AES for Multos 5.1 The Development Tools For the implementation of AES we are going to use Smartdeck (former Smartworks by Rowley), a complete set of high-level language tools for developing application for Multos. These tools include among others a compiler, a linker, a debugger, an ALU generator, a key generator, an off-card loader and a simulator. Smartdeck is developed by Aspects Software 1 and is provided by MAOSCO Ltd. Smartdeck supports three languages for writing Multos applications. These languages are Java, C and Multos assembly. Smartdeck does not provide any IDE(integrated development environment) for writing the code. For writing the code, any text editor can be used. Hence, for example, if C is going to be used, a C IDE can be used in order to provide additional help to the developer like automatically detection of errors or indenting. If a developer does not wish to use an IDE, text editors like the well-known notepad or VI can be used. The result is the same: code that is comprised of a series of plaintext computer files. Code may include well known operators provided by the language (C or Java) and functionality included in the libraries provided by Smartdeck. Note that only a subset of each language is supported by Smartdeck compilers. The resulting high-level plaintext code can be compiled using the appropriate compiler. There are three different compilers, one for each supported language. If Java has been the language of choice then the plaintext code is compiled using a standardized Java compiler and the resulting class file is further translated to object code. If C or assembly has been used then the plaintext code is directly compiled to object code. In order to be executable on a Multos card, the object code has to be linked with the pre-compiled libraries provided by Smartdeck. This is obvious: Executable code is not complete if it uses a functionality provided by libraries but has not been linked with these libraries. Linker is the tool for that purpose. The libraries provide various functionalities that supported by the Multos operating system or have been implemented to make programmers’ life easier. That is, Smartdeck’s libraries are optimized and follow the idea of “not reinventing the wheel”. Developers are freely



1



Aspects Software acquired the Multos tools, developed by Rowley and Associates[11]
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allowed to use these functionalities in their code. Pre-implemented functionalities include: APDU control, delegation (see 4.3 for more information) and cryptographic functions like RSA, DES and hash functions. Note that AES is not included in the library, probably, because these libraries have been implemented before AES standardization. The result code of the linker is an executable .hzx file. That is, the executable



Figure 5.1: Smartdeck's debugger



file can be executed on a Multos card. In order to be loaded to the card, a tool provided by Smartdeck can be used. This tool, which is called hterm, can be used to load and delete applications from a card. Furthermore, it can be used to send APDU commands to a terminal and to receive and display any expected results. Note that an application can be loaded into a Multos card only with a valid ALC (application load
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certificate), except in the case that a special developer card is being used (see 4.5 for more information). The executable code can be tested without a Multos card using a simulator. Smartdeck’s simulator allows executing code on a PC by simulating different types of cards. Memory sizes like public memory or dynamic memory can be explicitly defined before simulation. The simulator can give useful statistics like the number of MEL instructions that has been executed or the actual instructions that has been executed. The benefit of using a simulator is that it allows rapid code tests. Of course simulation is just a simulation. The quality of the simulation depends on the quality of simulator. The main drawback with the simulator is that if the code can be executed successfully on a simulator, it does not necessary mean that the same piece of code will be executed successfully on a card. Furthermore, accurate benchmarking can not be performed because the code is executed by the simulator running on a 0x86 CPU. In addition to the simulator, an executable file can be executed by the debugger. The debugger is the only non-command line tool and allows executing code instruction by instruction. Source code can be embedded in the executable code during compilation so that a developer can interact with a high-level language (Java or C) during debugging instead of assembly. The interface allows a developer to provide APDUs to its application, to watch the values of registers and variables, the raw content of memory etc. A screenshot of Smartdeck’s debugger is given in Figure 5.1 The
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Figure 5.2: Main tools provided by Smartdeck
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hterm. For testing and debugging we can use the debugger and the simulator. Note that we do not have to produce an ALU (application load unit) file or to get an ALC
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because a special, Multos developer card is available. Some other tools that are useful and perhaps it is important to shortly describe are the ALU generator, the disassembler and the key generator. The ALU generator 49
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can be used for producing ALUs (signed and encrypted). The required keys are given as parameters. An ALU can be disassemble to its parts of which is comprised using the disassembler. The key generator can be used to produce public/private RSA key pairs that can be used in the source code. These keys have to be managed by the developer and the application. The set of tools is given in Figure 5.2. Their names are given according to their executable file name. Figure 5.3 is given in order to make the basic procedure of producing applications using Smartdeck more apparent. Actually it summarizes the development procedure we have described above. The path that we follow for developing AES is coloured with a different a colour.



5.2 Pre-implementation Issues 5.2.1 The Programming Language For the implementation of AES, Multos C has been the preferred high-level language of choice among C, Java and assembly. Even if the assembly language provides the greatest fine-control, the language itself is tricky. On the other hand, Java has its own limitations. Assembly provides the greatest flexibility. If a programming goal can not be accomplished using the assembly language then it can not be realized neither with the other languages. The main disadvantage of assembly is that reasonable time is needed for learning the language itself, and concurrently, debugging code written in assembly is much harder than in the other languages. Moreover, the possibility of making an error while writing code in assembly is greater because, simply, the language itself is more awkward. Java has been very popular these days for its great capabilities. This is true for the PC world. Java, as supported by the Smartdeck set of tools, has many limitations. One is that it does not support multi-dimensional arrays. This is very good reason for not choosing Java for developing AES because, as it is shown in 3.3.2, AES processes states that actually comprise multi-dimensional arrays. Furthermore, as it has been seen in the previous section, Smartdeck provide a byte translator. That is, it does not provide a compiler. Source code is compiled to class files (byte code) using a standardized Java compiler and the Smartdeck byte translator converts the class files to Multos object code. Hence, the possibility that something may go wrong during translation of the Java byte code is greater: the Java compiler supports many features 50
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that the Java Byte translator does not support. Moreover, it is more difficult to determine an error when, instead of plain source code, byte code is involved. Smartdeck’s C compiler is compatible with ANSI C programming language. This provides more than enough flexibility and power for implementing AES. Moreover, Smartdeck’s C allows C code and assembly code to coexist in the same source file/code if this is somehow necessary. Hence, C programming language allows us to implement AES in less time and without compromising flexibility.



5.2.2 The IDE For the completion of this project we have used the Eclipse1 platform and a simple text editor (windows notepad). In a first phase, we have created a working implementation of AES in C for the PC (x86 personal computer). For this purpose we have used Eclipse. Following that, we have made all the necessary changes in order to have a working copy of AES on a Multos smart card. All the changes have been done using windows notepad. The implementation for the PC has been performed in order to understand AES better. During implementation of AES for the PC we have taken under consideration that the code must be ported in order to be compiled by the Smartdeck’s C compiler. At this point, by having a working implementation of AES for the PC platform, it has been simpler to achieve a working copy for Multos. Note that the implementation aspects discussed in 5.3 referred to the AES for Multos implementation.



5.2.3 The Multos Card For implementing and testing the AES we have used a Multos Developer Card. This card is a Hitachi card, and its model is H8/3114. According to [31], this card is bundled with 16 KB of EEPROM, 2KB of RAM and 32KB of ROM and operates at 5 Mhz. As for the operating system running on the card is the 4th version of Multos. Furthermore, this card contains implementations of RSA and SHA-1 in hardware but they are not used in any way in the implementation of AES.



1



Eclipse comprises an open-source integrated development environment for many languages including C/C++.
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5.2.4 Specifications for the Implementation of AES An implementation of AES for a PC is executed on demand, and normally, its use is to encrypt/decrypt a given input for a given key. An AES implementation for Multos can be different. For example, it can save and protect a cipher key in its private space of memory and always use this key for encrypting and decrypting. For that reason, we have to specify how the Multos-AES implementation should operate. The AES implementation should store the cipher key in the static memory. For this purpose, a command must be defined for setting the key. If a key has already been set, the application should response with an error. A cipher key can be set only if a key has not already been set. If a key has already been set, the cipher key can change after a key reset. The key can be reset only by giving the cipher key stored in the card. Hence, a command must be defined for resetting the key. This command should take as input a cipher key. If the given cipher key does not match the stored key, an error should be given. Another command is necessary for encrypting a block. The cipher key stored in the card should be used. The application should response with an error message if a key has not been set or the length of input block is not 16 bytes. A decrypting command is also necessary. Similarly, appropriate messages should be given in the case that a cipher key has not been set or the block size of the input is not 16 bytes. Note that the key-set and key-reset commands comprise case 3 commands (commands with no response) while the encrypting and decrypting commands comprise case 4 commands (commands containing a body and an expected response). Before performing any operation, the application should check if a valid command has been received by checking its case class. A method for checking a command’s class is provided by Smartdeck’s library.



5.3 The implementation For the implementation of AES, we have to implement all the functions described in 3.3.2 and the commands specified in 5.2.4. Some of the functions are straight full while some others are not. In this section we are discussing implementation issues and choices. The source code of AES for Multos is given in Appendix A.1.
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Figure 3.5 and Figure 3.8 show exactly what functions are needed for an AES implementation. There are four main functions that are used for the encryption process: SubBytes, ShiftRows, MixColumns and AddRoundKey function. For the decryption, each function needs to be inverted except the AddRoundKey. Furthermore, as we have seen in 3.3.2, intermediate result of the encryption process is represented by what the designers of Rijndael call state. AES State



In our implementation, a state is represented by a multi-dimensional array of 4 rows and 4 columns. That is, a table of 16 bytes. This is the most convenience option since Smartdeck’s C compiler supports multi-dimensional arrays. Note that C manages arrays as pointers. When a table is the parameter of a function, only a pointer is required to be copied rather than the whole table. Of course this means less overhead. SubBytes



SubBytes function uses an S-Box table to update the bytes of a state. The SBox table contains 256 bytes and is stored in the static memory. Producing the S-Box on the fly is completely computationally uneconomic, especially for microprocessors like those found in smart cards. Hence, 256 bytes of storage memory are needed for storing the S-Box. As for the SubBytes function, it is straightforward. Each byte in the state is replaced with the corresponding one in the S-Box. For each byte, a lookup operation and a replacement operation are needed. S-BOX table is shown in Appendix B.1. An inverted SubBytes function is needed for the decryption process. The same issues are applied here as previously. What changes is that a different S-BOX table is used. The inverted S-BOX table is shown in Appendix B.2. Hence, a total of 512 bytes are needed for storing the S-BOX and the inverted S-BOX table. This does not comprise a problem for a modern smart card where 64KB of EEPROM is a common size of memory. The smart card we are using has only 16KB of EEPROM and still it does not comprise a problem. ShiftRows



The ShiftRows function shifts cyclically each row of the current state to the left. Each row is shifted over a different number of positions. During decryption, each row is shifted to the right over the same number of positions. There are no special
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issues with this function except that we have created one function for both encryption and decryption. The direction of shifting is parameterized. MixColumns



MixColumns is the most computationally intensive function of AES. For the transformation of each column, a fixed 4x4 table is being used (see 3.3.2 for more information). This table is multiplied with each column of the state. Each individual multiplication is performed over the GF (2 8 ) . For each individual element of a state, 4 multiplications and 4 additions are involved. Hence, for a 16-byte state, 64 multiplications are taken place. The same issues are applied for the inverted MixColumns. Addition is the simple XOR operation. Multiplication is more complicated. For that reason, how efficiently multiplication is implemented is very important. There is no simple operation that represents the multiplication over the GF (2 8 ) . A first approach for implementing multiplication is to implement the multiplication by 0x02 and following that to convert every multiplication to additions of multiples of 0x02. Here is an example: Let assume that we want to multiply 0xF0 by 0x1A. 0x1A is equal to 26 in the decimal form and can be written as the sum of multiples of 2: 26 = 2 + 2 3 + 2 4 . This means



that



the



product



0xF 0 * 26



can



be



written



as:



0 xF 0 * 26 = 0 xF 0 * (2 + 2 3 + 2 4 ) = 0 xF 0 * 2 + 0 xF 0 * 2 * 2 * 2 + 0 xF 0 * 2 * 2 * 2 * 2 . At this point, every operation is known because we have only multiplications by 2 and additions (XOR). Furthermore, we know that every number can be written as the sum of multiples of 2 because every number can be represented in binary form. The question arises now is how can we implement multiplication by 0x02? We have seen in 3.3.2 that 0x02 represent the polynomial x over the GF (2 8 ) . Also we have seen how a polynomial can be represented as a byte. A multiplication by 0x02 increases the power of each element of which a polynomial is comprised by 1. For example, the byte 0xF0 is equal to 11110000 and represents the polynomial



x 7 + x 6 + x 5 + x 4 . 0xF0*0x02 gives ( x 7 + x 6 + x 5 + x 4 ) * x = x 8 + x 7 + x 6 + x 5 . The result of the multiplication must be reduced to the irreducible polynomial m( x) = x 8 + x 4 + x 3 + x + 1 if the power of the resulting polynomial is equal to or greater than 8. We remind you that the irreducible polynomial comprises the byte
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0x11B. For the simple reason that a multiplication by 0x02 can not give a polynomial that can have an element which its power is greater than 8 (note that the power of the irreducible polynomial is 8), the result can be reduced to the irreducible polynomial with a simple subtraction. Hence, the result of 0xF0*0x02, x 8 + x 7 + x 6 + x 5 is reduced as follow:



x 8 + x 4 + x 3 + x + 1 + x 8 + x 7 + x 6 + x 5 = x 7 + x 6 + x 5 + x 4 + x 3 + x + 1 = 0 xFB or in binary:



100011011 XOR 111100000 = 11111011 = 0 xFB Translating the above in the computer world, the multiplication by 0x02 can be represented with a logical shift to the left. For example, by logical shifting the byte 0xF0 we get:



Logical _ Shift _ Left (11110000) = 111100000 that is equal to x 8 + x 7 + x 6 + x 5 . If the most significant bit of the byte logically shifted is equal to 1 then it must be reduced, otherwise this is the final result. If the computer system allocates only 8 bits for a byte like most computers and smart cards do, then the most significant bit is lost and in our example, we get Logical _ Shift _ Left (11110000) = 11100000 that is equal to x 7 + x 6 + x 5 . At this point, the irreducible polynomial must be subtracted from the result. This polynomial is equal to 0x11B. if we have lost the most significant bit, then we



have



to



subtract



only



the



byte



0x1B.



The



reason



is



simple:



0 x11B = x 8 + x 4 + x 3 + x + 1 while 0 x1B = x 4 + x 3 + x + 1 . That is 0x1B does not include x 8 . The operation of multiplication by 0x02 is denoted as xtime() in [3, 25]. Code that implements xtime is given in Appendix A.2. Multiplication by any number that uses xtime() is not slow. Actually, it can be implemented in that way so that in the worst case scenario, xtime() function is executed 8 times (that is, the number of bits of a byte) per multiplication. Such an implementation is given in Appendix A.3. There is only one reason that we can not use xtime() . It is vulnerable to timing attacks because its execution time is strictly dependent on the value of the input data. Note that, if the most significant bit of the input byte is equal to 1, then additional operations must be performed, and hence, the execution time is dependent on the input.
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In order to avoid timing attacks at this section of the code, we can use xtime() to build two different lookup tables, an exponentiation table and a corresponding logarithm table. The size of each table is 256 bytes. The exponentiation table gives all the possible results if we raise a chosen number to the 256 possible values of the field. There are some numbers in the GF (2 8 ) that if we raise them to all possible 256 values of the field, there are 255 different results. Those are all the values of the field except zero. One such number is 0x03. The exponentiation table of base number 0x03 is given in Appendix B.4. That is, the position X of this table gives the result of 3 X . The logarithm table gives exactly the opposite result for the corresponding exponentiation table. Let assume that y = 3 X . y is given by the exponentiation table. The logarithm table, in the position y , gives the value of X . That is, the logarithm table gives the logarithm for all the values of the GF (2 8) , except for the value 0. The base number used for the logarithm is the same used in the exponentiation table. An example of logarithm a table with base 3 is given in Appendix B.3. The exponentiation and logarithm tables can be used to implement multiplication over the GF (2 8) . Let assume that we want to multiply two bytes, X and Y. This means that we want the result of the product X*Y. We calculate Log 3 ( X ) and Log 3 (Y ) using the logarithm table, and we add the two results. The result is equal to Log 3 ( X ) + Log 3 (Y ) = Log 3 ( X * Y ) . The final step to get the desired answer of the initial product is to use the exponentiation table to calculate 3 Log 3 ( X *Y ) . This is equal to X * Y . This method is faster and not vulnerable to timing attacks. A multiplication “costs” only 3 table lookups and 2 additions. The only drawback is that an additional 512 bytes of memory are needed for storing the logarithm and exponentiation table. The exponentiation and logarithm tables can be built using the xtime() function. By utilizing the xtime() function, multiplication by any number can be implemented. Following that, it is not difficult to build a function that raises a given number/byte to a power. A power function that uses xtime() is given in Appendix A.3. This function can be used to build the exponentiation table. The logarithm table can be built either by examining the exponentiation table or by checking all the possible values for each position of the table. Exponentiation 56
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table is filled using the function f ( X ) = 3 X . X denotes the position in the table. Hence, in the logarithm table, the position f ( X ) is filled with the value located in the position X in the exponentiation table. Here is an example using the 10th (0x0A) position of the exponentiation table. From the exponentiation table we get that f (10) = 310 = 27 . Hence, the position 10 (0x0A) of the exponentiation table is GF ( 28 ) filled with the value 27 while the position 27 (0x1B) of the logarithm table is filled with the value 10. The second approach for building the logarithm table is by completely avoiding using the exponentiation table. For each position of the logarithm table we use the power function to raise the base number to all the possible values until we get the required result. For example, for the 27th position of the logarithm table we raise the base number 3 to all values until we get the value 27 as a result. It is a kind of brute-force approach but it needs milliseconds in a modern PC to build the table. Summarizing, we have avoided to use the xtime() function in our code by implementing multiplication using lookup tables. We have used the xtime() function only for building the lookup tables. The code for building the lookup tables is given in Appendix B.4 and B.3 for the exponentiation and logarithm table respectively. After that, xtime() is never used again and is not even loaded in the smart card. It does not comprise part of the implementation. Using the lookup tables is faster and more secure. AddRound Function



The AddRound function is one of the simplest in the AES specification. Each byte of the state is XORed with the corresponding one of the current round key, as it has been described in 3.3.2 and demonstrated in Figure 3.7. There are no technical or other special issues with this function. Key Expansion



We have already described the Key Expansion algorithm in 3.3.2 while the actual algorithm is given in Figure 3.9. The algorithm (or better the description of the steps for expanding a key) presented in this figure does not exactly match the one given by the authors of AES [25] or by NIST in [3]. Of course, the results are exactly the same. The reason we have given this figure with this algorithm is that this algorithm corresponds more to the implementation code of the key expansion
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function. For this reason, the description of the algorithm we have previously given represents a good description of the implementation code. The key expansion function utilizes two other functions: the rotate function and the SubCol function. Both functions are simple to be implemented and computationally not expensive. The SubCol function uses the S-BOX table to update an array of 4 bytes. Hence, no additional static tables are needed. The rotate function shifts cyclically an array of 4 bytes over one byte to the left. In addition to these function, a static table is used. This table, called x −1 rConTable, is filled with values produced by the function f ( x) = 2GF where x ( 28 )



denotes the position in the table. The first (0th) position is filled with 0. For building this table we have used the power function. A functional method for building this table is given in Appendix A.6. An implementation decision regards whether or not to store the expanded key. That is, the cipher key can be expanded once and stored in the static memory or can be expanded each time is being used. Storing the key in static memory is faster because the key expansion function is executed less times but needs as much as 240 bytes for a 256-bit key. This is the approach that we have followed since the memory provided by the developer card is more than enough to store a table of 240 bytes. If the static memory is limited and storing the key there is not the best solution, then the key must be expanded in RAM. This is also a problem because usually RAM is much smaller than static memory. There is a better approach for expanding the key that solve this problem. This approach is discussed with further details in [25]. Instead of expanding the cipher key at once, the expansion can take place onthe-fly with the help of a 32-byte buffer. During encryption, the buffer contains always the last two round keys previously calculated. Whenever a new round key is calculated, the first or last 16 bytes of the buffer are overwritten. Note that for each round, only the previous round key is necessary for calculating the current round key. This is how the key expansion algorithm works. The decryption process is more complicated. For decryption, the last 16-round key can be stored in the smart card’s memory. All of the operations in the key expansion are reversible. The reversed operations can be used for going backward. Similarly, the buffer is used for storing the two last previous calculated round keys.
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APDU commands



For the implementation requirements we have defined four APDU commands with their corresponding error messages, as defined in 5.2.4. The four commands are: CMD_ENCRYPT, CMD_DECRYPT, CMD_SETKEY and CMD_RESETKEY. Before the execution of a received command, its validity class is checked. This is achieved using a function provided the smart deck’s library 1. This function responds with an error message in the case that the received command is not of the expected class. The encryption command is processed by a function that actually uses the AES primitive functions in a number of rounds to encrypt a block of 16 bytes. The length of the input block is also checked. If the class of the command has been verified, then checking the Lc part (i.e. the byte that gives the length of the command body) of the command is enough for verifying the length of the input block. Potential error messages regard the type of the class and the length of the input. The decryption command is processed by another function that uses the inverted AES primitive functions in a number of rounds to decrypt a given block. The same checks are applied here as with the encryption command. The set key command activates the key expansion function. The expanded key is saved in static memory and a flag is set, denoting that a key has been set. The characteristics of the key are also saved in memory along with the expanded key. These characteristics include the key length and the number of rounds necessary to process a block during encryption and decryption. The set key command results in an error message if the flag has already been set or if the cipher key given as parameter is not of the appropriate length. In order to set a key, the reset key command must be processed first. This command reset the key flag that denotes that a key has been set. If the key flag has been reset, a new cipher key can be set. Special attention must be given to the function that processes the reset command. The command’s body includes a cipher key that must be compared with the one already stored in the memory of the smart card. If there is a match, then the key flag is reset, otherwise an error message is given. The comparison of two arrays is achieved by comparing byte by byte. If there is mismatch between two bytes, we have already known that the key given is wrong. 1



This check is compulsory whenever the T0 protocol is used. T0 protocol is the only protocol that is implemented by all Multos implementations
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The result of the comparison must not be returned before comparing all the bytes, otherwise the function is vulnerable to timing attacks. By combining all the functions and the commands we have described, a complete AES application is accomplished. The usable application can be found in Appendix A.1. This application allows the use of a Multos smart card as a security token that may be part of a bigger access control model. Of course, there many other important issues that must be considered in an implementation. Some of these issues like the performance and usability of the implementation are covered in the next chapter.



5.4 Correctness Verification It is important that an implementation of a standardized encryption algorithm operates correctly, and its results comply with the specification. For the verification of the correctness of the algorithm, the test vectors provided in [25] and[3] has been used. Additional steps have been taken placed for verifying the consistency of the algorithm. Consistency is by means that for a set of encrypted blocks, the algorithm always results in the corresponding decrypted blocks via the decryption method. The test vectors comprise block of bytes for which the results of the encryption are given (the set of vectors that has been used are given in Appendix C). The verification of the correctness of the algorithm can be achieved by comparing the results of the encryption of these test vectors with the expected results (that is, the results that are given).



Of course, decryption of the results must give the initial



blocks. This may not seem a very robust method for checking the encryption and decryption processes, but actually, it is. AES is an encryption algorithm that actually breaks any relation between the initial plain block with the final encrypted block. The relation can be determined only with the correct cipher key. Note also that a change, even of 1 bit, in the initial plain block causes a completely different output. For that reason, it is nearly impossible to get the expected results if the encryption/decryption algorithm has been implemented erroneously. The primitive functions comprising AES have an active and important role during encryption/decryption. If, for example, the key expansion function does not work properly, the final results will be wrong. Note that this is true for every function of which the algorithm is comprised.
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Decryption of cipher blocks must always result in the corresponding initial plain blocks. In order to verify that this is always true, a special function has been created. Each time this function is executed, it produces a random cipher key and a random block of bytes. The length of the key is given as parameter. Following that, the cipher key is expanded and is used to encrypt the random block of bytes. The encrypted block of bytes is decrypted and is compared to the initial one. If they do not match, the function returns an error. In order to verify the consistency of the algorithm, this function has been executed some million times counting any errors if any. During the above tests, we have not noticed any errors. The test vectors have been used to check the AES implementation executed on the smart card, on the simulator and on a PC. The test with the function that produces random keys and blocks can not be performed from the smart card because it is computationally very intensive. Furthermore, for the production of the pseudorandom numbers, the time has been used, but a smart card does not have a clock. With the verification of the correctness of the algorithm, we are finishing this section regarding the software implementation of AES. The correctness verification denotes that a complete working copy of AES has been implemented. In the next chapter, a general evaluation of this implementation regarding its effectiveness and usability is given.
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6. Evaluation A smart card application can be implemented either in hardware or in software. The more computationally exhaustive applications are usually implemented directly in hardware. At the hardware level, it is more difficult to design an application from the ground-up, but the final implementation is more efficient. Contrarily, a software implementation can be managed and realized easier, but what is gained in simplicity is lost in efficiency. It is a trade off that at the end of the day will be defined by the developer and the application requirements. Our implementation of AES is executed on the top of the Multos operating system. It is a software implementation for Multos. This is an uncommon combination because an encryption algorithm comprises an intensive process. For that reason, it is interesting to see how well it performs during execution and whether this application can be used in reality. Note that we could not find similar implementations in order to compare our results, but the following results can be used for comparing the effectiveness of future implementation with this one. Moreover, it might be useful to compare these results with the results of other AES implementations on different systems, like Java card. Our implementation of AES supports three different key lengths, or three modes of operations: 128, 192 and 256 bits. According to AES specification, [3], “An implementation of



the



AES



algorithm



shall



Ethernet



support at least one of the three key



lengths”.



Since



in



this



chapter we are



CLIO BOX cable



more concerned with performance and



practical



issues



of



the



implementation, it is better to



Clio BOX



Serial Cable Smart Card Terminal



Figure 6.1: CLIO BOX Structure
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Figure 6.2: The CLIO Box User Interface



examine the fastest mode of operation. Furthermore, it is already known that the computational power of a smart card is limited. Hence, if a mode of operations is going to be used, probably, this will be the fastest one. The fastest mode of operation is when AES operates with a key of 128 bits lengths because the number of rounds during this mode of operation is the minimum one. Note that, security is not compromised for performance. A symmetric key of 128 bits is strong enough to resist any brute-force attack with the current technology. For the measurements, the “CLIO box” has been used. CLIO box is a device (available in the smart card centre lab) that can be used among others to measure the performance of an application. The connection structure used for connecting a smart card with this device is shown in Figure 6.1. The CLIO box is connected to a PC via Ethernet and the smart card carrying the application is directly inserted to the CLIO box. A smart card terminal is connected to the CLIO box via a simulated card that comprises part of the CLIO box. Any APDU instructions are sent directly to the smart card terminal. The instructions are passed to the simulated card and reach the real Multos smart card. Everything is passed though the CLIO box that records/monitors
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the activity of the smart card. Anything recorded by the CLIO box can be received and examined in the PC using the Ethernet channel. For this purpose, a special application that comes with the CLIO box is being used. A screenshot of this software is provided in Figure 6.2. The first measurement we have performed is the cost of an encryption of a block of 16 bytes. Note that, it is not really necessary to measure the performance of the key expansion function because it is executed only once. A cipher key is given, expanded and stored in the static memory. Hence, it is not necessary to consider the execution cost of key expansion function as part of the encryption process. The number of cycles necessary to perform an encryption of a block, as given by the CLIO box, is 20455997. We remind you that the microprocessor used in this project operates at 5 MHz. This means that an encryption needs about 4 ( 20419786 / 5000000 ≈ 4 ) seconds to be performed. The resulting number of cycles is huge if we consider the fact that the fastest mode of operation is tested. In order to get more accurate results, we have created a dummy encrypt function that actually does nothing. That is, an encrypt function does not contain even a single command. The number of cycles needed to execute this function can be deducted from the total number of cycles required for an encryption because this number of cycles is included to the total number of cycles. This number of cycles is required even before starting encryption. The number of cycles required for executing the dummy encrypt function has been 36211, and hence, the more accurate result is 20455997-36211= 20419786 number of cycles for an encryption. This number is still huge. The reason that we insist saying that this number of clock cycles is huge is that there are hardware implementations that need a very small number of cycles for an encryption. In



[32], it is presented an implementation of AES for the H8/300



microprocessor where an encryption of a 16 byte block using a key of 128 bits “costs” only 4100 clock cycles. This microprocessor is exactly the same microprocessor found in the H8/3114 chip [31] that has been used in this project. Other implementations on different microprocessor are not comparable but just for reference, for example, in [33], multiple teams have implemented AES for the ATMega163 microprocessor embedded in a smart card, and the worst implementation needs 127917 clock cycles while the best one needs only 3847.
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At this point, we have to explain what affects the execution time, or the number of clock cycles in our implementation. There are three main factors. The first factor is the actual implementation itself. It is simple: less instructions or the use of less-expensive instructions means faster execution time. The second factor is that the application has been written in C, instead in assembly. According to [13], applications coded in C are about 25% (on average) slower than those written directly in assembly. If this is true, then our implementation would be slightly faster if it was written in assembly. Of course, it would never reach the number of cycles reached in [32]. Hence, this does not comprise the main reason that this implementation needs so many clock cycles for an encryption. The last factor is the Multos operating system on which the application is executed. Our AES implementation is executed on the top of the Multos operating system. It is a software implementation of AES for Multos. The code needs to be interpreted by the Multos virtual machine before the execution by the hardware, and this is computationally expensive. This is the main reason that our implementation needs so many clock cycles for an encryption. Note that a Multos implementation on a different for(i=0;i < X; ++i) b=i;



microcontroller



would



lead



to



different execution times, but it is questionable whether the execution time would be much less than the current one.



Figure 6.3: The Test Loop



In order to prove that the huge number of clock cycles is not a result of a bad implementation,



following experiment.



we



have



performed



the



We have created a very simple application. When this



application receives a case 2 command, it proceeds with a loop. The loop is shown in Figure 6.3. Every programmer and application developer knows that this program is very simple. In each round, there is an assignment (b=i), a comparison (i < X) and an increment (++i). We have loaded and executed this application many times giving each time a different value to X. The value X defines how many times the statement inside the loop is executed. In other words, it is the counter of the loop. By using the CLIO box, we have taken given in table shown in Figure 6.4.
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The results show how expensive is the execution of an application on the top of the operating system. Executing the statement of the loop 8192 times is much more (computationally) expensive than performing an encryption using this project implementation of AES. Note that, for much smaller values there is also a significant cost. The authors of [32] have created a hardware implementation of AES that needs 4100 clock cycles while the repetition of a simple loop over 32 times needs 159882 when



X Number of Cycles 32 159882 64 282348 128 527147 256 1016856 512 1998182 1024 3409810 2048 6819171 4096 13638007 8192 30685077 Figure 6.4: Required Number of Cycles for Executing the Test Loop



this is implemented on the top of the operating system using the C programming language. From Figure 6.4 we can conclude that the main source of the computational cost for this project implementation is the fact that it is executed on the top of the Multos operating system. Definitely, the implementation of this project can not be used for encrypting and decrypting large quantities of data since it requires about 4 seconds for encrypting a block of 16 bytes, but a symmetric encryption algorithm has other applications. The implementation of this project, for example, can be used to provide entity authentication. There are systems that use authentication and each complete transaction requires more than 4 seconds (e.g. ATM). In such a system, for example, the smart card can be authenticated while the system waits for the PIN. In the other hand, if this application is going to be used for authenticating a user before opening a door in a building, then 4 seconds may be acceptable. If we consider that the Multos card used for this project was introduced in 1999 1, then a future implementation of Multos on a different faster smart card will execute the same implementation faster. A 10 MHz Multos smart card can execute this AES implementation in about 2 seconds, a time that is acceptable for most authentication systems. In general, there is a significant cost when applications are not designed directly for hardware. Software implementations are simpler and need less effort, but this affects the overall performance of the implementation. Even if an application is



1



http://www.hitachi.com/New/cnews/E/1999/990215B.html
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directly written in assembly, the computational cost can not reach that level of hardware implementations. For that reason, the requirements of an application define whether it should be designed in hardware or software. For example, a smart card application used for authenticating a user to a machine is required to respond relatively fast. The acceptable response time is an important factor that defines whether the application can be designed in software. A last point that should be made before closing this section is that performance is an issue but there are a lot of other advantages gained by designing an application for an operating system like Multos. Applications can be managed after card has been issued. The issuer can implement and load advanced applications using high-level languages; languages with which most application developers are familiar. In this project, AES has been developed from ground-up using the C programming language, probably, the most well-known language in the world, and the application itself is practically usable even if it is not fast. In the future, enhanced smart cards will allow the implementation of even more complex application directly for smart card operating systems and probably, this will be the only standard way for implementing smart card applications.
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7. Summary - Conclusion A smart card comprises a successful technological product. Its success is proved by the fact that there are million of smart cards in the market protecting business investments of millions. The tiny smart chip that is embedded on the plastic card is so powerful that can be trusted by a card issuer even when the smart card holders, the end users can not be trusted. This is the main reason that smart cards has been adopted by the industry and has led to the smart card evolution. The investments to the smart card industry have resulted in great advancements. The per-chip cost has been reduced while the capabilities of the chip have been improved. Contact-less cards have been emerged for the applications require speedier transactions. The smart card world is moving from the memory chip cards to the smart chip cards, and an active effort is available to support smart card features by industry standards and organizations. In addition to this progress, one of the greatest advancements has been the emergence of solutions regarding the issue of managing of applications after a smart card has been issued. A kind of operating system designed especially for smart cards can be embedded in the smart card chip. Smart cards’ operating systems control the execution of smart card applications and allow the installation of applications after a card has been manufactured. One such operating system is Multos that actually comprises something more than an operating system. It is a complete platform for managing applications. In this project, we have developed a software application for Multos. The core of the application has been a cipher algorithm, the Advanced Encryption Standard, or AES. The implementation of AES for the Multos operating system has been the main goal of this project. It is common for smart cards to include cipher algorithms. These algorithms are usually implemented in hardware or are part of the operating systems for the reason that a hardware implementation is much faster than a software implementation. In this project, we have created a software implementation for a Multos smart card. For the implementation of AES, we have provided all the necessary information required for a successful implementation. We have described AES and some issues that arise from the smart card platform. The Multos operating system and smart card technology has also been overviewed in order to provide a complete
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picture of the topic. All these have been resulted in a working implementation of AES. The implementation of AES for Multos shows that a software implementation is not difficult to be realized. A set of tools have been used that, among others, provide the ability to use a high-level programming language. The common C programming language, has been used. Some issues must be considered while using Multos C but the whole implementation has been straightforward. The main drawback of these development tools for Multos is that are not freely available, and hence, less people can develop and experiment with the Multos operating system. This is probably the main reason that we could not find any similar implementations for the Multos operating system. We have tried to create a usable application: some known issues that make AES vulnerable to timing attacks have been avoided; we have tried to implement an application that responds relatively fast; and the correctness of the algorithm has been verified. Of course, this implementation may be improved. For example, during implementation we have not considered power analysis attacks. Furthermore, the latest generation of smart cards come with greatest amount of memory and probably allow the use of more static tables that make AES faster. Definitely, by examining our implementation, margins for improvements will be discovered. The extra overhead cost from the fact that the code is interpreted by the operating system instead of being executed directly in the hardware is significant. Actually, the significance of this cost is dependent on the application. There are applications that the increase of the execution time by some milliseconds/seconds does not affect their final goal. The final results and conclusions figured in the previous chapter show that even if this implementation is a software implementation, it is still usable for applications like entity authentication. In our application, a key can be set or unset, and AES can comprise the core cipher algorithm of a challenge-response model. This, actually, is a complete working application. Probably, this application can be even more usable in a next generation smart card. The next generation of smart cards will allows us to have more usable applications on the top of the operating system. These cards will include more memory and improved microprocessors. More memory means faster applications and more applications. Improved microprocessors mean faster applications, and operating 69
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systems and applications with more capabilities. More companies will have the ability to implement applications for smart cards and the software competition that has already exist in the PC world for years will be appeared in the smart card world. The final result might be a multi-application smart card for all the tasks, instead of having a smart card for each task, and the potential of storing anything found in a person’s wallet only on a smart card might be feasible.
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A. Source Code A.1 AES for Multos in C /*AES.H*/ #ifndef AES_H_ #define AES_H_ #define byte8 unsigned char byte8 nRounds = 10; byte8 keySize=16; byte8 keyFlag; //it denotes whether or not a key has been set byte8 eKey[240]; //used for storing the key #endif /*AES_H_*/ /*Multiply Operation over GF(2^8)*/ #ifndef GF_H_ #define GF_H_ #define byte8 unsigned char byte8 aLogTable[256] = { 1, 3, 5, 15, 17, 51, 85, 255, 26, 46, 114, 150, 161, 248, 19, 53, 95, 225, 56, 72, 216, 115, 149, 164, 247, 2, 6, 10, 30, 34, 102, 170, 229, 52, 92, 228, 55, 89, 235, 38, 106, 190, 217, 112, 144, 171, 230, 49, 83, 245, 4, 12, 20, 60, 68, 204, 79, 209, 104, 184, 211, 110, 178, 205, 76, 212, 103, 169, 224, 59, 77, 215, 98, 166, 241, 8, 24, 40, 120, 136, 131, 158, 185, 208, 107, 189, 220, 127, 129, 152, 179, 206, 73, 219, 118, 154, 181, 196, 87, 249, 16, 48, 80, 240, 11, 29, 39, 105, 187, 214, 97, 163, 254, 25, 43, 125, 135, 146, 173, 236, 47, 113, 147, 174, 233, 32, 96, 160, 251, 22, 58, 78, 210, 109, 183, 194, 93, 231, 50, 86, 250, 21, 63, 65, 195, 94, 226, 61, 71, 201, 64, 192, 91, 237, 44, 116, 156, 191, 218, 117, 159, 186, 213, 100, 172, 239, 42, 126, 130, 157, 188, 223, 122, 142, 137, 128, 155, 182, 193, 88, 232, 35, 101, 175, 234, 37, 111, 177, 200, 67, 197, 84, 252, 31, 33, 99, 165, 244, 7, 9, 27, 45, 119, 153, 176, 203, 70, 202, 69, 207, 74, 222, 121, 139, 134, 145, 168, 227, 62, 66, 198, 81, 243, 14, 18, 54, 90, 238, 41, 123, 141, 140, 143, 138, 133, 148, 167, 242, 13, 23, 57, 75, 221, 124, 132, 151, 162, 253, 28, 36, 108, 180, 199, 82, 246, 1 }; byte8 logTable[256] = { 0, 0, 25, 1, 50, 2, 26, 198, 75, 199, 27, 104, 51, 238, 223, 3, 100, 4, 224, 14, 52, 141, 129, 239, 76, 113, 8, 200, 248, 105, 28, 193, 125, 194, 29, 181, 249, 185, 39, 106, 77, 228, 166, 114, 154, 201, 9, 120, 101, 47, 138, 5, 33, 15, 225, 36, 18, 240, 130, 69, 53, 147, 218, 142, 150, 143, 219, 189, 54, 208, 206, 148, 19, 92, 210, 241, 64, 70, 131, 56, 102, 221, 253, 48, 191, 6, 139, 98, 179, 37, 226, 152, 34, 136, 145, 16, 126, 110, 72, 195, 163, 182, 30, 66, 58, 107, 40, 84, 250, 133, 61, 186, 43, 121, 10, 21, 155, 159, 94, 202, 78, 212, 172, 229, 243, 115, 167, 87, 175, 88, 168, 80, 244, 234, 214, 116, 79, 174, 233, 213, 231, 230, 173, 232, 44, 215, 117, 122, 235, 22, 11, 245, 89, 203, 95, 176, 156, 169, 81, 160, 127, 12, 246, 111, 23, 196, 73, 236, 216, 67, 31, 45, 164, 118, 123, 183, 204, 187, 62, 90, 251, 96, 177, 134, 59, 82, 161, 108, 170, 85, 41, 157, 151, 178, 135, 144, 97, 190, 220, 252, 188, 149, 207, 205, 55, 63, 91, 209, 83, 57, 132, 60, 65, 162, 109, 71, 20, 42, 158, 93, 86, 242, 211, 171, 68, 17, 146, 217, 35, 32, 46, 137, 180, 124, 184, 38, 119, 153, 227, 165, 103, 74, 237, 222, 197, 49, 254, 24, 13, 99, 140, 128, 192, 247, 112, 7 }; byte8 multiply (byte8 value, byte8 m) { return (value && m) ? aLogTable[(logTable[value] + logTable[m]) % 255] : 0; } #endif /* Multiply Operation over GF(2^8) */ /*AES*/ #include "GF.h" #include  #define #define #define #define #define #define #define



ERR_OK 0x9000 ERR_WRONGCLASS 0x6402 ERR_BAD_INS 0x6404 ERR_SET_KEY 0x6405 ERR_RES_KEY 0x6406 ERR_NO_KEY 0x6407 ERR_BLOCK_SIZE 0x6408
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#define #define #define #define



CMD_SETKEY CMD_RESETKEY CMD_ENCRYPT CMD_DECRYPT



#define MYAPP_CLA



0x10 0x20 0x30 0x40 0x70



#pragma melpublic byte8 data; #pragma melstatic void swap (byte8 * a, byte8 * b) { byte8 temp = *b; *b = *a; *a = temp; } byte8 s_Box[256] = { 0x63, 0x7c, 0x77, 0x7b, 0xd7, 0xab, 0x76, 0xca, 0x82, 0xc9, 0x7d, 0xa4, 0x72, 0xc0, 0xb7, 0xfd, 0x93, 0x26, 0xd8, 0x31, 0x15, 0x04, 0xc7, 0x23, 0xc3, 0x27, 0xb2, 0x75, 0x09, 0x83, 0x2c, 0x1a, 0xe3, 0x2f, 0x84, 0x53, 0xd1, 0x00, 0xed, 0x4c, 0x58, 0xcf, 0xd0, 0xef, 0xaa, 0xfb, 0x3c, 0x9f, 0xa8, 0x51, 0xa3, 0x40, 0x8f, 0xff, 0xf3, 0xd2, 0xcd, 0x0c, 0x13, 0xec, 0x5d, 0x19, 0x73, 0x60, 0x81, 0x4f, 0xdc, 0x5e, 0x0b, 0xdb, 0xe0, 0x32, 0x3a, 0x0a, 0x95, 0xe4, 0x79, 0xe7, 0xc8, 0x37, 0x6d, 0x7a, 0xae, 0x08, 0xba, 0x78, 0x25, 0x2e, 0xbd, 0x8b, 0x8a, 0x70, 0x3e, 0xb5, 0x66, 0xc1, 0x1d, 0x9e, 0xe1, 0xf8, 0x98, 0x11, 0x55, 0x28, 0xdf, 0x8c, 0xa1, 0x89, 0x0d, 0x54, 0xbb, 0x16 }; byte8 invS_Box[256] = { 0x52, 0x09, 0x6a, 0xd5, 0xf3, 0xd7, 0xfb, 0x7c, 0xe3, 0x39, 0x82, 0xde, 0xe9, 0xcb, 0x54, 0x7b, 0x94, 0x32, 0xfa, 0xc3, 0x4e, 0x08, 0x2e, 0xa1, 0x66, 0x8b, 0xd1, 0x25, 0x72, 0xf8, 0xf6, 0x64, 0x65, 0xb6, 0x92, 0x6c, 0x70, 0x48, 0x50, 0x8d, 0x9d, 0x84, 0x90, 0xd8, 0xab, 0x00, 0xb3, 0x45, 0x06, 0xd0, 0x2c, 0x1e, 0x8f, 0x13, 0x8a, 0x6b, 0x3a, 0x91, 0x11, 0x41, 0xb4, 0xe6, 0x73, 0x96, 0xac, 0x74, 0x22, 0x75, 0xdf, 0x6e, 0x47, 0xf1, 0x1a, 0x71, 0x18, 0xbe, 0x1b, 0xfc, 0x56, 0x3e, 0x4b, 0xcd, 0x5a, 0xf4, 0x1f, 0xdd, 0xa8, 0x33, 0x80, 0xec, 0x5f, 0x60, 0x51, 0x7f, 0xa9, 0xc9, 0x9c, 0xef, 0xa0, 0xe0, 0x3b, 0x4d, 0x53, 0x99, 0x61, 0x17, 0x2b, 0x04, 0x7e, 0x21, 0x0c, 0x7d



0xf2, 0x6b, 0x6f, 0xc5, 0x30, 0x01, 0x67, 0x2b, 0xfe, 0xfa, 0x59, 0x47, 0xf0, 0xad, 0xd4, 0xa2, 0xaf, 0x9c, 0x36, 0x3f, 0xf7, 0xcc, 0x34, 0xa5, 0xe5, 0xf1, 0x71, 0x18, 0x96, 0x05, 0x9a, 0x07, 0x12, 0x80, 0xe2, 0xeb, 0x1b, 0x6e, 0x5a, 0xa0, 0x52, 0x3b, 0xd6, 0xb3, 0x29, 0x20, 0xfc, 0xb1, 0x5b, 0x6a, 0xcb, 0xbe, 0x39, 0x4a, 0x43, 0x4d, 0x33, 0x85, 0x45, 0xf9, 0x02, 0x7f, 0x50, 0x92, 0x9d, 0x38, 0xf5, 0xbc, 0xb6, 0xda, 0x21, 0x10, 0x5f, 0x97, 0x44, 0x17, 0xc4, 0xa7, 0x7e, 0x3d, 0x64, 0x22, 0x2a, 0x90, 0x88, 0x46, 0xee, 0xb8, 0x14, 0xde, 0x49, 0x06, 0x24, 0x5c, 0xc2, 0xd3, 0xac, 0x62, 0x91, 0x8d, 0xd5, 0x4e, 0xa9, 0x6c, 0x56, 0xf4, 0xea, 0x65, 0x1c, 0xa6, 0xb4, 0xc6, 0xe8, 0xdd, 0x74, 0x1f, 0x4b, 0x48, 0x03, 0xf6, 0x0e, 0x61, 0x35, 0x57, 0xb9, 0x86, 0x69, 0xd9, 0x8e, 0x94, 0x9b, 0x1e, 0x87, 0xe9, 0xce, 0xbf, 0xe6, 0x42, 0x68, 0x41, 0x99, 0x2d, 0x0f, 0xb0,



0x30, 0x36, 0xa5, 0x38, 0xbf, 0x40, 0xa3, 0x9e, 0x81, 0x9b, 0x2f, 0xff, 0x87, 0x34, 0x8e, 0x43, 0x44, 0xc4, 0xa6, 0xc2, 0x23, 0x3d, 0xee, 0x4c, 0x95, 0x0b, 0x42, 0x28, 0xd9, 0x24, 0xb2, 0x76, 0x5b, 0xa2, 0x49, 0x6d, 0x86, 0x68, 0x98, 0x16, 0xd4, 0xa4, 0x5c, 0xcc, 0x5d, 0xfd, 0xed, 0xb9, 0xda, 0x5e, 0x15, 0x46, 0x57, 0xa7, 0x8c, 0xbc, 0xd3, 0x0a, 0xf7, 0xe4, 0x58, 0x05, 0xb8, 0xca, 0x3f, 0x0f, 0x02, 0xc1, 0xaf, 0xbd, 0x03, 0x01, 0x4f, 0x67, 0xdc, 0xea, 0x97, 0xf2, 0xcf, 0xce, 0xf0, 0xe7, 0xad, 0x35, 0x85, 0xe2, 0xf9, 0x37, 0xe8, 0x1c, 0x1d, 0x29, 0xc5, 0x89, 0x6f, 0xb7, 0x62, 0x0e, 0xaa, 0xc6, 0xd2, 0x79, 0x20, 0x9a, 0xdb, 0xc0, 0xfe, 0x78, 0x88, 0x07, 0xc7, 0x31, 0xb1, 0x12, 0x10, 0x59, 0x27, 0x19, 0xb5, 0x4a, 0x0d, 0x2d, 0xe5, 0x7a, 0x9f, 0x93, 0xae, 0x2a, 0xf5, 0xb0, 0xc8, 0xeb, 0xbb, 0x3c, 0x83, 0xba, 0x77, 0xd6, 0x26, 0xe1, 0x69, 0x14, 0x63, 0x55,



72



Appendix A. Source Code



}; byte8 rConTable[30] = { 0, 0x1, 0x2, 0x4, 0x8, 0x10, 0x20, 0x40, 0x80, 0x1B, 0x36, 0x6C, 0xD8, 0xAB, 0x4D, 0x9A, 0x2F, 0x5E, 0xBC, 0x63, 0xC6, 0x97, 0x35, 0x6A, 0xD4, 0xB3, 0x7D, 0xFA, 0xEF, 0xC5 }; void subCol (byte8 col[4]) { byte8 i, temp; for (i = 0; i < 4; ++i) { temp = s_Box[col[i]]; } } void subBytes (byte8 table[4][4]) { byte8 temp; byte8 i, j; for (i = 0; i < 4; ++i) for (j = 0; j < 4; ++j) { temp = s_Box[table[i][j]]; table[i][j] = temp; } } void invSubBytes (byte8 table[4][4]) { byte8 temp; byte8 i, j; for (i = 0; i < 4; ++i) for (j = 0; j < 4; ++j) { temp = invS_Box[table[i][j]]; table[i][j] = temp; } }



/* direction = 1 for right and direction = 0 for left rotation */ short shiftRows (byte8 table[4][4], byte8 direction) { byte8 row[4]; byte8 i, j, k, val; if (direction != 1 && direction != 0) return 1; for (i = 1; i < 4; ++i) { for (j = 0; j < 4; ++j) { val = direction ? (4 + j + i) % 4 : (4 + j - i) % 4; row[j] = table[i][val]; } for (k = 0; k < 4; ++k) table[i][k] = row[k]; } return 0; } void mixColumns (byte8 table[4][4]) { byte8 i, j; byte8 row[4]; for (i = 0; i < 4; ++i) { row[0] = multiply (0x2, table[0][i]) ^ table[3][i] ^ table[2][i] ^ multiply (0x3, table[1][i]); row[1] = multiply (0x2, table[1][i]) ^ table[0][i] ^ table[3][i] ^ multiply (0x3, table[2][i]); row[2] = multiply (0x2, table[2][i]) ^ table[1][i] ^ table[0][i] ^ multiply (0x3, table[3][i]); row[3] = multiply (0x2, table[3][i]) ^ table[2][i] ^ table[1][i] ^ multiply (0x3, table[0][i]); for (j = 0; j < 4; ++j) table[j][i] = row[j]; } } void invMixColumns (byte8 table[4][4]) { byte8 i, j; byte8 row[4]; for (i = 0; i < 4; ++i) { row[0] = multiply (0xE, table[0][i]) ^ multiply (0x9, table[3][i]) ^ multiply (0xD,
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table[2][i]) ^ multiply (0xB, table[1][i]); row[1] = multiply (0xE, table[1][i]) ^ multiply (0x9, table[0][i]) ^ multiply (0xD, table[3][i]) ^ multiply (0xB, table[2][i]); row[2] = multiply (0xE, table[2][i]) ^ multiply (0x9, table[1][i]) ^ multiply (0xD, table[0][i]) ^ multiply (0xB, table[3][i]); row[3] = multiply (0xE, table[3][i]) ^ multiply (0x9, table[2][i]) ^ multiply (0xD, table[1][i]) ^ multiply (0xB, table[0][i]); for (j = 0; j < 4; ++j) table[j][i] = row[j]; } } void rotate (byte8 row[4]) { byte8 i; for (i = 0; i < 3; ++i) { swap (&row[i], &row[i + 1]); } } byte8 keyExpansion (byte8 key[], byte8 expandedKey[]) { byte8 i, j; byte8 expandedKeySize, nK; /* nK is the number of columns of the key */ byte8 temp[4]; expandedKeySize = (nRounds + 1) * 16;



/* multiply by 16 because each state is 16 bytes */



nK = keySize / 4; /* the key fills the first bytes of the expanded key */ for (i = 0; i < keySize; ++i) expandedKey[i] = key[i]; /* note that the expanded key is produced 4 bytes at a time */ while (i < expandedKeySize) { for (j = 0; j < 4; ++j)



/* copy the previous 4 bytes to the current position */ temp[j] = expandedKey[i - 4 + j]; if ((i / 4) % nK == 0) { /* we divide i by 4 in order to find what 4byte-word we are currently calculating. */ rotate (temp); subCol (temp); temp[0] ^= rConTable[i / keySize]; for (j = 1; j < 4; ++j) temp[j] ^= 0; } else if (nK > 6 && ((i / 4) % nK == 4)) subCol (temp); for (j = 0; j < 4; ++j) expandedKey[i + j] = expandedKey[i - keySize + j] ^ temp[j]; /* previous roundKey xor temp */ i += 4; } return 0;



/* next 4 bytes/next word */



} void addRoundKey (byte8 table[4][4], byte8 roundKey[16]) { byte8 i, j; for (i = 0; i < 4; ++i) for (j = 0; j < 4; ++j) { table[i][j] ^= roundKey[i + 4 * j]; } } void aesRound (byte8 table[4][4], byte8 roundKey[16]) { subBytes (table); shiftRows (table, 1); mixColumns (table); addRoundKey (table, roundKey); } void invAesRound (byte8 table[4][4], byte8 roundKey[16])
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{ addRoundKey (table, roundKey); invMixColumns (table); shiftRows (table, 0); invSubBytes (table); } void finalRound (byte8 table[4][4], byte8 roundKey[16]) { subBytes (table); shiftRows (table, 1); addRoundKey (table, roundKey); } void invFinalRound (byte8 table[4][4], byte8 roundKey[16]) { addRoundKey (table, roundKey); shiftRows (table, 0); invSubBytes (table); } byte8 encryptBlock (byte8 block[], byte8 expanded[], byte8 cipher[16]) { byte8 i, j; byte8 table[4][4]; for (i = 0; i < 4; ++i) /* copy block to table */ for (j = 0; j < 4; ++j) table[i][j] = block[i + 4 * j]; addRoundKey (table, &expanded[0]); for (i = 1; i < nRounds; ++i) { /* apply round i */ aesRound (table, &expanded[i * 16]); } finalRound (table, &expanded[i * 16]); for (i = 0; i < 4; ++i) for (j = 0; j < 4; ++j) cipher[i + 4 * j] = table[i][j]; return 0; } byte8 decryptBlock (byte8 block[16], byte8 expanded[], byte8 plain[16]) { byte8 i, j; byte8 table[4][4]; for (i = 0; i < 4; ++i) for (j = 0; j < 4; ++j) table[i][j] = block[i + 4 * j]; invFinalRound (table, &expanded[nRounds * 16]); for (i = nRounds - 1; i > 0; --i) invAesRound (table, &expanded[i * 16]); addRoundKey (table, &expanded[0]); /* last round */ for (i = 0; i < 4; ++i) for (j = 0; j < 4; ++j) plain[i + 4 * j] = table[i][j]; return 0; } byte8 setMode (byte8 mode) { if (mode == 0) { nRounds = 10; keySize = 16; } else if (mode == 1) { nRounds = 12; keySize = 24; } else if (mode == 2) { nRounds = 14; keySize = 32; } else return 1; return 0; }



/* 16 bytes */



/* 24 bytes */
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/* the following functions, the setKey and resetKey, are used for setting and resetting the key in the smart card */ /* size of the key is given in bytes */ byte8 setKey (byte8 * key, byte8 size) { byte8 i; if (keyFlag == 1) /* a key is already set. For setting the key you have to reset the saved key first */ return 1; if (size == 16) setMode (0); else if (size == 24) setMode (1); else if (size == 32) setMode (2); else return 1; keyExpansion (key, eKey); for (i = 0; i < size; ++i) // delete the key from public memory key[i] = 0; keyFlag = 1; return 0; } byte8 resetKey (byte8 * key, byte8 size) { byte8 i; byte8 check = 0; // check=1 means key incorrect byte8 check2 = 0; if (size != keySize) // if the key given doesn't have the same // length as the one saved return 1; // key incorrect if (keyFlag == 0) return 0; // key is is alread reset for (i = 0; i < size; ++i) { // note that the first size bytes of the // expanded key is the key if (eKey[i] != key[i]) check = 1; // DO NOT DO A RETURN 1 BECAUSE IT WILL BE // VALNERABLE TO TIMING ATTACKS else check2 = 1; } keyFlag = 0; return check; } int main (void) { if (sizeof (byte8) != 1) return 1; /* Check class in APDU. */ if (CLA != MYAPP_CLA) ExitSW (ERR_WRONGCLASS); switch (INS) { case CMD_SETKEY: /* case 3 command (that means with no reasponse data */ if (!CheckCase (3)) ExitSW (ERR_WRONGCLASS); if (setKey (&data, Lc)) // The setKey also checks the length of input // data (16 or 24 or 32 bytes) ExitSW (ERR_SET_KEY); break; case CMD_RESETKEY: if (!CheckCase (3)) ExitSW (ERR_WRONGCLASS); if (resetKey (&data, Lc)) ExitSW (ERR_RES_KEY); break; case CMD_ENCRYPT: /* the response data is the encrypted block */ if (!CheckCase (4)) ExitSW (ERR_WRONGCLASS); if (keyFlag == 0) ExitSW (ERR_NO_KEY); if (Lc != 16) // the input must have the size of a block ExitSW (ERR_BLOCK_SIZE); encryptBlock (&data, eKey, &data); ExitLa (0x10); // the results are 0x10 bytes-> 16bytes->128 bits break; case CMD_DECRYPT: /* the response data is the encrypted block */ if (!CheckCase (4))
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ExitSW (ERR_WRONGCLASS); if (keyFlag == 0) ExitSW (ERR_NO_KEY); if (Lc != 16) // the input must have the size of a block ExitSW (ERR_BLOCK_SIZE); decryptBlock (&data, eKey, &data); ExitLa (0x10); } return 0; }



A.2 The xtime Function /*note that the following function is vulnerable to timing attacks and is not used in the AES code*/ byte8 multiplyBy2(byte8 value) { byte8 hBit = ((value & 0x80) == 0)?0:1; value 


A.3 Multiplication and Power Functions /*note that the following functions are vulnerable to timing attacks and are not used in the AES code*/ byte8 multiply(byte8 value, byte8 m) { byte8 res = 0; byte8 temp = value; byte8 bit = 1; while(bit 


A.4 Code for Building The Exponentiation Table /*The exponentiation table is built using 0x03 as the base number*/ void createExpTable(void) { short i; const byte8 generator = 0x03; printf("byte8 aLogTable[256] = {"); printf("1"); for(i = 1; i < 256; ++i) { printf(","); if (i % 16 == 0 && i > 0) printf("\n"); printf("%d",power(generator,i)); } printf("};"); }



A.5 Code for Building The Logarithm Table /*The exponentiation table is built using 0x03 as the base number*/ void createLogTable(void) { const byte8 generator = 0x3; short i,j; byte8 temp; printf("byte8 logTable[256] = {");
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printf("0"); for(i = 1; i < 256; ++i) { printf(","); if (i % 16 == 0 && i > 0) printf("\n"); j = 0; temp = 0x1; while(temp != i) { temp = multiply(temp,generator); ++j; } printf("%d",j); } printf("};"); }



A.6 Code for Building the rConTable void createRconTable(int num) { short i; printf("byte8 rConTable["); printf("%d",num); printf("] = {0"); for(i = 1;i < num;++i) { if (i % 16 == 0 && i > 0) printf("\n"); printf(",0x%X",power(2,i-1)); } printf("};"); }
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7 8 9 A B C D E F



254 25 43 125 135 251 22 58 78 210 195 94 226 61 71 159 186 213 100 172 155 182 193 88 232 252 31 33 99 165 69 207 74 222 121 18 54 90 238 41 57 75 221 124 132



146 109 201 239 35 244 139 123 151



173 183 64 42 101 7 134 141 162



236 194 192 126 175 9 145 140 253



47 93 91 130 234 27 168 143 28



113 231 237 157 37 45 227 138 36



147 50 44 188 111 119 62 133 108



174 86 116 223 177 153 66 148 180



233 250 156 122 200 176 198 167 199



32 21 191 142 67 203 81 242 82



96 63 218 137 197 70 243 13 246



160 65 117 128 84 202 14 23 1



B.4 MixColumns Exponentiation Table 0 1 2 3 4 5 6 7 8 9 A B C D E F
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223 28 9 218 131 145 61 167 173 81 123 41 91 211 227 112



3 193 120 142 56 16 186 87 232 160 183 157 209 171 165 7
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C. Test Vectors AES MODE: AES-128 INPUT = 32 43 F6 A8 88 5A 30 8D 31 31 98 A2 E0 37 07 34 CIPHER KEY = 2B 7E 15 16 28 AE D2 A6 AB F7 15 88 09 CF 4F 3C EXPECTED CIPHER TEXT = 39,25,84,1D,2,DC,9,FB,DC,11,85,97,19,6A,B,32 AES MODE: AES-128 INPUT = 00 11 22 33 44 55 66 77 88 99 AA BB CC DD EE FF CIPHER KEY = 00 01 02 03 04 05 06 07 08 09 0A 0B 0C 0D 0E 0F EXPECTED CIPHER TEXT = 69 C4 E0 D8 6A 7B 4 30 D8 CD B7 80 70 B4 C5 5A AES MODE: AES-192 INPUT = 00 11 22 33 44 55 66 77 88 99 AA BB CC DD EE FF CIPHER KEY = 00 01 02 03 04 05 06 07 08 09 0A 0B 0C 0D 0E 0F 10 11 12 13 14 15 16 17 EXPECTED CIPHER TEXT = DD A9 7C A4 86 4C DF E0 6E AF 70 A0 EC D 71 91 AES MODE: AES-256 INPUT = 00 11 22 33 44 55 66 77 88 99 AA BB CC DD EE FF CIPHER KEY = 00 01 02 03 04 05 06 07 08 09 0A 0B 0C 0D 0E 0F 10 11 12 13 14 15 16 17 18 19 1A 1B 1C 1D 1E 1F EXPECTED CIPHER TEXT = 8E A2 B7 CA 51 67 45 BF EA FC 49 90 4B 49 60 89 AES MODE: AES-128 INPUT = 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 CIPHER KEY = 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 EXPECTED CIPHER TEXT = 66 E9 4B D4 EF 8A 2C 3B 88 4C FA 59 CA 34 2B 2E AES MODE: AES-128 INPUT = 66 E9 4B D4 EF 8A 2C 3B 88 4C FA 59 CA 34 2B 2E CIPHER KEY = 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 EXPECTED CIPHER TEXT = F7 95 BD 4A 52 E2 9E D7 13 D3 13 FA 20 E9 8D BC AES MODE: AES-192 INPUT = 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 CIPHER KEY = 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 EXPECTED CIPHER TEXT = AA E0 69 92 AC BF 52 A3 E8 F4 A9 6E C9 30 B D7 AES MODE: AES-192 INPUT = AA E0 69 92 AC BF 52 A3 E8 F4 A9 6E C9 30 B D7 CIPHER KEY = 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 EXPECTED CIPHER TEXT = 52 F6 74 B7 B9 3 F DA B1 3D 18 DC 21 4E B3 31 AES MODE: AES-256 INPUT = 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 CIPHER KEY = 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 EXPECTED CIPHER TEXT = DC 95 C0 78 A2 40 89 89 AD 48 A2 14 92 84 20 87 AES MODE: AES-256 INPUT = DC 95 C0 78 A2 40 89 89 AD 48 A2 14 92 84 20 87 CIPHER KEY = 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 EXPECTED CIPHER TEXT = 08 C3 74 84 8C 22 82 33 C2 B3 4F 33 2B D2 E9 D3
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Career Stage. Early stage researcher or 04 yrs (Post graduate). Research Profiles ... ex_en.htm. Financial and other technical information is available at.
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Computer Science, University College London, UK L ... 

The 2 nd order local-image-structure solid. Lewis D Griffin. Computer Science,. University College London, UK. [email protected] c. 02 c. 11 c. 20 c. 01 c. 10.
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MSc. POSITION IN AGROFORESTRY AT ... - PDFKUL.COM 

A Graduate Research Assistantship is available for a MSc candidate to work on an agroforestry project in the semi-arid southern interior of British Columbia. The candidate would work closely with hydrologists, soil scientists, silviculturalists and p
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