









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Table 1 



Parameters in experiment 1
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RZA-LMS • Log-sum penalty to the instantaneous cost function
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• Standard LMS filters do not exploit sparsity • Superior performance can be obtained under sparse scenarios • Two algorithms proposed – Zero-Attracting LMS (ZA-LMS) – Reweighted Zero-Attracting LMS (RZA-LMS)
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Fig. 1



Performance comparison for Experiment 1



• Combining a l1 penalty to the instantaneous cost function • RZA-LMS update



Algorithm



• ZA-LMS update



LMS



LEAST MEAN SQUARE ALGORITHM
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• System model: – Tapped delay input:



,



– Observation noise:



is the component-wise sign function.



– Selectively shrinks taps by reweighted zero-attracting term – Promote sparsity with less bias Fig. 2



Performance comparison for Experiment 2



• Convergence condition



– True system impulse response:



Simulations



• LMS filter • Steady-state performance



– Instantaneous cost function



– Mean vector



LMS



• Experiment 1
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– 16 coefficients, time varying system – Excess MSE



– LMS update – Convergence
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: only one tap active : all the odds taps active : all the taps active Fig. 3



– White input,



where



ZA-LMS RZA-LMS



Performance comparison for Experiment 3



• Experiment 2 – 16 coefficients, time varying system : the maximal eigenvalue of



–



–Steady-state excess MSE



–



for truly sparse systems



• A toy example ,



: only one tap active



– –



: all the odds taps active : all the taps active



– Correlated input,



.



SPARSE SYSTEMS



• Experiment 3 – 256 coefficients, 28 active



• Many systems in the real world are sparse – Only a few active taps – May vary from time to time



– The same input setting with Experiment 1



Conclusions • Two novel sparse LMS filters proposed – ZA-LMS: theoretical dominance – RZA-LMS: numerically superior performance • The idea of zero attractor may extend to other types of adaptive filters



– Zero-attracting term: – Promote sparsity, introduce bias



• Future work will include choosing parameters of the filters in a more systematic way.




















RZA-LMS






Many systems in the real world are sparse. â€“ Only a few active taps. â€“ May vary from time to time. Algorithms. Conclusions. SPARSE LMS FOR SYSTEM IDENTIFICATION. 1. Yilun Chen,. 2. Yuantao Gu,. 1. Alfred O. Hero III. 1. Dept. of EECS, University of Michigan. 2. Dept. of EECS, Tsinghua University. â€¢ Standard LMS ... 






 Download PDF 



















 768KB Sizes
 1 Downloads
 184 Views








 Report























Recommend Documents




No documents















×
Report RZA-LMS





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















