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Abstract Real-world videos often have complex dynamics; and methods for generating open-domain video descriptions should be sensitive to temporal structure and allow both input (sequence of frames) and output (sequence of words) of variable length. To approach this problem, we propose a novel end-to-end sequence-tosequence model to generate captions for videos [1]. For this we exploit recurrent neural networks, specifically LSTMs, which have demonstrated state-of-the-art performance in image caption generation. Our LSTM model is trained on videosentence pairs and learns to associate a sequence of video frames to a sequence of words in order to generate a description of the event in the video clip. Our model naturally is able to learn the temporal structure of the sequence of frames as well as the sequence model of the generated sentences, i.e. a language model. We evaluate several variants of our model that exploit different visual features on a standard set of YouTube videos and two movie description datasets (M-VAD and MPII-MD).
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Introduction



Describing visual content with natural language text has recently received increased interest, especially describing images with a single sentence [2, 3, 4, 5, 6, 7, 8, 9]. Video description has so far seen less attention despite its important applications in human-robot interaction, video indexing, and describing movies for the blind. While image description handles a variable length output sequence of words, video description also has to handle a variable length input sequence of frames. Related approaches to video description have resolved variable length input by holistic video representations [8, 10, 11], pooling over frames [12], or sub-sampling on a fixed number of input frames [13]. In contrast, in this work we propose a sequence to sequence model which is trained end-to-end and is able to learn arbitrary temporal structure in the input sequence. Our model is sequence to sequence in a sense that it reads in frames sequentially and outputs words sequentially. The problem of generating descriptions in open domain videos is difficult not just due to the diverse set of objects, scenes, actions, and their attributes, but also because it is hard to determine the salient content and describe the event appropriately in context. To learn what is worth describing, our model learns from video clips and paired sentences that describe the depicted events in natural language. We use Long Short Term Memory (LSTM) networks [14], that has achieved great success on similar sequence-to-sequence tasks such as speech recognition [15] and machine translation [16]. Due to the inherent sequential nature of videos and language, LSTMs are well-suited for generating descriptions of events in videos. 1.1



Related Work



Our models take inspiration from the image caption generation models in [2, 9]. Their first step is to generate a fixed length vector representation of an image by extracting features from a CNN. The 1



next step learns to decode this vector into a sequence of words composing the description of the image. While any RNN can be used in principle to decode the sequence, the resulting long-term dependencies can lead to inferior performance. To mitigate this issue, LSTM models have been exploited as sequence decoders, as they are more suited to learning long-range dependencies. In addition, since we are using variable-length video as input, we use LSTMs as sequence to sequence transducers, following the language translation models of [16]. In [12], LSTMs are used to generate video descriptions by pooling the representations of individual frames. Their technique extracts CNN features for frames in the video and then mean-pools the results to get a single feature vector representing the entire video. They then use an LSTM as a sequence decoder to generate a description based on this vector. A major shortcoming of this approach is that this representation completely ignores the ordering of the video frames and fails to exploit any temporal information. Our work aims to address this limitation by incorporating sequential information in video frames. Contemporaneous with our work, the approach in [13] also addresses the limitations of [12] in two ways. First, they employ a 3-D convnet model that incorporates spatio-temporal motion features. To obtain the features, they assume videos are of fixed volume (width, height, time). They extract dense trajectory features (HoG, HoF, MBH) [17] over non-overlapping cuboids and concatenate these to form the input. The 3-D convnet is pre-trained on video datasets for action recognition. Second, they include an attention mechanism that learns to weight the frame features non-uniformly conditioned on the previous word input(s) rather than uniformly weighting features from all frames as in [12]. The 3-D convnet alone provides limited performance improvement, but in conjunction with the attention model it notably improves performance. We propose a simpler approach to using temporal information by using an LSTM to encode the sequence of video frames into a distributed vector representation that is sufficient to generate a sentential description. Therefore, our direct sequence to sequence model does not require an explicit attention mechanism.
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Figure 1: We propose a stack of two LSTMs that learn a representation of a sequence of frames in order to decode it into a sentence that describes the event in the video. The top LSTM layer (colored red) models visual feature inputs. The second LSTM layer (colored green) models language given the text input and the hidden representation of the video sequence. We use  to indicate begin-of-sentence and  for the end-of-sentence tag. Zeros are used as a  when there is no input at the time step. Our approach, S2VT [1], is depicted in Figure 1. We propose a sequence to sequence model for video description, where the input is the sequence of video frames, and the output is the sequence of words. In our model, we estimate the conditional probability of an output sequence (y1 , . . . , ym ) given an input sequence (x1 , . . . , xn ) i.e. p(y1 , . . . , ym |x1 , . . . , xn ) (1) This problem is analogous to machine translation between natural languages, where a sequence of words in the input language is translated to a sequence of words in the output language. Recently, [18, 16] have shown how to effectively attack this sequence to sequence problem with an LSTM Recurrent Neural Network (RNN). We extend this paradigm to inputs comprised of sequences of 2



video frames, significantly simplifying prior RNN-based methods for video description. While [18, 16] first encode the input sequence to a fixed length vector using one LSTM and then use another LSTM to map the vector to a sequence of outputs, we rely on a single LSTM for both the encoding and decoding stage. This allows parameter sharing between the encoding and decoding stage. Our model uses a stack of two LSTMs with 1000 hidden units each. Figure 1 shows the LSTM stack unrolled over time. When two LSTMs are stacked together, as in our case, the hidden representation (ht ) from the first LSTM layer (colored red) is provided as the input (xt ) to the second LSTM (colored green). The top LSTM layer in our architecture is used to model the visual frame sequence, and the next layer is used to model the output word sequence. 2.1



Video and text representation



RGB frames. Similar to previous LSTM-based image captioning efforts [2, 9] and video-to-text approaches [12, 13], we apply a convolutional neural network (CNN) to input images. We remove the original last fully-connected classification layer and learn a new linear embedding of the features to a 500 dimensional space. The lower dimension features form the input (xt ) to the first LSTM layer. The weights of the embedding are learned jointly with the LSTM layers during training. We use the 16-layer VGG model [19] pre-trained on the 1.2M image ILSVRC-2012 object classification subset of the ImageNet dataset [20] and made available publicly via the Caffe ModelZoo.1 Optical Flow. Descriptions in videos tend to be activity centered, hence we incorporate optical flow features as sequence inputs in addition to raw image (RGB) frames. We follow the approach in [2, 21] and first extract classical variational optical flow features [22]. We then create flow images in a manner similar to [21], by centering x and y flow values around 128 and multiplying by a scalar such that flow values fall between 0 and 255. We also calculate the flow magnitude and add it as a third channel to the flow image. We then use a CNN [21] initialized with weights trained on the UCF101 video dataset to classify optical flow images into 101 activity classes. The fc6 layer activations of the CNN are embedded in a lower 500 dimensional space which is then given as input to the LSTM. The rest of the LSTM architecture remains unchanged for flow inputs. In our combined model, we use a shallow fusion technique to integrate flow and RGB features. At each time step of the decoding phase, the model proposes a set of candidate words. We then rescore these hypotheses with the weighted sum of the scores by the flow and RGB networks, where we only need to recompute the score of each new word p(yt = y 0 ) as: α · prgb (yt = y 0 ) + (1 − α) · pf low (yt = y 0 ) the hyper-parameter α is tuned on the validation set. Text input. The target output sequence of words are represented using one-hot vector encoding (1of-N coding, where N is the size of the vocabulary). Similar to the treatment of frame features, we embed words to a lower 500 dimensional space by applying a linear transformation to the input data and learning its parameters via back propagation. The embedded word vector concatenated with the output (ht ) of the first LSTM layer forms the input to the second LSTM layer (marked green in Figure 1). When considering the output of the LSTM we apply a softmax over the complete vocabulary.
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Experiments



We report results on a small collection of YouTube videos and two large movie description corpora. The Microsoft Video Description (MSVD) corpus [23], is a collection of about 2,000 YouTube video clips, each 10 seconds to 25 seconds in duration typically depicting a single activity. Each clip is accompanied by about 40 single sentence descriptions. We present results in Table 1. We also show results from prior FGM [24], and mean-pooled [12] approaches as well as contemporaneous [13] on the same dataset. Movie Corpora. Our other large video corpora, MPII-MD [10] contains around 68,000 video clips extracted from 94 different Hollywood movies. Each clip is accompanied with a single sentence description which is sourced from movie scripts and audio description (AD) data. The AD or Descriptive Video Service (DVS) track is an additional audio track that is added to the movies to 1



https://github.com/BVLC/caffe/wiki/Model-Zoo
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Models (MSVD dataset) FGM [24] Mean pool - AlexNet [12] - VGG - AlexNet COCO pre-trained [12] - GoogleNet [13] Temporal attention - GoogleNet [13] - GoogleNet + 3D-CNN [13] S2VT (ours) - Flow (AlexNet) - RGB (AlexNet) - RGB (VGG) random frame order - RGB (VGG) - RGB (VGG) + Flow (AlexNet)



METEOR Approach (MPII-MD)



23.9



SMT (best variant) [10] Visual-Labels [29] Mean pool (VGG) S2VT: RGB (VGG), ours



26.9 27.7 29.1 28.7



METEOR 5.6 7.0 6.7 7.1



Table 2: MPII-MD dataset (METEOR in 29.0 29.6



%, higher is better).



Approach 24.3 27.9 28.2 29.2 29.8



Visual-Labels [29] Temporal attention [13] Mean pool (VGG) S2VT: RGB (VGG), ours



Table 1: MSVD dataset (METEOR in %, higher is better).



METEOR 6.3 5.7 6.1 6.7



Table 3: M-VAD dataset (METEOR in %, higher is better).



describe explicit visual elements in a movie for the visually impaired. Similar to MPII-MD, the M-VAD movie description corpus [25] is another recent collection of about 49,000 short video clips from 92 different movies. However, unlike MPII-MD, M-VAD contains only AD data and only provides automatic alignment. We evaluate our sequence to sequence model on both these large movie description corpora and achieve new state-of-the-art results presented in Table 2. 3.1



Evaluation Metrics



Quantitative evaluation of the models are performed using the METEOR [26] metric which was originally proposed to evaluate machine translation results. The METEOR score is computed based on the alignment between a given hypothesis sentence and a set of candidate reference sentences. METEOR compares exact token matches, stemmed tokens, paraphrase matches, as well as semantically similar matches using WordNet synonyms. This semantic aspect of METEOR distinguishes it from other automatic Machine Translation metrics. Additionally, [27] evaluated several metrics for image description and showed that METEOR is the most robust metric when the number of references are small. Since MPII-MD and M-VAD have only a single reference, we decided to use METEOR in all our evaluations. We employ METEOR version 1.5 2 using the code3 released with the Microsoft COCO Evaluation Server [28].
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Results



We first present quantitative results of our model on the three datasets in Tables 1, 2 and 3, and qualitative results in Figures 2 and 3. MSVD Dataset Table 1 shows the results on the MSVD dataset. Rows 1 through 7 present related approaches and the rest are variants of our S2VT approach. Our basic S2VT AlexNet model on RGB video frames (line 9 in Table 1) achieves 27.9% METEOR and improves over the basic mean-pooled model in [12] (line 2, 26.9%) as well as the VGG mean-pooled model (line 3, 27.7%);suggesting that S2VT is a more powerful approach. When the model is trained with randomly-ordered frames (line 10 in Table 1), the score is considerably lower, clearly demonstrating that the model benefits from exploiting temporal structure. Our ensemble using both RGB and Flow performs slightly better than the best model proposed in [13], temporal attention with GoogleNet + 3D-CNN (line 7). The modest size of the improvement 2 3



http://www.cs.cmu.edu/˜alavie/METEOR https://github.com/tylin/coco-caption
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is likely due to the much stronger 3D-CNN features (as the difference to GoogleNet alone (line 6) suggests). Thus, the closest comparison between the Temporal Attention Model [13] and S2VT is arguably S2VT with VGG (line 12) vs. their GoogleNet-only model (line 6). Movie Corpora For the more challenging MPII-MD and M-VAD datasets we use our single best model, namely S2VT trained on RGB frames and VGG. To avoid over-fitting on the movie corpora we employ drop-out which has proved to be beneficial on these datasets [29]. We found it was best to use dropout at the inputs and outputs of both LSTM layers. Further, we used ADAM [30] for optimization with a first momentum coefficient of 0.9 and a second momentum coefficient of 0.999. On both datasets we clearly outperform the state of the art. For MPII-MD, reported in Table 2, we improve over the SMT approach from [10] from 5.6% to 7.1% METEOR and over Mean pooling [12] by 0.4%. Our performance is similar to Visual-Labels [29], a contemporaneous LSTM-based approach which uses no temporal encoding, but more diverse visual features, namely object detectors, as well as activity and scene classifiers. On M-VAD we achieve 6.7% METEOR which significantly outperforms the temporal attention model [13] (5.7%) and Mean pooling (6.1%). On this dataset we also outperform Visual-Labels [29] (6.3%).For the more challenging MPII-MD and M-VAD datasets we use our single best model, namely S2VT trained on RGB frames and VGG. To avoid over-fitting on the movie corpora we employ drop-out which has proved to be beneficial on these datasets [29]. We found it was best to use dropout at the inputs and outputs of both LSTM layers. Further, we used ADAM [30] for optimization with a first momentum coefficient of 0.9 and a second momentum coefficient of 0.999.
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Conclusion



This paper proposed a novel approach to video description. In contrast to related work, we construct descriptions using a sequence to sequence model, where frames are first read sequentially and then words are generated sequentially. This allows us to handle variable-length input and output while simultaneously modeling temporal structure. Our model achieves state-of-the-art performance on the MSVD dataset, and outperforms related work on two large and challenging movie-description datasets. Despite its conceptual simplicity, our model significantly benefits from additional data, suggesting that it has a high model capacity, and is able to learn complex temporal structure in the input and output sequences for challenging movie-description datasets. Correct descriptions.



Relevant but incorrect descriptions.



Irrelevant descriptions.



(a)



(b)



(c)



Figure 2: Qualitative results on MSVD YouTube dataset from our S2VT model (RGB on VGG net). (a) Correct descriptions involving different objects and actions for several videos. (b) Relevant but incorrect descriptions. (c) Descriptions that are irrelevant to the event in the video.
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(1)



(2)



Temporal Attention (GNet+3D-convatt): (1) At night , SOMEONE and SOMEONE step into the parking lot. (2) Now the van drives away. (3) They drive away. (4) They drive off. (5) They drive off. (6) At the end of the street , SOMEONE sits with his eyes closed.



(3)



(4)



(5)



(6a)



(6b)



S2VT (Ours): (1) Now, the van pulls out a window and a



DVS: (1) Now , at night , our view glides over a highway ,



tall brick facade of tall trees . a figure stands at a curb. (2) Someone drives off the passenger car and drives off.



its lanes glittering from the lights of traffic below.



(3) They drive off the street. (4) They drive off a suburban road and parks in a dirt neighborhood. (5) They drive off a suburban road and parks on a street. (6) Someone sits in the doorway and stares at her with a furrowed brow.



(2) Someone's suv cruises down a quiet road. (3) Then turn into a parking lot . (4) A neon palm tree glows on a sign that reads oasis motel. (5) Someone parks his suv in front of some rooms. (6) He climbs out with his briefcase , sweeping his cautious gaze around the area.



Figure 3: M-VAD Movie corpus: Representative frame from 6 contiguous clips from the movie “Big Mommas: Like Father, Like Son”. From left: Temporal Attention (GoogleNet+3D-CNN) [13], S2VT (in blue) trained on the M-VAD dataset, and DVS: ground truth.



Acknowledgments We thank Lisa Anne Hendricks, Matthew Hausknecht, Damian Mrowca for helpful discussions; and Anna Rohrbach for help with both movie corpora; and the anonymous reviewers for insightful comments and suggestions. We acknowledge support from ONR ATL Grant N00014-11-1-010, DARPA, AFRL, DoD MURI award N000141110688, DEFT program (AFRL grant FA8750-13-20026), NSF awards IIS-1427425, IIS-1451244, and IIS-1212798, and Berkeley Vision and Learning Center. Raymond and Kate acknowledge support from Google. Marcus was supported by the FITweltweit-Program of the German Academic Exchange Service (DAAD).



References [1] Subhashini Venugopalan, Marcus Rohrbach, Jeff Donahue, Raymond Mooney, Trevor Darrell, and Kate Saenko. Sequence to sequence – video to text. ICCV, 2015. [2] Jeff Donahue, Lisa Anne Hendricks, Sergio Guadarrama, Marcus Rohrbach, Subhashini Venugopalan, Kate Saenko, and Trevor Darrell. Long-term recurrent convolutional networks for visual recognition and description. In CVPR, 2015. [3] Xinlei Chen and C. Lawrence Zitnick. Learning a recurrent visual representation for image caption generation. CVPR, 2015. [4] Andrej Karpathy and Li Fei-Fei. Deep visual-semantic alignments for generating image descriptions. CVPR, 2015. [5] Ryan Kiros, Ruslan Salakhutdinov, and Richard S. Zemel. Unifying visual-semantic embeddings with multimodal neural language models. arXiv:1411.2539, 2014. [6] Polina Kuznetsova, Vicente Ordonez, Tamara L Berg, UNC Chapel Hill, and Yejin Choi. Treetalk: Composition and compression of trees for image descriptions. In TACL, 2014. [7] Junhua Mao, Wei Xu, Yi Yang, Jiang Wang, and Alan L. Yuille. Deep captioning with multimodal recurrent neural networks (m-rnn). arXiv:1412.6632, 2014. [8] Marcus Rohrbach, Wei Qiu, Ivan Titov, Stefan Thater, Manfred Pinkal, and Bernt Schiele. Translating video content to natural language descriptions. In ICCV, 2013. [9] Oriol Vinyals, Alexander Toshev, Samy Bengio, and Dumitru Erhan. Show and tell: A neural image caption generator. CVPR, 2015. [10] Anna Rohrbach, Marcus Rohrbach, Niket Tandon, and Bernt Schiele. A dataset for movie description. In CVPR, 2015. [11] Sergio Guadarrama, Niveda Krishnamoorthy, Girish Malkarnenkar, Subhashini Venugopalan, Raymond Mooney, Trevor Darrell, and Kate Saenko. Youtube2text: Recognizing and describing arbitrary activities using semantic hierarchies and zero-shoot recognition. In ICCV, 2013. [12] Subhashini Venugopalan, Huijuan Xu, Jeff Donahue, Marcus Rohrbach, Raymond Mooney, and Kate Saenko. Translating videos to natural language using deep recurrent neural networks. In NAACL, 2015.



6



[13] Li Yao, Atousa Torabi, Kyunghyun Cho, Nicolas Ballas, Christopher Pal, Hugo Larochelle, and Aaron Courville. Describing videos by exploiting temporal structure. arXiv:1502.08029v4, 2015. [14] Sepp Hochreiter and J¨urgen Schmidhuber. Long short-term memory. Neural computation, 9(8), 1997. [15] Alex Graves and Navdeep Jaitly. Towards end-to-end speech recognition with recurrent neural networks. In ICML, 2014. [16] Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. Sequence to sequence learning with neural networks. In NIPS, 2014. [17] Heng Wang and Cordelia Schmid. Action recognition with improved trajectories. In ICCV, pages 3551– 3558. IEEE, 2013. [18] Kyunghyun Cho, Bart van Merri¨enboer, Dzmitry Bahdanau, and Yoshua Bengio. On the properties of neural machine translation: Encoder-decoder approaches. arXiv:1409.1259, 2014. [19] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image recognition. CoRR, abs/1409.1556, 2014. [20] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, and Li Fei-Fei. ILSVRC, 2014. [21] G. Gkioxari and J. Malik. Finding action tubes. 2014. [22] Thomas Brox, Andr´es Bruhn, Nils Papenberg, and Joachim Weickert. High accuracy optical flow estimation based on a theory for warping. In ECCV, pages 25–36, 2004. [23] David L. Chen and William B. Dolan. Collecting highly parallel data for paraphrase evaluation. In ACL, 2011. [24] Jesse Thomason, Subhashini Venugopalan, Sergio Guadarrama, Kate Saenko, and Raymond J. Mooney. Integrating language and vision to generate natural language descriptions of videos in the wild. In COLING, 2014. [25] Atousa Torabi, Christopher Pal, Hugo Larochelle, and Aaron Courville. Using descriptive video services to create a large data source for video annotation research. arXiv:1503.01070v1, 2015. [26] Michael Denkowski and Alon Lavie. Meteor universal: Language specific translation evaluation for any target language. In EACL, 2014. [27] Ramakrishna Vedantam, C Lawrence Zitnick, and Devi Parikh. CIDEr: Consensus-based image description evaluation. CVPR, 2015. [28] Xinlei Chen, Hao Fang, Tsung-Yi Lin, Ramakrishna Vedantam, Saurabh Gupta, Piotr Dollar, and C Lawrence Zitnick. Microsoft COCO captions: Data collection and evaluation server. arXiv:1504.00325, 2015. [29] Anna Rohrbach, Marcus Rohrbach, and Bernt Schiele. The long-short story of movie description. GCPR, 2015. [30] Diederik Kingma and Jimmy Ba. arXiv:1412.6980, 2014.



Adam: A method for stochastic optimization.



7



arXiv preprint




























Multi-task Sequence to Sequence Learning













Sequence to Sequence Learning with Neural ... - NIPS Proceedings













Sequence to Sequence Learning with Neural ... - NIPS Proceedings













order matters: sequence to sequence for sets - Research at Google













sequence remixer - GitHub













Adversarial Sequence Prediction













from Coding Sequence













Integrated sequence stratigraphy













Secondary Mathematics Sequence













Learning sequence kernels - Semantic Scholar













sequence of events.pdf













Integrated sequence stratigraphy













CKLA Sequence Correlation_GradeK.pdf













Sequence & Series Final 03.01 - eVirtualGuru













Expected Sequence Similarity Maximization - Semantic Scholar













Draft Genome Sequence of the Filamentous ... - CiteSeerX













Expected Sequence Similarity Maximization - ACL Anthology













CKLA Sequence Correlation_Grade2.pdf













Expected Sequence Similarity Maximization - Research at Google













Semi-supervised Sequence Learning - Research at Google















S2VT: Sequence to Sequence






2University of California, Berkeley. 3University of Massachusetts, Lowell 4International Computer Science Institute, Berkeley. Abstract .... The top LSTM layer in our architecture is used to model the visual frame sequence, and the ... the UCF101 video dataset to classify optical flow images into 101 activity classes. The fc6 ... 






 Download PDF 



















 1MB Sizes
 2 Downloads
 320 Views








 Report























Recommend Documents













Multi-task Sequence to Sequence Learning 

Mar 1, 2016 - Lastly, as the name describes, this category is the most general one, consisting of multiple encoders and multiple ..... spoken language domain.




















Sequence to Sequence Learning with Neural ... - NIPS Proceedings 

large labeled training sets are available, they cannot be used to map sequences ... input sentence in reverse, because doing so introduces many short term dependencies in the data that make the .... performs well even with a beam size of 1, and a bea




















Sequence to Sequence Learning with Neural ... - NIPS Proceedings 

uses a multilayered Long Short-Term Memory (LSTM) to map the input sequence to a vector of a fixed dimensionality, and then another deep LSTM to decode ...




















order matters: sequence to sequence for sets - Research at Google 

We also show the importance of ordering in a variety of tasks in which seq2seq has ..... In Advances in Neural Information Processing Systems, 2010. 10 ...




















sequence remixer - GitHub 

Finger Snap. Snare Analog. 2 Q. Hand Clap. Ana. Snare Ana. Gate. Tom Ana Dist. 1. OCT. Reverse. Cymbal. Reverse. Snare. Rev Low. Noise. Rev Syn. Cymbal.




















Adversarial Sequence Prediction 

Software experiments provide evidence that this is also true .... evaders in Ef, with the obvious interchange of roles for predictors and evaders. This tells us that in ...




















from Coding Sequence 

Email: marenas Ecbm uam es. * Department of Biochemistry ... Email: dposada uvigues .... package have automated this whole procedure described above.




















Integrated sequence stratigraphy 

document sequence stratigraphic patterns characteristic for deeper ramp carbonates. Facies, .... was not a major factor controlling the oxygen isotope signature.




















Secondary Mathematics Sequence 

Secondary Mathematics Sequence. GRADE: 5. 6. 7. 8. 9. 10. 11. 12. 5th Grade Mathematics. 6th Grade Mathematics. (Math Support). 7th Grade Math (6).




















Learning sequence kernels - Semantic Scholar 

such as the hard- or soft-margin SVMs, and analyzed more specifically the ..... The analysis of this optimization problem helps us prove the following theorem.




















sequence of events.pdf 

Whoops! There was a problem loading more pages. Retrying... Whoops! There was a problem previewing this document. Retrying... Download. Connect more apps... Try one of the apps below to open or edit this item. sequence of events.pdf. sequence of even




















Integrated sequence stratigraphy 

the physiological activity of benthic micro organisms. ... and thus the Î´18O curve is used here as a tool for estimating relative changes in temperature. A positive Î´18O shift is interpreted as a trend ... Removal of isotopically light carbon from.




















CKLA Sequence Correlation_GradeK.pdf 

Page 1. Whoops! There was a problem loading more pages. Retrying... CKLA Sequence Correlation_GradeK.pdf. CKLA Sequence Correlation_GradeK.pdf.




















Sequence & Series Final 03.01 - eVirtualGuru 

Thus, a, G.P. can be written as a, ar, ar2, ar3, â€¦ arn â€“ 1; a, ar, ar2,...,arn â€“ 1...;according as G.P. is finite or infinite, respectively. The series a + ar + ar2 + ... + arnâ€“1 or a + ar + ar2 + ... + arnâ€“1 +...are called finite or infini




















Expected Sequence Similarity Maximization - Semantic Scholar 

ios, in some instances the weighted determinization yielding Z can be both space- and time-consuming, even though the input is acyclic. The next two sec-.




















Draft Genome Sequence of the Filamentous ... - CiteSeerX 

Feb 6, 2014 - We thank Joshua Labaer at the Biodesign Institute, Arizona State Univer- ... EM, Eisen JA, Woyke T, Gugger M, Kerfeld CA. 2013. Improving the.




















Expected Sequence Similarity Maximization - ACL Anthology 

even with respect to an approximate algorithm specifically designed for that task. These re- sults open the path for the exploration of more appropriate or optimal ...




















CKLA Sequence Correlation_Grade2.pdf 

ideas, and texts in both small and large group settings. âœ“ All domains and units. Speak clearly with volume appropriate to the setting. âœ“ All domains and units.




















Expected Sequence Similarity Maximization - Research at Google 

zhen aren nist02 nist04 nist05 nist06 nist08 nist02 nist04 nist05 nist06 nist08 no mbr. 38.7. 39.2. 38.3. 33.5. 26.5. 64.0. 51.8. 57.3. 45.5. 43.8 exact. 37.0. 39.2.




















Semi-supervised Sequence Learning - Research at Google 

1http://ai.Stanford.edu/amaas/data/sentiment/index.html. 3 .... email with an average length of 267 words and a maximum length of 11,925 words. Attachments,.


























×
Report S2VT: Sequence to Sequence





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















