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Scalable Regression Tree Learning in Data Streams Konstantin Kutzkov, Mathias Niepert, Mohamed Ahmed



Abstract—We present new algorithms for scalable regression tree learning in data streams. Leveraging state-of-the-art data summarization techniques, the new algorithms work by learning a regression tree from compact sketches of the original data. The algorithms require a single pass over the data and can learn a regression tree from massive speed data streams in real time. We obtain precise theoretical bounds on the complexity and accuracy of the algorithms for two widely used loss functions, mean squared error and least absolute deviation. The approach is particularly suited for learning trees of small depth and therefore can be applied to ensemble tree learning methods such as random forests and boosted trees. Experimental evaluation on real and synthetic data confirms the theoretical findings and demonstrates the practical importance of the proposed methods.



I. I NTRODUCTION The intuitive idea to partition the data based on different features and learn a model in each partition applies to numerous real-life problems. Unsurprisingly, classification and regression trees are among the most widely studied and applied nonparametric machine learning methods. In the era of Big data, many classic machine learning algorithms need to address the critical issue of scalability. Traditional approaches include subsampling, dimensionality reduction, feature selection and data summarization. In this paper we present new summarization algorithms that use compact sketches preserving the key properties of the original data. We show that we can learn a regression tree from the sketches that will approximate a regression tree learned from the entire data set. The method is particularly well suited for handling massive high speed data streams in real time. Previous work. Domingos and Hulten [1] presented the first algorithm for decision and regression tree learning in data streams. The algorithm works by incrementally building a tree. Incoming examples are navigated to the leafs until there are enough samples to decide on a splitting. It is argued that the stream is generated from unknown but fixed distribution and examples represent samples independently drawn from it. Under this assumption, theoretical guarantees are obtained for the number of required examples to make an approximately correct splitting decision. An immediate problem is that the assumptions are often not realistic, therefore the sampling approach was extended to consider concept drift and learn regression trees allowing to revert a bad splitting [2]. Ben-Haim and Tom-Tov [3] present a decision tree learning algorithm that works on histograms of the data. The algorithm can be seen as a milti-pass streaming algorithm that incrementally builds a decision tree. Even if no precise bounds on the required number of histogram bins are shown, the algorithm yields excellent results and adapts to different feature distributions. Kpotufe and Orabona [4] present an



algorithm for learning a tree based regressor for a function f which satisfies a Lipschitz condition. The main contribution is an online algorithm for high dimensional data with low intrinsic dimensionality such that examples that are close to each other in the low-dimensional space are assigned to the same leaf in the tree. The algorithm does not achieve space savings in terms of the size of the original data. Building upon AMS sketching [5], Yu et al. [6] present a sketching algorithm that learns the average weight of the target variable of examples described by pairs of discrete valued features. Essentially, this means that if the original data contains n features and examples are described by k discrete feature values, then we can learn a model that is described by pairs of O(nk/2 ) discrete features. Our Contribution. There are two major drawbacks of sampling based algorithms when applied to regression tree learning. First, it is not immediately clear how to address arbitrary distributions of the weight of the target variable. Second, there might exist highly predictive but less frequent feature values combinations that are likely to be underrepresented in the sample. A recent line of research is to design scalable machine learning algorithms using data summarization technques. Clustering massive data using coresets [7], SVD decomposition based on frequent items mining [8], non-linear kernel approximation by sketching of outer vector products [9] and efficient recommendation in collaborative filtering systems using locality sensitive hashing techniques [10] showcase the potential which sketching methods can have on scaling machine learning algorithms. We contribute to this research direction and design novel regression tree learning algorithms using advanced data summarization techniques. Our approach is drastically different from sampling algorithms as we consider all examples in order to summarize the data. We design learning algorithms for two widely used loss functions, mean squared error and least absolute deviation, and obtain precise theoretical bounds on the space complexity of the algorithms. We originally assume discrete features but we also present discretization methods that allow us to handle real valued features. In order to achieve efficient running time, we present new algorithms for the evaluation of min-wise independent hash functions over a sequence of consecutive integers, a problem that can be of independent interest. An experimental evaluation on real and synthetic data confirms the theoretical findings. Organization of the paper. Necessary definitions are presented in Section II. An overview of the main ideas is in Section III. In Section IV we present the general structure of the new algorithms and the used sketching techniques. The



We say that an algorithm returns an (ε, δ)-approximation of some quantity q if it returns a value q˜ such that (1 − ε)q ≤ q˜ ≤ (1 + ε)q with probability at least 1 − δ for 0 < ε, δ < 1.



summarization algorithm for learning trees based on the mean squared error as a loss function is presented and analyzed in Section V, and the algorithm based on least absolute deviation is in Section VI. In Section VII we consider the time complexity and design a new algorithm for the efficient evaluation of a hash function on a set of consecutive integers. The algorithms originally assumes discrete features and in Section VIII we present methods that generalize to real features. We present experimental results in Section IX. The paper is concluded in Section X where we discuss future research directions.



Regression trees. We assume binary regression trees. A split in a given node divides the data in the node in two disjoint subsets. A node in a regression tree contains the examples complying with a given profile, the root being the empty profile complying with all examples. The profiles of the two children nodes extend the profile of a parent node with a disjunction of feature assignments. For a split like origin = ’Frankfurt’ vs. origin != ’Frankfurt’ the second branch contains a disjunction of all origin airports in the dataset different from ’Frankfurt’. Each example in the dataset can be assigned to a unique leaf in the tree. Let P be the set of possible profiles. At each leaf we maintain a prediction function f : P → R for the corresponding profile. We define a loss function L : P → R. For example, a widely used choice for f is the mean µ(P ) of target weights of examples complying with a given profile P , and for the loss P function L – the mean squared error M SE(P ) = kP1k0 ei BP (w(yi ) − µ(P ))2 . We split a leaf of the tree by extending the corresponding profile with a disjunction of features that yield the maximum reduction in error for the given loss function.



II. P RELIMINARIES Problem definition. Let S = e1 , e2 , . . . be a continuous stream of training examples. For each example it holds ei = (xi , w(yi )), where xi = (f1 = x1 , . . . , fk = xk ) is a kdimensional vector of feature assignments and w(yi ) ∈ N the weight of the dependent or target variable yi of example ei . We assume that each feature f can be assigned values xj drawn from a finite domain Xf . We consider sets of feature assignments in conjunctive normal form (CNF), i.e., a conjunction of disjunctions, where disjunctions represent different possible assignments to a feature. A given CNF (x11 ∨ . . . ∨ xk11 ) ∧ . . . ∧ (x1t ∨ . . . ∨ xkt t ) of feature assignments k is called a profile. (In the CNF representation x1j ∨ . . . ∨ xj j is k j a shorthand for fj = x1j ∨ . . . ∨ fj = xj and x`j ∈ Xfj is one of the |Xfj | possible assignments to fj .) We say that a given profile P complies with a training example ei = (xi , w(yi )) k iff for each each disjunction x1j ∨ . . . xj j in P there exists a feature assignment fj = x`j in xi , 1 ≤ ` ≤ kj . An example ei complying with P is denoted as ei B P . In a regression tree internal nodes and leaves correspond to different profiles. Each example ei is assigned to the leaf with corresponding profile P such that ei B P .



III. OVERVIEW Motivation. Our original motivation was to improve the algorithm presented by Yu et al. [6]. Assume a high-speed network stream of cell phone calls packets. Each packet is described by a set of discrete valued features, e.g. device model, operating system, origin, destination. The measure of interest, or target, is the round-trip time (RTT) of packets. The goal is real time anomaly detection of the RTT distribution for different feature profiles. For example, it is normal that certain origindestination pairs are associated with much higher round-trip time. This is achieved by measuring the empirical variance of RTT, kP k2 /kP k0 , of a profile P . A sudden change in these values indicates an anomaly. The main challenge is to detect such anomalies in real time. The number of occurring profiles can easily become huge and a standard solution like storing all profiles in a hash table are not feasible. As a main contribution, Yu et al. [6] present a solution that “square roots” the number of profiles that need to be explicitly stored. Using AMS sketching [5], the authors show that sketches of two profiles P1 and P2 with disjoint feature sets can be combined into a sketch of the merged profile P1 ∧ P2 . Unfortunately, AMS sketches are limited to combining the sketches of pairs of profiles. Instead, we realized that a modification of min-wise independent sketches [13] is more suitable for the problem. Given the sketches of several profiles, we show that we can obtain a sketch for arbitrary conjunctions and disjunctions of profiles. Moreover, by estimating the kP k` values for ` = {0, 1, 2}, we can estimate the distribution of different functions of the target weights. This allows us to generalize the problem to regression tree learning, a problem covering a wider set of applications.



Example. Assume the data consists of flight records. A record is described by the features origin, destination, week day and weather at departure. The target variable for a record is the delay from the scheduled arrival time. Consider two examples e1 = [(Frankfurt, New York, Sunday, cloudy), 67], denoting that the flight from Frankfurt to New York on a cloudy Sunday had a delay of 67 minutes, and e2 =[(Munich, Barcelona, Monday, sunny), 10]. The example e1 complies with the profile [origin = (Frankfurt ∨ Munich ∨ Berlin) ∧ destination=(New York ∨ Boston ∨ Washington DC) ∧ day=(Saturday ∨ Sunday) ∧ weather=(cloudy ∨ raining)] but the example e2 does not. Both examples comply with the profile [origin = (Frankfurt ∨ Berlin ∨ Munich)]. The goal is to learn a model that predicts the target variable delay for different profiles that best describe the data distribution. Notation. The examples in S complying with a profile P are denoted as SP . Abusing notation, when clear from the context we write P P for both the profile P and the examples in SP . ` kP k` = ei BP w(yi ) , i.e., kP k` is the `-th power of the `-norm of the vector of target weights in SP .
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B UILD R EGRESSION T REE Input: sketches sk[x1 ], . . . , sk[xn ], max depth d, error threshold δ



Main ideas. Before presenting formal results, let us give a high level explanation of the new algorithms and the achieved approximation guarantees. Regression trees partition the data into subsets depending on feature values such that leafs represent a subset of training examples that comply with a given profile. In each leaf, we fit a model that best describes the data. The most prevalent version of regression trees uses a single numerical value for the prediction of the target weight of examples falling in a leaf. Usually, the prediction is the mean or the median value of the weights w(yi ) of examples complying with the leaf profile. In order to decide on an optimal partition, we generate candidate splits and find a prediction that is as accurate as possible with respect to a given loss function. Clearly, the na¨ıve algorithm is very inefficient for massive datasets as we need to access all training examples for each candidate split. A simple solution to learn a regression tree for MSE loss of depth d in data streams could work as follows. We store in a hashtable all profiles with up to d disjunctions that are observed to occur in the stream. For each profile P in the hash table we update the values kP k` for ` ∈ {0, 1, 2}. For example, for an incoming example such as ei =[(Munich, Barcelona, Monday, sunny), 10] and d = 4, we will add to kP k` the values 1, 10 and 100, respectively, for each of the 24 − 1 nonempty profiles occurring in ei . It is a simple observation that the mean µ(P ) and the error M SE(P ) can be computed from the values kP k` . Therefore, we have the required information to learn a regression tree. However, explicitly storing all occurring profiles is infeasible for a larger number of possible feature values. As a main contribution, we design algorithms that estimate the prediction and loss function from compact summaries of the data. More specifically, we keep a summary for each feature value, e.g., destination=’London’ or weather=’sunny’.
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Fig. 1. Regression tree learnt from sketches.



IV. P ROPOSED SOLUTION A. Regression tree learnt from sketches Pseudocode for the proposed algorithm is given in Figure 1. We assume the data stream has already been processed and there exists a sketch sk(xi ) for each feature value xi , e.g., sk(origin=’London’). We run a standard regression tree algorithm but instead of using the original data we estimate the quality of a split from the sketches. The tree is denoted as T and an internal node or a leaf representing a profile P – as T [P ]. The variable optimal denotes whether the prediction in a given leaf is good enough. We select a feature f according to some criteria and then generate candidate splits from the feature values sketches sk(xi ) ∈ Xf . In line 10 we assume an algorithm PARTITION that generates a candidate partition of the feature values according to some criteria, e.g. [11]. A new branch extends an existing profile with a disjunction of feature assignments, therefore we merge the required sketches sk(xi ). (The algorithm for merging the sketches is presented in the next subsection.) We estimate the prediction and corresponding loss function from the sketches in lines 13 and 14, respectively. We continue splitting until either the maximal depth d is reached, or the estimated error reduction is less than δ, for user defined parameters d and δ.



Applications. •



•



T =∅ P =∅ optimal = F alse while T.depth < d and not optimal do optimal = T rue for all leafs T [P ] ∈ T do select a feature f err∗ = errorP Vl∗ = Vr∗ = ∅ for (Vl ∪ Vr ) ∈ PARTITION(Xf ) do skl = ∪xi ∈Vl sk[xi ] skr = ∪xi ∈Vr sk[xi ] pred est = E STIMATE P REDICTION(skl , skr ) est = E STIMATE E RROR(skl , skr , pred est) if err∗ < est then err∗ = est Vl∗ = Vl , Vr∗ = Vr if errorP − err∗ ≥ δ then optimal = F alse Pl = P ∧ Vl∗ Pr = P ∧ Vr∗ Split as T [Pl ], T [Pr ]



The algorithm applies to learning boosted regression trees in a streaming setting as follows. For a prefix of the stream we learn a regression tree. Once the tree has been learnt we apply it to the next chunk of the stream and update the target weights w(yi ) of the new examples ei using a nonnegative loss function such as mean squared error and least absolute deviation. The algorithm also applies to random forests where we learn trees of small depth using feature bagging, i.e., each tree is learnt from a random subset of the features. The primary purpose of the presented algorithm is to learn a regression tree in a single pass over high-speed streaming data. The algorithm is most suitable for learning trees of small depth. However, if we can afford several passes over the data, then we can iteratively learn a tree of arbitrary depth. Assume in the i-th pass we have learned a tree Ti , T0 being the empty tree. In the (i + 1)-th pass we navigate examples to the corresponding leafs and in each leaf we learn a new tree of small depth.



B. Data summarization The main building block in our algorithm will be the estimation of kP k` for different profiles P . We will later
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P ROCESS S TREAM Input: stream S of weighted examples ei = ([f1 = x1 , . . . , fk = xk ], w(yi )) 1: c0 = 0, c1 = 0, c2 = 0 2: for ei ∈ S do 3: for ` = 0 to 2 do 4: Let R be a min-wise independent sample from {c` + 1, . . . , c` + w(yi )` }. 5: for (fj = xj ) ∈ ei do 6: Update sketch sk` [xj ] with R. 7: c` = c` + w(yi )`



show the mean and median for a profile P , as well as the MSE(P ) and LAD(P ) loss functions can be computed in terms of the values kP k` . In the following we assume that the target weights w(yi ) are integer numbers. We consider each example with weight w as the continuous arrival of w` consecutively numbered unweighted examples. With each feature value we associate a set of integers and summarize these sets. Consider the three examples [(Frankfurt, New York, Sunday, cloudy), 67], [(London, New York, Monday, sunny), 27], [(Frankfurt, London, Sunday, cloudy), 7]. We consider the weights of the target variable as sets of integer value: [(Frankfurt, New York, Sunday, cloudy), {1 . . . 67}, [(London, New York, Monday, sunny), {68. . . 95}], [(Frankfurt, London, Sunday, cloudy), {96. . . 102}]. For the feature assignment ’origin’=Frankfurt we want to summarize the set {1,. . . , 67,96, . . . , 102}. (Note that London can be both an origin and destination and we summarize different feature values, i.e., origin London and destination London.) Let Vj denote a disjunction of possible feature value assignments to a given feature fj . From the summaries we estimate 1 ∧...∧Vt k` the generalized Jaccard similarity kS(fikV =xi ∈V1 ∨...∨Vt )k` and S the union size k (fi = xi ∈ V1 ∨ . . . ∨ Vt )k` for a profile P = V1 ∧ . . . ∧ Vt . Each feature value is associated with a set of integers and each Vi with a union of these sets. We use |∩t Ai | min-wise independent hashing to estimate α = |∪i=1 for t i=1 Ai | t ≥ 2. The sets Ai are the union of several sets A1i , . . . , Ari : for each set Aji we keep a min-wise sample mws(Aji ) and after processing the stream we take the minimum hash value(s) from ∪rj=1 mws(Aji ). We will also estimate | ∪ti=1 Ai |, thus we can estimate the size of the set intersection ∩ti=1 Ai . We refer to the next paragraphs for more details on similarity estimation using minwise independent hashing and set size estimation in data streams. (An overview of state-of-the-art results on set intersection estimation can be found in [12].) A high level pseudocode description of the data summarization algorithm is in Figure 2. We keep three sketches for each feature assignment x ∈ ∪j Xj : one for the estimation of kP k` , ` ∈ {0, 1, 2}. We update the sketches in a streaming fashion. Each new incoming example consisting of k feature assignments updates 3k sketches. For each new incoming example ei = (xi , w(yi )) we sample from the set of w(yi )` and update the sketches for all feature values xi ∈ xi . We estimate the values kP k` using the sketches of the features values xi ∈ P .



L EARN TARGET W EIGHT Input: profile P = [V1 ∧ . . . ∧ Vt ], power ` ∈ {0, 1, 2}, sketches sk` 1: JP = estimate the generalized Jaccard similarity of P from the sketches sk` [x1 ], sk` [x2 ], . . . for xi ∈ P 2: UP = estimate the size of the union k∪xi : xi ∈ P k` 3: Return JP · UP Fig. 2. The streaming algorithm for estimating kP k` .



that are also in A ∩ B yields an (ε, δ)-approximation of α.1 The algorithm also applies to the generalized Jaccard similarity |∩t A | α = |∪ti=1 Aii | for t ≥ 2. The approach is applied in a streaming i=1 setting by replacing the random permutation π with a suitably defined hash function h : U → D, for some totally ordered set D. A truly random hash function would require to store a random value for each element in the universe U . This leads to considering approximately min-wise independent hash functions. A family H of functions from a set X to a totally ordered set S, h : X → S, is called ε-minwise independent if for any x∈X 1±ε Pr[h(x) < min h(y)] = . |X| y∈X\{x} For ε = 0 we call h minwise truly independent and for ε > 0 minwise approximately independent. We call the above described approach k-mins sketches as we store the minimum element for each of k different permutations. A modification of the above approach, the socalled bottom-k sketches, stores the k smallest hash values from a given permutation π. Let minπk (A) be the k smallest |∩t Ai | elements in A under π. An estimator of α = |∪i=1 is then t Ai |



Min-wise independent hash functions. The presented algorithms build upon min-wise independent permutations [13]. We give a brief overview of the technique. Assume we are given two sets A, B ⊆ U , for a totally ordered universe U . Let α = |A∩B| |A∪B| be the Jaccard similarity between A and B. Define a random permutation π : U → U . Let x = min(π(A ∪ B)), i.e., x is the minimum value under π in A ∪ B. Let X be an indicator random variable such that X = 1 iff x ∈ A ∩ B. It is easy to show that the expected value of X is E[X] = α. By the sample bound, for O( αε1 2 log 1δ ) random permutations and computing the fraction of “minimum” elements from A ∪ B



π t |∩ti=1 minπ k (Ai )∩mink (∪i=1 Ai )| , k



i=1



i.e., the ratio of the k smallest elements under π which are contained in all sets Ai . It holds minπk (∪ti=1 Ai ) = mink (∪ti=1 minπk (Ai )), thus in a streaming setting we maintain a priority queue for each Ai and store the k smallest elements under π. The advantage of bottom-k 1 We will present the complexity of the algorithms terms of an unknown parameter α. This is common for data streaming algorithms but might look confusing. Essentially, this can be seen as a short form of the following more 1 1 precise statement: “Using space O( αε 2 log δ ), we can guarantee that (i) if the similarity is at least α, then we obtain an (ε, δ)-approximation, (ii) otherwise, we return a value that is below (1 + ε)α with probability 1 − δ.”
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sketches is that one needs much less hash functions, and thus faster processing time. However, the hash functions need to be “more random” and more difficult to construct and evaluate, see for example [14]. Note that our specific setting allows to work with minwise truly independent hash functions. We want to evaluate the functions on consecutive unique integers, therefore we can simply generate a random number for each new integer and store the k smallest numbers for a feature assignment. For a sufficiently large number of numbers to draw from, say 264 , this will yield a random permutation of the integers with high probability. The approach works well for estimating the kP k0 values but for kP k1 , and in particular for kP k2 , it will lead to slow processing time per incoming example. Instead, in Section VII we present efficient algorithms for the evaluation of approximately minwise independent hash function on a sequence of consecutive integers.



Lemma 1: Let H be a family of s ε-minwise independent hash functions hi : N → (0, 1]. Let A1 , . . . , At ⊂ N be revealed |Ai ∩...∩At | . in a streaming fashion in arbitrary order and α = |A 1 ∪...∪At | Let ai be the minimum element from Ai ∪ . . . ∪ At under hi and q be the number of ai ∈ A1 ∩ . . . ∩ At , 1 ≤ i ≤ s. For s = O( αε1 2 log 1δ ), ε ∈ (0, 1/2], q is an (ε, δ)-approximation of αs. Proof: Let Xi be an indicator random variable Ps denoting whether ai ∈ A1 ∪ . . . ∪ At , and X = 1s i=1 Xi . By definition, E[Xi ] = (1 ± ε)α and by linearity of expectation E[X] = (1 ± ε)α. The hi are independent, thus applying Chernoff’s inequality we obtain



Set size estimation in data streams The proposed algorithm uses set size estimation as a subroutine. We apply the approach from [15]. Assume we are given a data stream of integers u1 , u2 , . . . and we want to estimate the number of different integers. Assume we have a uniform “random enough” hash function h : N → (0, 1]. Also, we assume that with high probability (whp) the function is injective, i.e., there are no collisions. We will then evaluate h(ui ) for each incoming ui and store the k smallest hash values. Let vk be the k-th smallest hash value. An estimate of the number of different integer values is then k/vk . (If there are less than k different hash values, then we will have the exact value whp.) The intuition is that the more different integers we have the smaller hash values we get. If the hash values are uniformly distributed over the (0, 1] interval, then we expect a fraction of γn to be smaller than γ ∈ (0, 1], n being the number of different values. Thus, we expect k = vk n. It suffices that the function h is only pairwise independent2 in order to obtain an (1 ± ε)-approximation with error probability below 1/2 for k = O(1/ε2 ). The median of O(log 1δ ) independent estimates is an (ε, δ)-estimate. We refer to [16] for the optimal bounds on the streaming complexity of the problem.



where ε0 = O(ε).  Let sk(A) be the k smallest elements in A under a hash function h. Then mink (∪ti sk(Ai )) is the bottom-sketch of the set ∪ti Ai . Thus, we keep a bottom-k sketch for each feature assignment fi = x. The following lemma immediately follows from [15]. Lemma 2: Let H be a family of s = O(log 1δ ) pairwise independent hash function hi : N → (0, 1]. Let A1 , . . . , At ⊂ N be revealed in a streaming fashion in arbitrary order. Using bottom-sketches of O( ε12 ) elements for each Ai , we can obtain an (ε, δ)-approximation of |A1 ∪ . . . ∪ At |. Theorem 1: Let S = e1 , e2 , . . . be a stream of weighted examples. Let P be an arbitrary profile and α = k` argmin` ( k∪fkPi ∈P k` ). After processing the stream, we can compute an approximation of MSE(P ) with additive error O(εkP k2 /kP k0 ) and probability 1 − δ using O( αε1 2 log 1δ ) space per feature value. Proof: First observe that the mean weight µ(P ) of the examples complying with a given profile P can be written as kP k1 /kP k0 . We can rewrite



Pr[|X − E[X]| ≥ εE[X]] ≤ 2



−ε2 (1±ε)E[X]s 2



=2



P M SE(P ) =



V. M EAN SQUARED ERROR In this section we show how to approximate the mean and mean-squared error of a given profile P . In the next proofs, we will use the following facts and lemmas: Fact 1: For any ε ∈ (0, 1/2] and constants c1 , c2 , c3 , c4 > 0 0 c2 1ε ) there exists ε0 = O(ε) such that (1±c (1±c3 ε0 )c4 = (1 ± ε). Fact 2: Let q˜1 , q˜2 be 1 ± ε-approximations of q1 , q2 ≥ 1. Then q˜1 ± q˜2 is an approximation of q1 ± q2 with additive error ε(q1 + q2 ).



P



ei BP



−ε02 E[X]s 2



= O(δ)



− µ(P ))2 = |{ei : ei B P }|



ei BP (w(yi )



P P w(yi )2 − 2µ(P ) ei BP w(yi ) + µ(P )2 ei BP 1 = |{ei : ei B P }|



kP k2 /kP k0 − 2(kP k1 /kP k0 )2 + (kP k1 /kP k0 )2 = kP k2 /kP k0 − (kP k1 /kP k0 )2 . We obtain an (ε, δ)-approximation of kP k` by Lemma 1 and Lemma 2. Using Fact 1, we have an (ε, δ)-approximation for the two terms √ above. By Cauchy-Schwarz inequality we have kxk2 ≥ nkxk1 for x ∈ Rn , thus kP k0 kP k2 ≥ kP k21 . By Fact 2 the additive approximation is O(εkP k2 /kP k0 ). 



2 A family F of functions from U to a finite set S is k-wise independent if for a function f : U → S chosen uniformly at random from F it holds Pr[f (u1 ) = c1 ∧ f (u2 ) = c2 ∧ · · · ∧ f (uk ) = ck ] = 1/sk for s = |S|, distinct ui ∈ U and any ci ∈ S and k ∈ N. We call a function chosen uniformly at random from a k-wise independent family k-wise independent function.
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kP≥ k1 − kP< k1 med(P ) kP k1 − = O( ) kP k0 kP k0 kP k0



VI. L EAST A BSOLUTE D EVIATION A drawback of using the mean value for prediction is that it is sensitive to outliers. As an alternative, we can use the median value of examples complying with profile P , med(P ). The corresponding error function is the least absolute deviation X |w(yi ) − med(P )| LAD(P ) = kP k0



Thus, we need to estimate kP< k` and kP≥ k` for ` ∈ {0, 1}. < k` ), α≥ is defined in a similar Let α< = argmin` ( k∪fkPi ∈P < k` way. Let α = min(α< , α≥ ). Theorem 3: Given a profile P , there exists an algorithm estimating the LAD error for a positional ε-approximation of the median with additive error O(ε(med(P ) + kP k1 /kP k0 )) using space O( αε1 2 log 1δ ). Proof: We will estimate α< and α≥ extending the approach from Section V. In addition to the hash values in the minwise sample we also store the value w(yi ), i.e., we store the weight of the example the sample comes from. After processing the stream we first compute the positional approximation of the median. Then we estimate α< and α≥ by checking for each sampled hash value whether it is taken from an example of weight less or greater or equal to the estimated median. The claimed bound then follows directly from the proof of Theorem 1 and Theorem 2. 



ei BP



We refer to [17] for details on learning regression trees using LAD error. In this section we present summarization algorithms for learning regression trees using the LAD error. Similarly to [18], we consider following definition of median approximation: Definition. Let U be a totally ordered set and A ⊆ U be a sorted array over n elements. An element ai ∈ A is called a positional ε-approximation of median(A) if (1/2 − ε)n ≤ i ≤ (1/2 + ε)n. We estimate the median using minwise independent hashing based sampling. For each feature value we store the k smallest hash values for a truly independent function, for k to be specified later. Consider a profile P = (x11 ∨ . . . ∨ x1k ) ∧ . . . ∧ (xt1 ∨ . . . ∨ xts ). We compute the k values w(yi ) with the minimum hash values h(ei ) for each feature value xi . We then find the k values w(yi ) with the minimum hash value of the feature values in each disjunction. We retain the h(ei ) and the corresponding target weights w(yi ) that are presented in all disjunctions in the profile. We return the median of these. Next theorem gives a bound on the required number of samples k. Theorem 2: Let A1 , . . . , At be weighted sets such that |A1 ∩...∩At | . Using k = O( αε1 2 log 1δ ) minwise indepenα = |A 1 ∪...∪At | dent samples from each Ai we can compute a positional εapproximation of the median of A1 ∩ . . . ∩ At . Proof: Let Sk be the k minwise independent samples from A1 ∪ . . . ∪ At . The expected number of samples from Sk that also are also in A1 ∩ . . . ∩ At is αk. Let A = A1 ∩ . . . ∩ At and n = |A|. Let A< = {ai ∈ A : ai < med(A)}, A≥ = {ai ∈ A : ai ≥ med(A)}. Clearly, bn/2c ≤ |A< | < |A≥ | ≤ dn/2e. The minwise independent hash function is truly random, thus the expected number of samples from A< and A≥ is (αk)/2 ± 1. A standard application of Chernoff bounds yields that the median of k = O( αε1 2 log 1δ ) samples is a positional ε-approximation of the median with probability 1 − δ. 



VII. P ROCESSING TIME . Of crucial importance for the applicability of the proposed approach is the processing time per incoming example. Given an example ei with weight w(yi ) and a hash function h : N → (0, 1], we need to find the minimum hash value of evaluating the function h on w(yi )` consecutive integers. For larger values of w(yi ) and ` ∈ {1, 2} this might be prohibitively expensive. Existing results on weighted sampling with applications to weighted Jaccard similarity estimation [19], [20] have limitations and are not applicable to our setting. The algorithm from [19] applies to min-k sketches such that we can generate a sample from a weighted set in constant time. However, it does not extend to bottom-k sketches. Haeupler et al. [20] present an algorithm that applies to Jaccard similarity estimation using bootom-k sketches. However, the algorithm assumes that the size of the weighted sets are known in advance and does not apply to a real-time streaming setting. Rigorous theoretical results for min-k sketches can be obtained when implementing the hash functions hj using tabulation hashing [21]. Assume all keys come from a universe U of size n. With tabulation hashing, we view each key r ∈ U as a vector consisting of c characters, r = (r1 , r2 , . . . , rc ), where the i-th character is from a universe Ui of size n1/c . (W.l.o.g. we assume that n1/c is an integer). For each universe Ui , we initialize a table Ti and for each character ri ∈ Ui we store a random value vri . Then the hash value is computed as:



We estimate the LAD error of a given profile P as follows. Let P< and P≥ denote the examples ei ∈ P such that w(yi ) < med(P ) and w(yi ) ≥ med(P ), respectively. Using that kP< k0 ≤ |P≥ k0 ≤ kP< k0 + 1, we obtain X |w(yi ) − med(P )| = LAD(P ) = kP k0



h0 (r) = T1 [r1 ] ⊕ T2 [r2 ] ⊕ . . . ⊕ Tc [rc ] where ⊕ denotes the bit-wise XOR operation. Thus, for a small constant c, the space needed is O(n1/c log n) bits and the evaluation time is O(1) array accesses. For example, keys are 64-bit integers and c = 4. Tabulation hashing yields only 3-wise independent hash functions. However, as shown by [22], it yields ε-minwise independent hash functions with 2 n ). ε = O( log n1/c



ei BP



X med(P ) − w(yi ) X w(yi ) − med(P ) + = kP k0 kP k0



ei BP



ei BP≥



kP≥ k1 − kP< k1 med(P )(kP< k0 − kP≥ k0 ) + = kP k0 kP k0
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In order to design algorithms for the fast update of k-mins and bottom-k sketches we consider the following problems. Definition 1: MinHashValue(W, q, κ): Given a hash function h : N → (0, 1] and κ, q ∈ N, q ≤ W , find the minimum value in {h(κ + 1), . . . , h(κ + q)}, q ≤ W .



from I starting with the leftmost interval until the rank of the output element is less than rq . We stop when we either have output k elements or inspected all intervals in I. The time for sorting the elements and the space usage is O(W log W ) and once we have identified the set of relevant intervals, each hash value can be computed in constant time. 



Definition 2: MinKHashValues(W, q, κ, k, τ ): Given a hash function h : N → (0, 1] and κ, q ∈ N, q ≤ W , find the minimum at most k values in {h(κ+1), . . . , h(κ+q)}, q ≤ W , which are smaller than τ .



VIII. D ISCRETIZING NUMERIC FEATURES . For real-valued features, instead of selecting a subset of the possible feature assignments, we have to select a value s and split the data depending on whether the given feature value is smaller or larger than s. We can discretize real values such that we preserve as much as possible the quality of the original splits. Assume feature values are drawn from a universe U of cardinality u. We consider different discretization options.



The following theorem shows that we can efficiently solve the above problems. Theorem 4: Let h : N → (0, 1] be implemented using tabulation hashing with parameters n and c. Let W ≤ n1/c . After preprocessing in time O(W log W ) and space O(W ) we can solve the MinHashValue(W, q, κ) in time O(log W ). The MinHashValue(W, q, κ, τ ) can be solved in time O(k+log W ) after preprocessing in time and space O(W log W ). Proof: Since W ≤ n1/c , we can assume that for {h(κ + 1), . . . , h(κ + q)} there are at most two different possibilities of the tables T1 , . . . , Tc−1 , i.e., the leading bits of the integer numbers κ + 1, . . . , κ + q might change only once. Thus, we need a data structure that will support queries like “Given a bit vector b, find the element x in D such that b⊕x is minimal and rank(x) ≤ rank(b).” In a preprocessing phase we build a binary search tree B consisting of value-rank pairs (v, r) supporting queries of the form “Given a query (q, rq ), output the pair (v, r) = argminv (v ≥ q, r ≤ rq ). There are W pairs such that (v, r) = (h(i), i), 1 ≤ i ≤ W . Pairs are compared according to the value v. The root of each subtree records the minimum rank of a pair in the subtree. We perform standard search for the smallest v ≥ q and at each internal node we check the rank of the subtree that contains the elements. If the minimum rank is more than the query rank rq , then all elements in the subtree are outside the query range. In such a case either inspect the other branch or backtrack. We can only backtrack if the tree contains both elements smaller and larger than q. In this case, we will reach a subtree with elements larger than q and minimum rank larger that rq . However, this is a unique tree and we might backtrack at most once. Once we have reached a tree where all elements are larger than q and the minimum rank is less than rq , we find in time O(log W ) the smallest element with rank less than rq . The tree B can be build in time O(W log W ) and needs space O(W ). For MinKHashValues(W, q, κ, k, τ ) we present a data structure that supports range queries of the form “Given a query (q, rq ), output the (at most) k smallest values in the interval [q, q + τ ] which have rank at most rq . We build again a binary search tree B. At each root we additionally store an array consisting of the elements in the subtree sorted according to their rank. We then determine the intervals, i.e., the nodes in B, which cover [q, q + τ ]. There are at most log W such intervals which can be found in time O(log W ). Let I be the list of found intervals. The intervals in I are pairwise disjoint and all elements in a given interval are strictly smaller or larger than all elements in the other intervals. We output the elements



Fixed summarization points. Feature value v is projected to v div k. This results in u/k feature values. Another option is that a feature value v is projected to vˆ = blog1+γ vc for a user-defined γ > 0. This assures that (1 + γ)vˆ will be an (1 − γ)-approximation of v. The total number of values is bounded by log1+γ u = O( γ1 log u). These methods are static in the sense that the discretization is independent from the data distribution. However, for certain types of numeric features they might yield good results, in particular if we have some a priori information on the values. Mergeable histograms. A more advanced method is to adapt the algorithm from [3]. We maintain a histogram that dynamically adapts to the distribution of the feature values. The histogram consists of b bins, for a user-defined b. For a new feature value a new bin is created. If the number of bins exceeds b, then the two bins closest to each other are merged. As discussed, the minwise independent sketches can be merged, thus the algorithm applies to our setting. The algorithm is heuristical and no precise bounds on the quality of the approximation can be obtained. However, it is empirically shown to yield excellent results for a variety of distributions. Approximate quantiles. Given an ordered set D of n elements, d ∈ D is an ε-approximate φ-quantile if it has a rank between (φ − ε)n and (φ + ε)n. We build upon the q-digest algorithm [23]. Assume values are in the range [1, σ]. We maintain a data structure that represents a binary tree with σ leafs. An inner node t corresponds to a given interval [t.min, t.max]. Each node y has a counter t.count for the number of values in [t.min, t.max]. A new value is assigned to a leaf and the counter is updated. Let n be the number of values seen so far in the stream and t.l and t.r be the left and right child of an internal node t. For each such t we maintain the invariant that t.count ≤ εn and t.count+tl .count+tr .count > εn. If the condition is violated, then we merge the three nodes t, tl , tr into t and add up the counters. In this way, we explicitly store at most 1/ε leafs. The intuition is that non-frequent values will be collected in higherlevel nodes, as these contribute less to correctly identifying approximate quantiles. Looking for a φ-quantile, we traverse the tree in post-order by increasing t.max values. Once for
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Dataset Flights Network Synthetic



some t the sum of the counts reaches φn, we return t.max as an ε-approximate φ-quantile. From the q-digest data structure we obtain a list of 1/φ ε-approximate φ-quantiles φn, 2φn, . . .. In addition to the counts, at each node we store the min-wise samples. When we merge the nodes, we also update the minwise samples in the same way as when computing the minwise sample of a CNF. We thus can estimate the error when splitting on approximate φ-quantiles for arbitrary data distribution.



# examples ≈ 5.8 · 107 ≈ 1.2 · 107 107



# features 696 27 30



µ 23.94 821.57 157.1



med 12 340 143



σ 37.02 6852 129



LAD 18.6 278 145



TABLE I I NFORMATION ON EVALUATION DATASETS . µ AND σ DENOTE THE MEAN AND STANDARD DEVIATION OF THE TARGET WEIGHTS .



statistically significant feature configurations. The datasets are summarized in Table I; µ and σ refer to the mean and standard deviation of the example weights. Results. We give an overview of the achieved results in terms of scalability and quality of approximation. Running time. We compared the running time for the implementation that explicitly evaluates the hash function w(yi )` times to our improved implementation. For the Flights dataset the first 3 million examples are processed in about 160 minutes and 5 minutes, respectively, including the preprocessing time. The time savings for Synthetic are somewhat smaller, 30 vs. 5 minutes. For the Network dataset, we needed one hour to process less than 15,000 examples when applying the explicit hash function evaluation. Note that in order to estimate kP k2 , we considered only the 8 most significant bits of the example weights. This form of discretization increases the approximation error but, as evident from the evaluation, we still obtain very good results.



IX. E XPERIMENTS We implemented the algorithm in Python and performed experiments on a Linux machine with an Intel 2.6 GHz clocked CPU with 4MB of CPU cache and 8 GB of main memory. The hash functions were implemented using tabulation hashing for a universe of size 264 and c = 4. The 4 tables consist each of 216 random numbers and can be loaded in fast CPU cache. The random numbers are from the Marsaglia Random Number CDROM3 . We used bottom-k sketches with the efficient hash function evaluation presented in Section VII. Purpose of the experiments. The main goal of the experimental evaluation is to provide evidence that the presented sketching algorithms can be of practical importance. We show that using bottom-k sketches we obtain a good approximation of the desired quantities. We would like to note that rigorous theoretical results hold only for min-k sketches as tabulation hashing is only 3-wise independent [22]. However, min-k sketches lead to very slow processing time. It is well-known that on real data hash functions often work better than suggested by the conservative theoretical analysis and explaining this behavior is an active research area, c.f. [24], [25]. We also present a comparison to sampling that will demonstrate the advantages and limitations of our approach.



Approximation guarantees. In Figures 3 we plot the approximation of kP k1 and kP k2 of profile P with three feature values disjunctions from Flights data for the 10 runs of the algorithm. The sketch size is 5,000. It is visible that we obtain an unbiased estimator. In Figure 4 we plot the approximation of the mean for two different profiles P(2) and P(3) where P(2) consists of two feature value disjunctions and P(3) – of three feature value disjunctions from the Network dataset. As evident from the plots, we obtain an unbiased estimator for both profiles and, as expected, the variance of the estimation depends on the Jaccard similarity of the profiles. We summarize the experimental results in Table II , Table III for MSE and Table IV for LAD. Let q˜ be an estimate of q. For a quantity q and its estimate q˜, we define the approximation error as |q − q˜|/q. Given a profile P , we report the approximation error for kP k` , µ(P ) and M SE(P ). The approximation is the median of the approximations from 10 individual runs of the algorithm for 4 different sketch sizes. In Table II we chose at random a profile with a conjunctions of two feature dishunctions and in Table III – a profile with three disjunctions. We see the algorithm achieves very good approximation for the kP k` values and the mean. However, the additive factor kP k2 /kP k0 can be larger, and thus even if for excellent estimation of the kP k` values the MSE estimation is sometimes not so precise. In Table IV we summarize the estimation we obtain for the median and the LAD error for the same profiles as in Table III. As we see, the median estimates are very accurate and thus we obtain a good estimation for LAD.



Datasets. We used three datasets for the experimental evaluation: Flights, Network and Synthetic. The Flights dataset4 consists of flight arrival and departure details for all commercial flights within the USA, from October 1987 to April 2008. We selected three features, Origin, Destination and Carrier. The Network dataset is an internal dataset that describes network packets described by different discrete features and a measure of interest, similarly to the setting in [6]. The Synthetic dataset is an artificial dataset we created as follows. We generated examples consisting of three features. Each feature value configuration has a corresponding target weight sampled from a normal distribution N (µ, µ/2) where µ ∈ [100, 200] is a random number. Triples of feature values are randomly generated by drawing features from a uniform distribution. In addition, a small number of randomly selected feature value triples are generated such that their Jaccard similarity and is considerably higher than for triples with independently generated features. More precisely, for feature values x1 , x2 , x3 and an example ei , Pr[ei = (x1 , x2 , x3 )]  Pr[x1 ∈ ei ] · Pr[x2 ∈ ei ] · Pr[x3 ∈ ei ], i.e., we create 3 http://stat.fsu.edu/pub/diehard/cdrom/ 4 http://stat-computing.org/dataexpo/2009/
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Dataset 1.4



exact |P|1 |P|2
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P(2) P(3)



1.2



Mean



Dataset



Mean



1.3



Flights



1.1



Network



1.0 0.9 0.8



Synthetic 0



2



4



Run



6



kP k0 0.031 0.006 0.013 0.001 0.009 0.002 0.016 0.007 0.013 0.005 0.007 0.006



kP k1 0.045 0.033 0.015 0.022 0.012 0.026 0.017 0.010 0.006 0.013 0.006 0.016



kP k2 0.023 0.003 0.004 0.006 0.006 0.007 0.007 0.002 0.026 0.018 0.011 0.002



µ 0.014 0.039 0.028 0.021 0.004 0.025 0.002 0.003 0.007 0.018 0.014 0.022



MSE 0.065 0.107 0.057 0.019 0.011 0.049 0.019 0.025 0.044 0.061 0.046 0.066



TABLE II S UMMARY OF RESULTS FOR PROFILES CONSISTING OF 2 FEATURE DISJUNCTIONS . T HE JACCARD SIMILARITY FOR F ILGHTS IS 0.103, FOR N ETWORK – 0.297, AND FOR S YNTHETIC – 0.142.



Fig. 3. Estimates for kP k1 and kP k2 .
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s 1, 000 2, 500 5, 000 10, 000 1, 000 2, 500 5, 000 10, 000 1, 000 2, 500 5, 000 10, 000



kP k0 0.111 0.012 0.023 0.006 0.021 0.028 0.025 0.014 0.038 0.028 0.018 0.004



kP k1 0.007 0.019 0.012 0.022 0.028 0.008 0.012 0.019 0.018 0.006 0.012 0.007



kP k2 0.089 0.033 0.006 0.009 0.021 0.023 0.018 0.06 0.074 0.036 0.032 0.005



µ 0.094 0.009 0.025 0.017 0.048 0.035 0.037 0.005 0.029 0.037 0.033 0.016



MSE 0.215 0.052 0.028 0.018 0.172 0.032 0.072 0.138 0.112 0.105 0.078 0.074



Fig. 4. Estimates of the mean for profiles P(2) and P(3) with Jaccard similarity 0.182 and 0.066, respectively.



TABLE III S UMMARY OF RESULTS FOR PROFILES CONSISTING OF 3 FEATURE DISJUNCTIONS . T HE JACCARD SIMILARITY FOR F ILGHTS IS 0.019, FOR N ETWORK – 0.066, AND FOR S YNTHETIC – 0.085.



Space savings. For the given datasets we compute the compression ratio as the number of elements in the sketches divided by the number of elements in the original data. Thus, for F LIGHTS we get for sketch size 1,000 and running 10 copies of the algorithm in parallel a compression ratio of about 4%, and for sketch size 10,000 the compression ratio is about 40%. For the other two datasets the compression is better due to the smaller number of features: between 0.75% and 7.5% for N ETWORK and between 1% and 10% for S YNTHETIC.



about 25%. For the network profile there exist a few examples with much larger than the majority of the examples. Therefore, if some of these examples are not sampled, we are likely to underestimate the mean. In our algorithm we consider all weights and thus obtain unbiased estimates.



Comparison to sampling. In Figure 5 we plot the estimates for the mean for different profiles with three feature values disjunctions we obtain from standard sampling and our approach. We use a summary of size 1,000 for each feature and a sample of the data corresponding to roughly the same size. As we see, for Flights we obtain considerably better estimates from sampling. On the other hand sketching yields better estimates for the Synthetic and Network datasets. The reason is as follows. Let p be the fraction of examples complying with the given profile and α the Jaccard similarity of the profile. Let N be the number of examples in the sample and M the number of values in each sketch, respectively. Clearly, M < N . The distribution of weights for Flights profile is stable and in a random sample we expect more occurrences of the profile, i.e., pN > αM . The profile from the synthetic dataset appears in less than 1% of the examples, but the Jaccard similarity is



Leveraging and extending upon state-of-the-art data summarization techniques, we presented new algorithms for regression tree learning in data streams. We experimentally confirmed the theoretical findings. A future research direction is a thorough experimental evaluation on datasets with different characteristics. Moreover, an evaluation of the different discretization approaches presented in VIII is necessary in order to fully understand the capabilities and limitations of the proposed algorithms. We learned a regression tree from the sketches as described in [11]. The results look promising but do not add much more insight than the results presented in the paper. In order to develop a scalable system that can handle massive data streams at scale, one would ideally design intelligent algorithms that can decide in real time whether sketching or sampling is a better alternative for the problem at hand.



X. C ONCLUSIONS AND FUTURE DIRECTIONS
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Fig. 5. Estimates of the mean obtained by sampling and sketching for Flights(left), Synthetic(middle) and Network(right). Dataset Flights



Network



Synthetic



s 1, 000 2, 500 5, 000 10, 000 1, 000 2, 500 5, 000 10, 000 1, 000 2, 500 5, 000 10, 000



kP< k0 0.132 0.012 0.014 0.008 0.101 0.081 0.045 0.018 0.038 0.028 0.019 0.016



kP≥ k0 0.092 0.082 0.036 0.017 0.098 0.085 0.042 0.021 0.067 0.012 0.008 0.008



kP< k1 0.011 0.016 0.029 0.009 0.089 0.052 0.033 0.018 0.028 0.021 0.013 0.009



kP≥ k1 0.089 0.051 0.02 0.013 0.041 0.053 0.044 0.027 0.074 0.031 0.017 0.002



med 0.05 0.00 0.00 0.00 0.019 0.013 0.009 0.00 0.106 0.068 0.043 0.045



LAD 0.121 0.0867 0.0657 0.0547 0.198 0.112 0.075 0.048 0.172 0.098 0.055 0.039



TABLE IV S UMMARY OF RESULTS FOR PROFILES CONSISTING OF 3 FEATURE DISJUNCTIONS . T HE JACCARD SIMILARITY FOR F ILGHTS IS 0.019, FOR N ETWORK – 0.066, AND FOR S YNTHETIC – 0.085.
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