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Interval Order on Typed Tasks



Presentation Outline



Result Statement We modify the Leung-Palem-Pnueli 2001 parallel machine scheduling algorithm in order to schedule UET typed task systems with monotone interval-order precedences, release dates and deadlines.



Presentation Outline • Motivations for Scheduling Typed Tasks • Monotone Interval-Order Precedences • List Scheduling with Modified Deadlines • Modified Leung-Palem-Pnueli Algorithm • Application to Instruction Scheduling PlanSIG Workshop – December 2007
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Interval Order on Typed Tasks



Motivations for Scheduling Typed Tasks



Motivations for Scheduling Typed Tasks Compiler Instruction Scheduling and Hardware High-Level Synthesis Precedence Graph with Typed Tasks
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Interval Order on Typed Tasks



Motivations for Scheduling Typed Tasks



Definition and Notations • Operation set {Oi }1≤i≤n and schedule dates {σi }1≤i≤n • Processing times {pi }1≤i≤n , release dates {ri }1≤i≤n : ri ≤ σi and deadlines {di }1≤i≤n : σi + pi ≤ di • m1 , . . . , mk numbers of processors with mj processors of type τj • Each Oi has a type τi and only executes on processors of type τi • Generalization of parallel machine scheduling, denoted with Σk P in the α-field of the α|β|γ denotation • Precedence constraints with delays: Oi ≺ Oj ⇒ σi + pi + lij ≤ σj , denoted with prec(lij ) in the β-field of the α|β|γ denotation • Interval-order precedences denoted intOrder in the the β-field
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Interval Order on Typed Tasks



Motivations for Scheduling Typed Tasks



Complexity Results for Typed Task Systems • Σk P |intOrder; pi = 1|Cmax PT-solvable [Jansen 1994] • Σ2 1|chains; pi = 1|Cmax NP-hard [Jansen 1994] • Σ2 1|f orest; pi = 1|Cmax NP-hard [Jansen 1994] • Σk P |intOrder; cji = 1; pi = 1|Cmax PT-solvable [Verriet 1998] Performance of List Scheduling on Typed Task Systems • Σk P |prec|Cmax and any priority list: 1 + k −



1 maxi mi



[Jaffe 1980]



• Σk P |prec; pi = 1|Cmax and Coffman-Graham: 1 + k −



2 maxi mi



[?]



• Σk P |prec(lij ≤ z)|Cmax and any priority list: 1 + k − [Chou & Chung 1992]



1 (z+1) maxi mi



• Σk P |prec(lij ≤ z)|Cmax and special priority: 1 + k − [Chou & Chung 1993]



2 (z+1) maxi mi
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Interval Order on Typed Tasks



Monotone Interval-Order Precedences



Monotone Interval-Order Precedences Definition by Papadimitriou & Yannakakis [SIAMJC 1979] • An interval graph is the intersection graph of real intervals • An interval order is the transitive orientation of the complement of an interval graph: B A



D C



¶³ ¶³ A



µ´



¶³ - D B 1µ´ ¶³³³³ µ´ - C ³³ µ´



• An interval order is equivalently defined by an incomparability graph that is chordal PlanSIG Workshop – December 2007



6



Interval Order on Typed Tasks



Monotone Interval-Order Precedences



Properties of Interval Orders • For any interval order P = (V, E) and ∀u, v ∈ V either succ u ⊆ succ v or succ u ⊇ succ v; likewise ∀u, v ∈ V either pred u ⊆ pred v or pred u ⊇ pred v • A poset is an interval order iff it does not contain the following induced poset: ¶³ ¶³ - B A µ´ µ´ ¶³ ¶³ - D C µ´ µ´ • Adding independent operations to an interval order yields another interval order • Any transitive predecessor (successor) of some operation in an interval order is also a direct predecessor (successor) PlanSIG Workshop – December 2007
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Monotone Interval-Order Precedences



Monotone Interval Orders • A monotone interval-order graph is an interval-order graph (V, E) with a weight function w on the arcs such that, given any (vi , vj ), (vi , vk ) ∈ E : pred vj ⊆ pred vk ⇒ wij ≤ wik ¶³ vk ³ 1 µ´ ³ ³ wik ³³ µ ¡ ¡ ³ ³³ ³ ¡ ³ ¶³ ¶³ ³³ ¡ vi vj j µ´ wi µ´



• The weight wik of any transitive arc (vi , vk ) is not lower than the weight wij of the first arc (vi , vj ) in any path from vi to vk • In scheduling applications, the arc weights are the start-start def time-lags of the precedence arcs: wij = pi + lij PlanSIG Workshop – December 2007
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Monotone Interval-Order Precedences



Polynomial-Time Scheduling with Interval Orders • P |intOrder; pi = 1|Cmax [Papadimitriou & Yannakakis 1979] • P |intOrder; cji = p; pi = p|Cmax [Ali & El-Rewini 1992] • Σk P |intOrder; pi = 1|Cmax [Jansen 1994] • P |intOrder; ri ; cji = 1; pi = 1|Lmax [Verriet 1996] • Σk P |intOrder; cji = 1; pi = 1|Cmax [Verriet 1998] • P |intOrder(mono lij ); ri ; di ; pi = 1|− [Leung-Palem-Pnueli 2001] (P |intOrder(mono lij ); ri ; pi = 1|Lmax with dichotomy search) Our modified Leung-Palem-Pnueli algorithm solves Σk P |intOrder(mono lij ); ri ; di ; pi = 1|− (Σk P |intOrder(mono lij ); ri ; pi = 1|Lmax ) PlanSIG Workshop – December 2007
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List Scheduling with Modified Deadlines



List Scheduling with Modified Deadlines The Graham List Scheduling Algorithm (GLSA) • Assign a priority to each operation • Scan the time slots in increasing order • For each time slot, if a processor is idle, schedule the highest priority operation available Blazewicz 1977 The GLSA with earliest deadlines first priorities (Jackson’s rule) optimally solves P |ri ; pi = 1|Lmax UET Typed Task Systems without Precedences Theorem 1 The GLSA with Jackson’s rule optimally solves Σk P |ri ; di ; pi = 1|− and Σk P |ri ; pi = 1|Lmax .
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Interval Order on Typed Tasks



List Scheduling with Modified Deadlines



Modified Deadlines of a Scheduling Problem Given scheduling deadlines {di }1≤i≤n , modified deadlines {d0i }1≤i≤n are such that ∀i ∈ [1, n] : σi + pi ≤ d0i ≤ di for any schedule {σi }1≤i≤n Earliest Modified Deadlines First as List Scheduling Priorities Garey & Johnson 1976 P 2|prec; pi = 1|Lmax d0i



def



min(d0i , d0k



g(i,d0 ) d m e)



− Iterate = with d0k the modified deadline of successor k and g(i, d0 ) the count of successors whose d0 ≤ d0k Palem & Simons 1993 P |intOrder(mono lij ); pi = 1|Lmax Leung & Palem & Pnueli 2001 P |intOrder(mono lij ); ri ; pi = 1|Lmax This Work Σk P |intOrder(mono lij ); ri ; pi = 1|Lmax Use a backward scheduling technique to compute the modified deadlines
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Modified Leung-Palem-Pnueli Algorithm



Modified Leung-Palem-Pnueli Algorithm Algorithm Overview • Use fixpoint modified deadlines first priorities in a core GLSA • The fixpoint modified deadlines are computed by solving a series of backward scheduling problems Algorithm Proofs • Show that each backward scheduling problem is optimally solved in polynomial-time • Show that fixpoint modified deadlines are deadlines of the original problem • Show that if the core GLSA misses any fixpoint modified deadline, then the problem is infeasible PlanSIG Workshop – December 2007
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Modified Leung-Palem-Pnueli Algorithm



Backward Scheduling Problem B(Oi , Si ) def



In our modified algorithm, Si is defined as Si = succ Oi ∪ indep Oi Backward Scheduling is the search for a set of dates {σj0 }Oj ∈{Oi }∪Si : (a) ∀Oj ∈ Si : Oi ≺ Oj ⇒ σi0 + 1 + lij ≤ σj0 (b) ∀t ∈ lN, ∀r ∈ [1, k] : |{Oj ∈ {Oi } ∪ Si ∧ τj = r ∧ σj0 = t}| ≤ mr (c) ∀Oj ∈ {Oi } ∪ Si : rj+ ≤ σj0 < d0j ¤ ¡ - Ol type τl £ ¤¢ ¡ ¶ - Ok ¶ © type τi ¤ ¡¶ ©¤ ¡ £ ¢ © ¶ - Oj Oi © £ ¢ £ ¢ @ ¡6 @ ¡ 6 6 Σ p



p+1



q+1



Optimal Backward Scheduling for Oi is maximizing σi0 in B(Oi , Si ) PlanSIG Workshop – December 2007
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Modified Leung-Palem-Pnueli Algorithm



Solving Backward Scheduling Problems • Simple idea: search for the latest s ∈ [ri+ , d0i − 1] such that (σi0 = s) ∧ B(Oi , Si ) is feasible ⇒ solve d0i − ri+ problems of type Σk P |ri ; di ; pi = 1|− ⇒ pseudo-polynomial number of steps • Improved idea: dichotomy search over q then p in relaxations of problem (σi0 ∈ [p, q]) ∧ B(Oi , Si ) defined as: Σk P |ˆ rj ; dˆj ; pj = 1|−       



rˆi = p def dˆi = q + 1



 Oj ∈ Si =⇒      O ∈ S =⇒ j i



rˆj = max(rj+ , q + 1 + lij ) def dˆj = d0



def



def



j



Theorem 2 The improved idea optimally solves backward scheduling problems B(Oi , Si ) in polynomial number of steps. PlanSIG Workshop – December 2007
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Modified Leung-Palem-Pnueli Algorithm



Compute the Fixpoint Modified Deadlines{d∗i }1≤i≤n (i) Compute the precedence-consistent release dates {ri+ }1≤i≤n , the precedence-consistent deadlines {d+ i }1≤i≤n and initialize the modified deadlines {d0i }1≤i≤n with the {d+ i }1≤i≤n (1) Let Oi be the current operation in some iteration over {Oi }1≤i≤n (2) Compute the optimal backward schedule date σi0 of Oi by optimal backward scheduling of B(Oi , Si ) (3) Update the modified deadline of Oi as d0i ← σi0 + 1 (4) Update the modified deadlines of each Ok ∈ pred Oi with d0k ← min(d0k , d0i − 1 − lki ) (5) Go to (1) until a fixpoint of the modified deadlines {d0i }1≤i≤n Fixpoint requires only n iterations using reverse topological sort order
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Modified Leung-Palem-Pnueli Algorithm



Core GLSA with Fixpoint Modified Deadline Priorities Theorem 3 The modified algorithm of Leung, Palem and Pnueli solves any feasible problem Σk P |intOrder(mono lij ); ri ; di ; pi = 1|−. • Fixpoint modified deadlines are indeed deadlines of the problem • Let Oi be the earliest operation that misses its fixpoint modified deadline d∗i in the core GLSA schedule: ⇒ an earlier operation Ok necessarily misses its fixpoint modified deadline d∗k in the core GLSA schedule ¤ ¡ ¾³ Σ0 Oj ³ ¤ ¡ ¤ ¡£ ³³ ¢ ½ ½ ) ³ Ok Oj 0 £ ¢ £¤ ¢¡ ½½ ¤ ¡ = ½ Oj 00
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tu



£ ¢ § 6¢ Σ £ ¦ 6 ∗



tu + 1
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Application to Instruction Scheduling



Application to Instruction Scheduling Source Code and ST200 VLIW Code Generation for Inner Loop int prod(int n, short a[], short b) { int s=0, i; for (i=0;i
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Application to Instruction Scheduling



Precedence Graph and Resource Requirements for the ST200 VLIW 0
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Application to Instruction Scheduling



Using the Modified LPPA as a UET RCPSP Relaxation Lower bounding of the makespan using Resource bound, Critical path bound, and MLPPA relaxation bounds, for ST200 VLIW instruction scheduling problems with n operations: Code Label
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Concluding Remarks



Concluding Remarks • Typed task systems are directly relevant to high-level synthesis of digital circuits and to compiler instruction scheduling (also describe the machine environment of job shop problems) • We modify the Leung-Palem-Pnueli 2001 algorithm in order to solve Σk P |intOrder(mono lij ); ri ; di ; pi = 1|− (the Jansen 1994 algorithm solves Σk P |intOrder; pi = 1|Cmax ) • Main modifications over the LPPA: adaptation to typed task systems; modified B(Oi , Si ) definition; simpler core LPPA proof • What is the worst-case performance of this class of algorithms? (Σk P |prec(lij ≤ z)|Cmax approximable to 2 + k −



2 (z+1) maxi mi ?)



• Relaxation of precedence graphs into monotone interval orders?
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