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a b s t r a c t The paper describes an application of artiﬁcial neural networks (ANN) for natural language text reasoning. The task of knowledge discovery in text from a database, represented with a database ﬁle consisting of sentences with similar meanings but different lexico-grammatical patterns, was solved with ANNs which recognize the meaning of the text using training ﬁles with limited dictionary. The paper features recognition algorithms of text meaning from a selected source using 3-layer ANNs. Tests of the new method have also been described. Ó 2008 Elsevier B.V. All rights reserved.
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1. Introduction For linguistic research, there is a need for consciously created and organized collections of data and information that can be used to perform knowledge discovery in text and to evaluate the performance and effectiveness of related tools. Knowledge discovery in text is a non-trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in unstructured text data. These patterns are unknown, hidden or implicit in semi-structured and unstructured collections of text. Below are some knowledge discovery tasks that many subject disciplines are interested in:  Identiﬁcation and retrieval of relevant documents from large collections of documents.  Identiﬁcation of relevant sections in large documents (passage retrieval).  Co-reference resolution, i.e., the identiﬁcation of expressions in texts that refer to the same entity, process or activity.  Extraction of entities or relationships from text collections.



 Automated characterization of entities and processes in texts.  Automated construction of ontologies for different domains (e.g., characterization of medical terms).  Construction of controlled vocabularies from ﬁxed sets of documents for particular domains. The need to construct controlled vocabularies for subject domains has meant that terminological extraction from corpora has become an important process in tasks related to knowledge discovery in text. The proposed system for knowledge discovery in text uses neural networks for natural language understanding as shown in Fig. 1. The motivation behind using the binary neural networks for knowledge discovery is that they offer an advantage of simple binarization of words and sentences, as well as very fast training and run-time response of this type of neural networks [14]. The system consists of a selected data source, 3-layer ANNs, network training sets, letter chain recognition algorithms, syntax analysis algorithms, as well as coding algorithms for words and sentences. 2. The state of the art



q



The source code of the implemented ANN is available by emailing the corresponding author. * Corresponding author. Tel.: +48 94 3478352. E-mail addresses: [email protected] (M. Majewski), jacek. [email protected] (J.M. Zurada). URL: http://ci.louisville.edu/zurada (J.M. Zurada). 0950-7051/$ - see front matter Ó 2008 Elsevier B.V. All rights reserved. doi:10.1016/j.knosys.2008.03.053



Knowledge discovery is a growing ﬁeld. There are many knowledge discovery methodologies in use and under development. Some of these techniques are generic, while others are domainspeciﬁc.
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Learning algorithms are an integral part of knowledge discovery. Learning techniques may be supervised or unsupervised. In general, supervised learning techniques enjoy a better success rate as deﬁned in terms of usefulness of discovered knowledge. According to [1,3], learning algorithms are complex and generally considered the hardest part of any knowledge discovery technique. Machine discovery is one of the earliest ﬁelds that has contributed to knowledge discovery [5]. While machine discovery relies solely on an autonomous approach to information discovery, knowledge discovery typically combines automated approaches with human interaction to assure accurate, useful, and understandable results.
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Fig. 1. Steps involved in proposed knowledge discovery in text.
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Fig. 2. Scheme of the proposed system for knowledge discovery in text.
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Fig. 4. Word recognition module.
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Fig. 5. Overall diagram of a 3-layer neural network for sentence recognition module.
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There are many different approaches to knowledge discovery techniques [13]. There are quantitative approaches, such as the probabilistic and statistical approaches, other approaches utilize visualization techniques. There are classiﬁcation approaches such as Bayesian classiﬁcation, inductive logic, pattern discovery and decision tree analysis [3,5]. Classiﬁcation is probably the oldest and most widely-used of all the knowledge discovery approaches



[4,9,13]. This approach groups data according to similarities or classes. Pattern detection of important trends is the basis for the deviation and trend analysis approach. Other approaches include deviation and trend analysis, genetic algorithms, neural networks, and hybrid approaches that combine two or more techniques [8]. The probabilistic approach family of knowledge discovery utilizes graphical representation models to compare different knowl-
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Fig. 6. Illustration of sentence recognition cycle.
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Fig. 7. Structure of the Hamming neural network as a classiﬁer-expert module for word and sentence recognition.
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algorithms. The coded words are inputs of the neural network for recognizing words (Fig. 3a). The network uses a training ﬁle containing also words and is trained to recognize words as sentence components, with words represented by output neurons (Fig. 4). In the next stage, the coded words are transferred to the sentence syntax analysis module. The module analyses and indexes words properly before they are processed by the algorithm for coding sentences. The commands are coded as vectors and then become inputs of the sentence recognition module (Fig. 3b). The module uses a 3-layer Hamming neural network as shown in Fig. 5, either to recognize the sentence and ﬁnd its meaning or else it fails to recognize it (Fig. 6). The neural network of this module uses a training ﬁle containing patterns of possible meaningful sentences. Because of the binary input signals, the Hamming neural network is chosen for both the word recognition and sentence recognition module as shown in Fig. 7 which directly realizes the onenearest-neighbour classiﬁcation rule [15]. Each training data vector is assigned a single class and during the recognition phase only a single nearest vector to the input pattern x is found and its class C i is returned. There are two main phases of the operation of the expert-network: training (initialization) and classiﬁcation. Training of the binary neural network consists of copying reference patterns as the weights of the matrix W pn , as follows (1):



edge representations [9]. These models are based on probabilities and data independencies. The statistical approach uses rule discovery and is based on data relationships. An inductive learning algorithm can automatically select useful join paths and attributes to construct rules from a database with many relations [4]. This type of induction is used to generalize patterns in data and to construct rules from the noted patterns. ANNs may be used as tools for knowledge discovery. They are particularly useful for pattern recognition, and are sometimes grouped with the classiﬁcation approaches. A hybrid approach to knowledge discovery combines more than one approach and is also called a multi-paradigmatic approach [2]. Although implementation may be more difﬁcult, hybrid tools are able to combine their strengths of various approaches. Some of the commonly used methods combine visualization techniques, induction, neural networks, and rule-based systems to perform the desired knowledge discovery. Deductive databases and genetic algorithms have also been used in hybrid approaches. The methods of sentence recognition proposed in the literature lead to interesting new approaches and techniques, but only very few experiments and evaluation of the proposed methods have been reported. In [6], an extended Kohonen feature map was described that was able to store sequences of input patterns. This network is able to learn to simulate a ﬁnite-state machine for the grammar, given examples of legal sentences from the regular grammar. Jiang in [7] proposed an algorithm which represents a framework for classiﬁer combination in grammar-guided sentence recognition that is applicable to a variety of different tasks. In [12], the sentence recognition method using word cooccurrence probability was described, and compared with the method using Context-Free Grammar.



wi ¼ xi ;



ð1Þ



where p is the number of input patterns-vectors x, each of the same length n; wi is the i-th row of the matrix W of dimensions (p  n). For given n the computation time is linear with the number of input patterns p. The goal of the recursive layer N 2: is the selection of the winning neuron representing a word or command class. The characteristic feature of this group of neurons is a self connection of a neuron to itself with a weight mii ¼1 for all 1 6 i 6 p, whereas all other weights are kept negative. Initialization of the layer N 2: consists of assigning negative values to the square matrix M pp except the main diagonal. Originally Lippmann proposed initialization [10] (2):



3. Description of the method In the proposed knowledge discovery system shown in abbreviated form on Fig. 2, sentences are extracted from the database. Individual words treated here as isolated components of the text are processed by the letter string recognition and coding
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mkl ¼ ðp  1Þ1 þ nkl where



for



k 6¼ l;



1



for



k¼l



In the classiﬁcation phase, the group N 1: is responsible for computation of the binary distance between the input pattern z and the training patterns already stored in the weights W. Usually this is the Hamming distance (4):



ð2Þ



1 6 k; l 6 p; p > 1



where n is a random value for which j n j ðp  1Þ1 . However, it appears that the most efﬁcient and still convergent solution is to set equal weights for all neurons in N 2: which are then modiﬁed at each step during the classiﬁcation phase as follows (3): mkl ¼ ek ðtÞ ¼ ðp  tÞ1 for where 1 6 k; l 6 p; p > 1
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bi ðz; WÞ ¼ 1  n1 DH ðz; wi Þ;



ð4Þ



where bi 2 ½0; 1 is a value of an i-th neuron in the N 1: layer, DH ðz; wi Þ 2 f0; 1; . . . ; ng is a Hamming distance of the input pattern z and the i-th stored pattern wi (i-th row of W). In the classiﬁcation stage, the layer N 2: operates recursively to select the winning neuron. This process is governed by the following Eq. (5):



ð3Þ



where t is a classiﬁcation time step. In this case the convergence is achieved in p  1  r steps, where r > 1 stands for the number of nearest stored vectors in W.
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ai ½t þ 1 ¼ u



n X



! mij aj ½t
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ð5Þ
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where ai ½t is an output of the i-th neuron of the layer N 2: for the iteration t; u is the threshold function deﬁned as follows (6): uðxÞ ¼ x



for



x > 0;



0 otherwise



ð6Þ



Depending on the chosen scheme (2)–(3) of the weights mij in (5), we obtain different dynamics of the classiﬁcation stage. The iterative process (5) proceeds up to a point where only one neuron has value different than 0 – this neuron is a winner which represents the word or command class. 4. Experimental results The process of data insertion into the database of sentences probes for experiments was supported with the implemented speech interface. The speech recognition engine was a continuous density mixture Gaussian Hidden Markov Model system which uses vector quantization for speeding up the Euclidean distance calculation for probability estimation [11]. The system uses context dependent triphonic cross word acoustic models with speaker normalization based on vocal tract length normalization, channel adaptation using mean Cepstral subtraction and speaker adaptation using Maximum Likelihood Linear Regression. The test dataset consisted of the database of 1500 sentences, ﬁles consisting of 522 letter strings, 87 training words and 510 meaningful training sentences. The ﬁrst test measured the performance of the sentence meaning recognition with the sentence recognition module as a set of words recognized earlier (Fig. 8). As shown in Fig. 9a, the ability of the implemented neural network to recognize a word depends on the number of letters of that word. For best performance, the neural network requires a minimum number of letters of each word being recognized as its input. As shown in Fig. 9b, the ability of the neural network to recognize the sentence depends on the sentence length (wordcount). Similarly, for best sentence recognition, the neural network requires a certain minimum wordcount of the given sentence. 5. Conclusions and perspectives Application of binary neural networks allows for recognition of sentences in natural language with similar meanings but different lexico-grammatical patterns, which can be encountered in docu-
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